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Abstract. Most modern cryptanalysis results are obtained through theoretical analysis,
often relying on simplifications and idealized assumptions. In this work, we use the
parallel computational power of GPUs to experimentally verify a small portion of
the cryptanalysis results that have been published in recent years. Our focus is on
the ciphers Ascon, ChaCha, and Serpent. In none of the attacks we considered did
the theoretical estimates fully match the actual practical values. More precisely,
we show that the 4.5-round truncated differential with probability one, the 6-round
differential-linear (DL), and the 6-round impossible differential distinguishers on
Ascon, as well as the best known 7- and 7.5-round DL distinguisher on ChaCha, do not
actually work in practice. Moreover, we demonstrate that the best known 10, 11, and
12-round DL attacks on Serpent perform better in practice than previously estimated.
Additionally, we provide a new experimentally obtained 9-round DL distinguisher on
Serpent, which can be used in 10 and 11-round attacks with reduced data complexity.
In a broader sense, we recommend that cryptanalysts experimentally verify reduced
versions of their theoretically obtained analysis results whenever possible. In order
to simplify this process, we make our optimized code for the ciphers treated here
available for future use.

Keywords: cryptanalysis - GPU - ASCON - ChaCha - SERPENT

1 Introduction

The cryptography community’s advancements in designing secure symmetric encryption
algorithms have made it difficult for cryptanalysts to achieve practical attacks. As a result,
most attacks are now theoretical, targeting a reduced number of rounds with time, data,
or memory complexities that exceed the limits of current technology.

Since many theoretically obtained distinguishers or attacks have not been verified
through experiments, their results might differ in practice due to overlooked properties
of the cipher. We even claim that many theoretically obtained cryptanalysis results do
not work in practice, while some perform better than expected. Specifically, the time,
data, and memory complexities of an attack might sometimes be better in practice than
theoretically estimated. This can generally occur due to the following three reasons:

1. Human errors: Implementation errors, misreporting of obtained results, or misinter-
pretation of experimental findings can mislead the researcher and lead to incorrect
conclusions. In particular, since many attack steps are derived theoretically, im-
portant details can be overlooked. For example, in [DIKO08], the authors add one
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round to the bottom and two rounds to the top of a 9-round differential-linear (DL)
distinguisher to attack 12 rounds of Serpent. They guess 112 out of 128 bits of
the first-round key because only 12 out of 16 S-boxes are active in their attack.
However, the remaining 16 bits of the round key must also be guessed to compute
the next-round values, which are needed to carry out the attack. As a result, the
time complexity of their attack is underestimated by a factor of 2'6. Once corrected,
the time complexity exceeds that of a brute-force key search. Thus, the 12-round
attack proposed in [DIK08] and its subsequent improvements in [Tez15] and [Lulb]
do not work in practice.

. Differences between theoretically calculated probabilities and actual probabilities:

Theoretically obtained distinguishers generally focus on a single characteristic (path),
but the actual probabilities can differ significantly due to the clustering effect and
fixed-key versus average-key behavior [BR22]. Additionally, whether in the fixed-
key or average-key case, it is often computationally infeasible to examine every
possible path and to compute the correct probabilities theoretically. Moreover, when
two different cryptanalysis techniques are combined, e.g., in boomerang and DL
attacks, their interaction may have a significantly positive or negative impact [Murll,
HNE22, HDE24]. For instance, it was observed in [DEM15] that the 4-round DL
distinguisher for Ascon, which has a theoretical bias of 2729, actually exhibits a
bias of 272 in practice. As another example, Beyne and Neyt [BN24] proved that
the main differential characteristic used in the full-round attack on SPEEDY-7-192 at
EUROCRYPT 2023 [BDBN23] does not hold for any key in practice.

Unknown properties: Many assumptions that are generally valid may fail in specific
cases due to the inner workings of a cipher. For instance, in a differential attack
on a block cipher, partial round keys are guessed in the added rounds, and the
counter for a guessed key is incremented when the input and output differences of
the distinguisher are observed. Here, it is assumed that the wrong keys behave like
random permutations. This is known as the Wrong Key Randomization Hypothesis,
and it holds true for most attacks. However, this hypothesis becomes invalid when a
special property of the cipher prevents it.

For example, if an S-box has a differential factor [TO14] X for the input difference a
and output difference 3, then for any round key bits k just before the S-box operation
that lead to these o and § differences, k @ X will also satisfy the same differences. As
a result, the attacker cannot distinguish k from k & A. For a single differential factor,
half of the round key bits behave identically to the other half in differential attacks.
Thus, regardless of the number of pairs used, at least one wrong key will always have
the same counter as the correct key, preventing the attacker from distinguishing the
correct key.

It should be noted that many of these three reasons for the difference between theory

and practice could be addressed by performing experiments on reduced versions of the
theoretically obtained distinguisher or attack.

Our Contribution

In this work, we use the parallel computing power of GPUs to experimentally verify
cryptanalysis results that were obtained through theoretical analysis on the Ascon, ChaCha,
and Serpent ciphers.

We optimized the implementation of Ascon, ChaCha, and Serpent ciphers using the
CUDA programming language. Our GPU implementations allowed us to perform

235.10

Ascon initializations, 23492 ChaCha encryptions, or 23470 Serpent encryptions per second
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on a single NVIDIA RTX 4090 GPU. Note that the fastest implementations of symmetric-
key encryption algorithms typically achieve between 233 and 237 encryptions per second
on an RTX 4090 [TL25]. We made all of our source codes publicly available to support
verification and future research. We used these optimized implementations to experimen-
tally verify results obtained through theoretical cryptanalysis. Below, we summarize our
key observations:

1. Observations for Ascon. The first claimed 6-round DL distinguisher for Ascon
[PZWD24a], presented at CRYPTO 2024, with a claimed bias of 272243 does not
work in practice. We ran our experiments using 2° data, which is enough to detect
a bias of 272243 but we observed no deviation from random behavior. We contacted
the authors of [PZWD24a], and they confirmed that they also noticed some potential
issues with their distinguisher. This observation suggests that the second method for
calculating DL biases in [PZWD24a] (Section 4.3) lacks accuracy, and that the actual
biases can be significantly smaller in practice. Additionally, the first claimed 6-round
impossible differential distinguisher for Ascon and the 4.5-round truncated differential
with probability one, both presented in [BJKK24], should not be considered to hold
with probability zero and probability one, respectively. Because these distinguishers
obtain valid input pairs by performing partial round operations using the fact that
the Ascon permutation does not have a key addition layer. However, having no key
addition layer allows us to obtain arbitrarily long distinguishers for permutations.
Thus, we suggest these kinds of distinguishers to be treated as a different set of
distinguishers and should not be compared with the traditional ones.

2. Observations for Serpent. We examined the improved DL distinguishers presented
for up to 9 rounds of Serpent at CRYPTO 2024 by [PZWD24a]. While the authors
experimentally verified their results for up to 4 rounds, as well as one of their 5-round
distinguishers, they did not check the correctness of their longer distinguishers.
We observed that their 6, 7, 8, and 9-round, and 6 out of 7 of their 5-round DL
distinguishers for Serpent, contain errors in the reported output masks and do
not work in practice. We contacted the authors, and they confirmed the issue
and replied that the errors occurred during the write-up. They provided us with
the corrected versions of these distinguishers, claiming the same reported biases as
in [PZWD24a]. We include some of these corrected distinguishers in this paper and
report our experimental results. For example, we observed that the corrected 6-round
DL distinguisher with a reported bias of 27191 does work in practice, but with a
measured bias of 272155, Re-contacting the authors allowed them to re-correct their
6-round DL distinguisher which we measured its bias as 2719-62,

We examined the improved DL distinguishers for Serpent by Hadipour et al. [HDE24]
presented at CRYPTO 2024. The authors of [HDE24] proposed 3 to 9-round DL
distinguishers using a boomerang-like technique. They experimentally verified the 3,
4, and 5-round distinguishers. However, due to limited CPU resources, they could
not verify the 6-round distinguisher, which has a theoretical bias of 27218, We
verified the 6-round distinguisher experimentally and confirmed that it works in
practice. The observed bias was slightly different from the theoretical value, being
off by 27925 This difference is small and marginally affects the data and time
complexities in practice, increasing them by a factor of 2°-3.

We experimentally verified the DL distinguishers of [BDK03] and [DIK08] on Serpent.
In [DIKO0S], the authors could only run experiments on 4 rounds of their 9-round DL
distinguisher due to limited CPU resources. They claimed that the distinguisher
achieves a bias better than the theoretical value by a factor of 2125, We repeated
the experiments on 5 and 6 rounds and found that the actual bias is better by a
factor of 2139 instead of 2!-25.
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By rotating the input difference of the DL distinguisher proposed in [BDKO03], we
obtained a stronger 9-round distinguisher. It achieves an experimental bias of 272433
compared to the theoretical bias of 2727 for its first six rounds. This corresponds
to a gain by a factor of 2267, which exceeds the factor of 2''3? that we obtained
for [DIKO8]. Our improved distinguisher can be used to attack 10 and 11 rounds of
Serpent with better data complexity than previous attacks.

We show that the 12-round DL attack on Serpent proposed in [DIK08], as well as
its subsequent improvements such as [Lul5] and [Tez15], actually require a time
complexity that is no better than exhaustive search. Moreover, we show that the
12-round DL attacks proposed in [BCD'22] and [LLL21] offer better performance
in terms of data, time, and memory complexities by a factor of at least 2028
for [BCD*22] and 29252 for [LLL21].

3. Observations for ChaCha. The best 7-round DL distinguisher on ChaCha, proposed
in [WGM24], is not correct. In [WGM24], the authors claim to have experimentally
verified their distinguisher using CPU computations. However, what they actually
observe is consistent with random behavior. We further tested 128 additional variants
of this 7-round DL distinguisher, each having a single-bit input difference, and did not
observe any non-random behavior in any of these cases. Therefore, the distinguisher
proposed in [WGM24], along with the attacks based on it, does not work in practice.
The same error persists in the 7 and 7.5-round DL distinguisher of [OWGM25], which
is the full version of [WGM24].

We provide two tables to summarize our findings. Table 1 summarizes the distinguishers
and attacks that we invalidate in this work while Table 2 lists the DL distinguishers that
we experimentally showed to behave differently in practice than predicted by theory.

Table 1: The list of distinguishers and attacks that we invalidated in this work.

Cipher  Type Rounds  Reference Reason

Ascon  Truncated Differential Distinguisher 4.5 [BJKK24] Wrong assumptions

Ascon DL Distinguisher 6 [PZWD24a] Wrong assumptions

Ascon  Impossible Differential Distinguisher 6 BJKK24] Wrong assumptions
ChaCha DL Distinguisher 7 WGM24] Human error
ChaCha DL Distinguisher 7,75 OWGM25] Human error
Serpent DL Distinguisher 6,7,8, 9 [PZWD24a] Human error
Serpent DL Attack 12 [Lulj) Wrong assumptions
Serpent DL Attack 12 [Tez15] Wrong assumptions

In all our experiments for DL distinguishers, we used approximately ¢ x ¢—2 plain-
text—ciphertext pairs for a target bias ¢, with ¢ ranging from 23 to 22 depending on
our computational limits. We repeated our experiments for permutations 100 times with
randomly generated data and for the cases when a secret key is required, we repeated the
experiments with 100 to 1000 random keys to ensure that our observations are not due to
some specific weak keys.

Finally, and more generally, we recommend that cryptanalysts experimentally verify
reduced versions of their theoretically obtained results whenever possible, to ensure that
the theoretical analysis holds in practice, and to publicly share their code. To facilitate
this process for Ascon', ChaCha?, and Serpent®, we have made our optimized GPU
implementations publicly available for future use.

Ihttps://github.com/cihangirtezcan/CUDA_ASCON_DL
2https://github.com/cihangirtezcan/CUDA_CHACHA
Shttps://github.com/cihangirtezcan/CUDA_SERPENT
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Table 2: The list of DL distinguishers which we experimentally showed in this work that
work differently in practice.

Cipher Rounds  Reference  Data Reported Experimental Gain

Ascon 5 [PZWD24a] 2% 2~-10-10 27991 20-16
Serpent 4 [DIKOS] 250 2= 2~ 1373 21.27
Serpent 4 Sec. 3.3.1 250 2-15 2-12.33 22.67
Serpent 5 [DIKO08] 250 2-19 21763 2137
Serpent 5 Sec. 3.3.1 250 219 21633 22.67
Serpent 6 [DIKOS] 250 2727 272561 21:39
Serpent 6 Sec. 3.3.1 250 2727 2724.33 22.67
Serpent 6 [HDE24] 250 2-21.58 22183 27025
Serpent 6 [PZWD24a] 2% 2~ 19-61 21962 27001

2 Preliminaries

Modern GPUs operate based on the single instruction, multiple threads (SIMT) execution
model, which allows them to run many threads in parallel. They typically contain thousands
of lightweight cores designed for high-throughput parallel computations. However, these
cores are not as powerful as CPU cores, and due to architectural constraints, one must
carefully optimize the implementation to fully utilize the GPU.

When a GPU kernel is launched, threads are organized into blocks, and the total
number of threads often exceeds the number of physical cores by a large margin. As a
result, the kernel launch configuration, namely the number of blocks and threads per
block, has a significant effect on performance. This SIMT-level parallelism is particularly
suitable for verifying distinguishers in symmetric-key cryptanalysis, since each thread can
independently perform encryption for a fixed number of rounds with different inputs.

In our implementations, we applied several optimization techniques based on the
internal structure of the cipher and the hardware characteristics of the GPU. Our aim
was to maximize resource utilization and achieve the highest possible throughput in our
experimental cryptanalysis.

In this work, we used an NVIDIA RTX 4090 GPU, which features 16,384 cores and a
maximum boost clock speed of 2,550 MHz. These specifications may vary slightly across
different RTX 4090 models, depending on the manufacturer and version. This GPU is
based on the Ada Lovelace architecture and supports compute capability 8.9.

The compute capability of a CUDA device determines the range of hardware and
software features it supports. CUDA devices are backward compatible with respect to
compute capability, allowing code written for earlier versions to run on newer hardware.

We also tested all of our GPU implementations on a variety of desktop and mobile
GPUs with compute capabilities ranging from 5.0 to 8.9. Our results showed that the
optimizations remained effective across all tested architectures and were not tailored to a
specific GPU. However, for simplicity and consistency, we report performance numbers
only for the fastest GPU used in this study, the RTX 4090.

Finally, when we provide distinguishers in this work, we represent the input difference
with I, output difference or mask of the substitution layer with S;, and the output difference
or mask of the permutation layer with P; for the i-th round.

2.1 Ascon Family Of Authenticated Encryption And Hashing Algorithms

Ascon is a family of authenticated encryption and hashing algorithms designed by the
Ascon team [DEMS21]. It was the primary choice in the lightweight applications category
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of the CAESAR competition [Ber13]. On 23 February 2023, Ascon was also selected as the
winner of NIST’s Lightweight Cryptography competition. Although the final version of
NIST’s standardization document is not yet published, an initial public draft has recently
been released [TMC™24].

Ascon authenticated encryption with associated data scheme (a.k.a. Ascon-AEAD) is
based on a sponge construction and uses a permutation referred to as Ascon-p to update
its internal state. Figure 1 shows an overview of the Ascon-AEAD. As seen in Figure 1,
the Ascon-AEAD operates in four main steps: initialization, processing of associated
data, processing of plaintext, and finalization. Ascon-AEAD has two instances, named
Ascon-128 and Ascon-128a, which differ in their data block sizes and the number of rounds.
All versions of Ascon-AEAD use a 320-bit internal state, represented by five 64-bit words
Zg,T1,...,2s. During initialization, a 64-bit initialization vector (IV), a 128-bit secret key,
and a 128-bit nonce are combined to form the 320-bit state. The number of rounds applied
in the permutation varies depending on the version of Ascon-AEAD and the step of the
algorithm. The permutation is applied b = 6 or b = 8 times during the associated data
and plaintext processing steps, and a = 12 times during the initialization and finalization
steps (see Figure 3a). The nonce in Ascon-AEAD must be unique for each encryption,
because the mode of operation relies on the MonkeyDuplex structure [BDPVA12].

LA A, L PGy Py G PGy
= I AmEe e éi ALt Ti :
VKNS |p Pl P P’ L
? I c oy ? I c I c ;'?A K ST
0*|| K ! 0*1 ! 'Kl0r K
Initialization Associated Data Plaintext Finalization

Figure 1: The overview of Ascon-AEAD

The Ascon-p follows the substitution-permutation network (SPN) design paradigm.
Each SPN-based round transformation p consists of three steps: p = propgopc. The 320-bit
state S of Ascon is divided into five 64-bit register words z;, such that S = xgl|z1 || 22|23 |24
(see Figure 2).

] o

T1
T2
3

] T4

(a) Round constant addition pc

(b) Substitution layer ps with 5-bit S-box S(z)

(c) Linear layer p;, with 64-bit diffusion functions ¥;(x;)

Figure 2: The register words of the 320-bit state .S and operations py, o ps o pc.

The substitution layer pg updates the state S with 64 parallel applications of the
5-bit S-box S(x) defined in Figure 3a. It applies the S-box to each bit-slice across the
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five registers xg,...,z4. The 5 x 5 S-box of Ascon can be implemented using only 22
logical operations, as illustrated in Figure 3a. The linear diffusion layer py applies a linear
function ¥;(z;) defined in Figure 3b to each word z;.

Tor® D> T xg < Xo(xo) @ (xg >> 19) @ (g >> 28)
O a8 SO 1y Sy (21) = 21 ® (21 3> 61) @ (21 3> 39)
vy bl oo J — T2 = Tp(w2) =2 & (123> 1) @ (23> 6)
- aadl Z% ixg 3 ¢ Da(ws) = 23 ® (3 3> 10) @ (05 3> 17)
vabd 1’49’@/\Jg - 4 Na(wa) = 24 @ (343> ) @ (24 5> 41)
(a) 5-bit S-box S(z) (b) Linear layer with 64-bit functions X;(x;)

Figure 3: Ascon’s substitution layer and linear diffusion layer.

Note that the recently published initial public draft by NIST [TMC*24] specifies
the Ascon-Aead128 algorithm, which is based on Ascon-128a. Ascon has been studied
extensively since 2014, and a summary of existing analyses is available on Ascon’s official
website?.

In our GPU optimizations, we used the bitsliced implementation of Ascon’s S-box, as
shown in Figure 3a. This approach allowed us to perform 64 S-box operations using only
22 logical operations, such as AND, NOT, and XOR, with 5 temporary variables. We
observed that the best performance was obtained when the GPU kernel was launched with
256 blocks of 1024 threads, resulting in a total of 2'® threads. Each thread performed
more than one initialization when the requested number of initializations exceeded 2'8.
Using this setup, we achieved 23519 Ascon initializations per second on an RTX 4090.

Although there are some differences between Ascon-128, Ascon-128a, and Ascon-Aead128,
our optimized implementation applies to all variants. This is because we focus on optimizing
the implementation of the core common component, namely Ascon-p.

2.2 ChaCha Stream Cipher

ChaCha [Ber08] is a stream cipher that supports 128 to 256-bit secret keys. It is widely used
in various security applications and cryptographic protocols, including TLS 1.3 [LHT18],
SSH [Dev14], and VPN software such as WireGuard [Donl7]. ChaCha is included in TLS
1.3 as an alternative to AES and is responsible for encrypting a significant portion of
internet traffic.

The 512-bit internal state of ChaCha is represented by 16 words xg, x1, - .., Z15, each
consisting of 32 bits. Initially, these words are filled with four constants, eight key words,
one counter word, and three nonce words. These 16 words at the m'" round are represented
as a 4 X 4 matrix as follows:

m m m m
Lo L Lo L3
m m m m
Ty L5 Lg L7
m m m m
g L9 T10 | L11
m m m
L1 | T13 | L14 | L35

ChaCha consists of 20 rounds. Each round applies four quarter-round functions. In
odd-numbered rounds, these functions operate on the columns of the 4 x 4 state matrix,
while in even-numbered rounds, they are applied to the diagonals. Figure 4 illustrates the
operations performed in an odd-numbered round of ChaCha.

4nttps://ascon.iaik.tugraz.at/publications.html
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Figure 4: m!" round of ChaCha where m is odd.

In our GPU optimizations, we observed that the best performance is obtained when the
GPU kernel is run with 256 blocks of 512 threads, resulting in 2! threads. Each thread
performs more than one encryption when the requested number of encryptions exceeds
217, Using this configuration, we achieved 23492 20-round ChaCha encryptions per second
on an RTX 4090.

2.3 Serpent Block Cipher

Serpent [BAKO98] was designed in 1998 by Anderson, Biham, and Knudsen, and it was
selected as one of the five finalists of the Advanced Encryption Standard (AES) competition
organized by NIST. Serpent is a block cipher with a 128-bit block size and supports
key sizes of 128, 192, or 256 bits. We denote the version of Serpent with a k-bit key as
Serpent-k. Serpent was designed with a strong emphasis on security, using a conservative
approach that prioritizes resistance to cryptanalysis. Although it was not selected as the
AES winner, Serpent remains widely studied in the academic community and is included
in several cryptographic libraries and protocols as an alternative to AES, especially in
applications where formal security margins are preferred.

Like many attacks on Serpent in the literature, we focus on recovering the round key
bits rather than the master key. Therefore, we omit the description of the key schedule in
this work. Each round function consists of a round key addition, followed by a bitsliced
S-box layer applied across words, and a linear transformation that mixes all four words.
Note that the linear layer is omitted in the last round. The S-box layer alternates between
different S-boxes Sy, ..., S7 in consecutive rounds. Overall, the round function at round
i is defined by the instructions in Figure 5 and the diffusion layer is shown in Figure 6.
Here, Y; denotes the output state of round 7 — 1, K; is the round key for round 7, and <
and < represent left rotation and left shift, respectively.

In our GPU optimizations, we used a bitsliced implementation of Serpent’s eight
S-boxes. This approach allowed us to perform 32 S-box operations using only 15, 14, 16,
16, 15, 16, 15, and 16 logical operations for Sy, S1, 52, S3,S4, S5, Se, and S7, respectively.
The logical operations consist of AND, OR, NOT, and XOR, and the implementation uses
at most 10 temporary variables.

We observed that the best performance is obtained when the GPU kernel is executed
with 512 blocks of 1024 threads, resulting in a total of 2'° threads. Each thread performs
more than one encryption when the requested number of encryptions exceeds 2'°. Using
this configuration, we achieved 23470 Serpent encryptions per second on an RTX 4090,
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(b) S-boxes of Serpent
(c) Instructions for round 4

Figure 5: Round function of Serpent.

XO X1 XQ X3
} }
K13 @

\r
\d
K1 E<<7

U

/ ;’<<7 D
a
K5 K2
Xo X1 Xo X3

Figure 6: Diffusion layer of Serpent

including the key schedule in the computation.

3 Theory vs. Practice

Here, we elaborate on the experiments we conducted on the three symmetric-key crypto-
graphic primitives listed above and discuss the deviations between practical and analytical
results in more detail. Additionally, we propose improved attacks based on the practical
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observations.

3.1 Ascon

We start with our observations on Ascon. One of the first gaps between theory and practice
for Ascon was observed by the Ascon team [DEM15], where they proposed a 4-round DL
distinguisher. Its bias was expected to be 2720 based on a basic analytical estimation,
whereas the actual observed bias in practice was 272. This large gap between the theoretical
estimation and the experimental result stemmed from overlooking the interaction between
the two underlying distinguishers within the combined DL distinguisher.

It turned out that once we consider the dependencies and interactions between the
two underlying distinguishers of a combined distinguisher, the gap between theory and
practice can be significantly reduced. A common approach for capturing these dependencies
in combined distinguishers (such as boomerang and DL distinguishers) is the sandwich
framework [DKS10, DKS14].

For example, in EUROCRYPT 2019, Bar-On et al. [ BDKW19] proposed the Differential-
Linear Connectivity Table (DLCT) to capture the interaction between the underlying
differential and linear distinguishers within a combined DL distinguisher. Using the DLCT
approach, they significantly reduced the gap between the analytical estimation and the
practical bias by proposing a new bound of 272 for the 4-round DL distinguisher of Ascon.
However, this bound of 27° is still notably lower than the practical bias of 272.

This gap was mainly due to the fact that DLCT could capture the dependency between
the two trails only up to a single S-box layer, whereas the dependency between the two
trails often spans multiple rounds. At CRYPTO 2024, Hadipour et al. generalized the
DLCT framework to model the dependency across multiple rounds of DL distinguishers,
and they successfully addressed the gap between analytical and experimental biases for
strongly aligned SPN ciphers. They also proposed an automatic method to search for
good DL distinguishers. In another work, Peng et al. [PZWD24a] introduced a different
method to provide improved theoretical estimations for the bias of DL distinguishers in
SPN ciphers.

However, for a given input difference and output mask, it can sometimes be compu-
tationally hard to provide an accurate analytical estimation using the state-of-the-art
methods [LLL21, PZWD24a, HDE24, NSLL22]. On the other hand, it is often easier
to calculate the bias experimentally by testing the distinguisher with a large amount of
data, as long as the bias is large enough to be detected by the amount of data used in
the experiment. For example, Civek and Tezcan [CT22] used GPUs to search for the
best 5-round DL distinguishers for Ascon in both the single-key and related-key settings
and reported competitive results. They also used GPU power to search for 6-round DL
distinguishers with an input difference that activates only a single S-box. Using 248 data,
they did not find any such distinguishers. This result suggests that if such a 6-round
distinguisher exists, its bias must be lower than 2724,

However, despite the above observation, a 6-round DL distinguisher for Ascon with
a reported bias of 272243 was recently introduced at CRYPTO 2024 [PZWD24a]. This
result appears counterintuitive, given that a thorough search in [CT22] failed to find
any such distinguisher even with 248 data. The analytical estimation of the bias for the
first-ever 6-round (ordinary) DL distinguisher of Ascon was provided using the second
method described in Section 4.3 of [PZWD24a]. This method accounts for the dependency
between the differential and linear trails within only a single round, trading accuracy for
higher computational efficiency in estimating the analytical bias.

The 6-round DL distinguisher of [PZWD24a] starts by activating a single S-box with
an input difference of 0x8000000000000000 at words x3 and x4 (with zero difference in
the other words), and uses an output mask of 0x9324496da496ddb4 at x( (with zero mask
in the other words). Since the propagation of differences and linear masks through the final
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round’s linear layer is deterministic and holds with probability one, we can equivalently
test a 5.5-round DL distinguisher with the output mask 0x0200000000000000 at xg, which
enables more efficient experimentation. We provide this distinguisher in Table 3.

Table 3: The 6-round DL of [PZWD24a] for Ascon with a claimed bias of 272243, Inter-
mediate round differences or masks are not shown since they were not explicitly provided
in [PZWD24a]. We confirmed these differences and masks via personal communication
with the authors.

6-Round Differential-Linear
0000000000000000000000000000000000000000000000000000000000000000
0000000000000000000000000000000000000000000000000000000000000000
Input Difference | 0000000000000000000000000000000000000000000000000000000000000000
1000000000000000000000000000000000000000000000000000000000000000
1000000000000000000000000000000000000000000000000000000000000000

0000001000000000000000000000000000000000000000000000000000000000
0000000000000000000000000000000000000000000000000000000000000000
Se Mask 0000000000000000000000000000000000000000000000000000000000000000
0000000000000000000000000000000000000000000000000000000000000000
0000000000000000000000000000000000000000000000000000000000000000
1001001100100100010010010110110110100100100101101101110110110100
0000000000000000000000000000000000000000000000000000000000000000
Ps Mask 0000000000000000000000000000000000000000000000000000000000000000
0000000000000000000000000000000000000000000000000000000000000000
0000000000000000000000000000000000000000000000000000000000000000

By using our optimized GPU implementations for Ascon, we conducted extensive
experiments with 2°4 data and observed that the claimed distinguisher does not exhibit
the reported bias of 272243, Specifically, the measured bias was consistently below 2728 in
our experiments, which aligns with what one would expect from a random permutation
when tested with 2°4 data. We contacted the authors of [PZWD24a], and they confirmed
that they had also identified potential issues with their distinguisher.

Running such an experiment with 2°* random input pairs takes approximately six days
on a single NVIDIA RTX 4090 GPU. Our CUDA code can be used to reproduce this
experiment with the same or larger data sizes. The runtime can be significantly reduced
by employing multiple GPUs in parallel.

Our experimental results for the 6-round DL distinguisher of [PZWD24a], along with
the results for the 4 and 5-round distinguishers, are summarized in Table 4.

Table 4: Our Experimental results for the 4, 5, and 6-round DL distinguishers of [PZWD24a]
on Ascon.

Rounds Used Data Theoretical Bias Experimental Bias

4 240.00 272.00 272.00
5 240.00 2710.10 279.94
6 255.58 2—22.43 < 2—32.57

According to Table 4, the bias for the 5-round distinguisher is slightly better in practice
than theoretically predicted. This suggests that the 4 and 5-round DL distinguishers on
Ascon proposed in [PZWD24a] not only work in practice but even perform slightly better
than expected.

However, by performing extensive experiments on the 6-round DL distinguisher of
Ascon proposed in [PZWD24a], we confirmed that it does not work in practice, and its
actual bias must be significantly smaller than the claimed 272243, In our first experiment,
we used 2°°58 randomly chosen plaintext pairs and measured a bias of 273257, This result
was already disappointing, and it merely implies that the true bias must be lower than
273257 a5 25558 data is insufficient to reliably detect such a low bias.
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When we repeated the experiment four times with 2°4 data, the sign of the bias
was positive in two trials and negative in the other two. This observation indicates
that the claimed 6-round distinguisher does not work in practice, and its bias cannot be
distinguished from that of a random permutation using this amount of data (256 randomly
selected plaintext pairs). Therefore, this experiment shows that the actual bias must be
even lower than 2728, We reported our observations to the authors of [PZWD24a], and
they also admitted that this distinguisher does not hold with the claimed bias. But, the
actual bias of this distinguisher remains an open problem.

One might wonder why the 4- and 5-round DL distinguishers of Ascon in [PZWD24a]
work well in practice, whereas the 6-round DL distinguisher fails completely. We observed
that [PZWD24a] proposes two different methods for analytically estimating the bias.
The first method considers multiple rounds when handling the dependencies between
the differential and linear trails, while the second method only takes a single round into
account. The second method is more efficient, as reducing the number of rounds lowers the
computational complexity of the analytical estimation. However, our results show that this
efficiency comes at the cost of a significant loss in accuracy. In line with the rule-of-thumb
stated in [HNE22], we believe that the number of rounds used to handle dependencies
between the two parts of a combined distinguisher (such as DL distinguishers) should
match the cipher’s full diffusion length, which is 3.5 for Ascon. Therefore, we argue that
the actual bias of the claimed 6-round DL distinguisher of Ascon must be much smaller
than the reported 272243 since the authors of [PZWD24a] consider only one round for
modeling the dependency, far fewer than what is needed for accurate estimation.

As other recent results for Ascon we inspected the claimed 4.5-round deterministic
truncated differential in [BJKK24] which we show in Table 5.

This attracted our attention since the best know deterministic truncated differential
trails of Ascon could reach up to 3.5 [Tez16] and 4 rounds [HDE24] (a 4-round deterministic
DL distinguisher for Ascon). This new 4.5-round truncated differential with probability
one of [BJKK24] is a significant improvement because the best probability one truncated
differential for Ascon was 3.5 rounds [Tez16] and in the same work a 4.5-round truncated
differential was provided that has a probability of 27108,

It should be noted that the authors of [BJKK24] do not claim that the input difference
that is shown in Table 5 leads to the provided output difference with two non-active
S-boxes. Instead, the distinguisher is obtained by starting at P, and the pairs are chosen
in a way that the difference of 0x03 at a single S-box (represented as the first column of
Py in bit notation) leads to the output difference of 0x10 with probability one. The rest of
the differential in the forward direction is trivial from the round function and undisturbed
bits [Tez14], which are probability one truncated differentials for S-boxes. Then from P,
1-round is added to the top of the distinguisher and the input difference of the distinguisher
is obtained as shown in Table 5 which has 15 inactive S-boxes. Thus, conditions for an
input pair to follow this differential with probability one is pre-determined and only pairs
satisfying these conditions are allowed to be used for the distinguisher. This requires DDT
table look-ups to determine if a pair is valid or not. However, a distinguisher obtained by
starting from the middle of a permutation and using its properties should not be compared
with other distinguishers as if they are in the same category. Because one can create a
distinguisher for an arbitrary round of a permutation by looking at some input output
pairs. For instance, we can find 10 input pairs that do not have an output difference in a
specific bit after 12-round Ascon permutation and use it to distinguish 12-round Ascon
permutation because it is impossible for these pairs to have a difference in that bit (because
we chose them in this way). However, the expected value is 10 x % = 5 for a random
permutation.

Thus, the 4.5-round truncated differential with probability one and 6-round impossible
differential distinguishers provided in [BJKK24] should not be compared with the state of
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Table 5: The 4.5-round probability one truncated differential of [BJKK24] for Ascon.

4.5-Round Truncated Differential
skokookok skok okok ko k ok O Ok ok ok O ok ok ok ok ok skokskok ok sk O kok sk O Ok sk k Ok sk ok k ok kk O Ok Ok Q0% 0%k Ok
ok okokkok ok Ok ok ok O Ok ok ok Ok ko ko okok kokkok ok k Ok ok k OOk k k Ok ok k ok kk k00 * 0k Q0% 0%k 0%
I skokskokokokokok O kokokok ok 0 O skskok O ok skokskokokokokoskskok ok ok Ok sk ok O Ok ok k Ok sk sk ok ok %k 0 0% Q% Q0 k Ok x Q%
skook sk ok ok kok ok Ok sk ok ok ok 0 O ok ok ok sk ok ok sk sk ko k sk ok ok ok ok 0k ok 0 Ok sk k Ok ok sk k sk k k0 0k Q% QO 0k Ok k0%
skokokok skok ok ko ok ok O Ok ok ok O ok ok ok ok ko skok kok ok sk O kok ok O Ok sk k Ok sk k ok kk kO 0k Ok Q0% 0%k Ok
0000000000000000000000000000000000000000000000000000000000000000
0000000000000000000000000000000000000000000000000000000000000000
S1 | 0000000000000000000000000000000000000000000000000000000000000000
0110101101001000011001111011110111011100101010011100010000100101
1111110001110100100011101100111100011000110011111010010100001101
0000000000000000000000000000000000000000000000000000000000000000
0000000000000000000000000000000000000000000000000000000000000000
P, | 0000000000000000000000000000000000000000000000000000000000000000
1000000000000000000000000000000000000000000000000000000000000000
1000000000000000000000000000000000000000000000000000000000000000
1000000000000000000000000000000000000000000000000000000000000000
0000000000000000000000000000000000000000000000000000000000000000
S2 | 0000000000000000000000000000000000000000000000000000000000000000
0000000000000000000000000000000000000000000000000000000000000000
0000000000000000000000000000000000000000000000000000000000000000
1000000000000000000100000000100000000000000000000000000000000000
0000000000000000000000000000000000000000000000000000000000000000
P> | 0000000000000000000000000000000000000000000000000000000000000000
0000000000000000000000000000000000000000000000000000000000000000
0000000000000000000000000000000000000000000000000000000000000000
*000000000000000000*00000000%00000000000000000000000000000000000
1000000000000000000100000000100000000000000000000000000000000000
S3 | 0000000000000000000000000000000000000000000000000000000000000000
*000000000000000000+00000000%00000000000000000000000000000000000
*000000000000000000*00000000%00000000000000000000000000000000000
*000000000000000000*00000000%000000000*00000000%¥00000000*0000000
*00*000000000000*00*00000%00*0000000000*000000000000000000*00*00
P3| 0000000000000000000000000000000000000000000000000000000000000000
*000000000*000000*0*00000000%*000000*0*x000000*000000000000000000
*0000*0*00000000000*000000%0*000000*00000*000000000000000000*000
*00*0*0*00*00000**0*x00000**0**00000%**0**x0*x000*0*00000000*0*0**00
*00*0*0*00*00000**0*x00000%*0**00000**0**x0*x000*0*00000000*0*0**00
S4 | *00%0%0*00%00000%*0*00000**0**00000**0**0*000*0*00000000*0*0**00
*00*0*0*00%00000**0*x00000**0**00000**0**x0*x000*0*00000000*0*0**00
*00*0*0*00*00000**0*00000%*0**00000%**0**x0*x000*0*00000000*0*0**00
*Qx*%0* 0k 0% **k0*k 0%k k% * 0k 0***% 0%k 0*xQ* 0%k 0k *xQ*00**x 0%k 0000k ****k Ok k%
*kkkkk0k00* k0% k 0k k% k 0k kQk*kQ*kk Ok k k0% k 0k k0% *Q*k*k*kx0*000*0****x0*x*x00
Py | kksrokokkokskokok ok Ok 00k kokok ok Qkok Ok skokok e okok Ok kb okok Ok ok kok ok O 0k Ok Q O okok sk kk ok )
* Ok kokkk Qokokok Ok kokkk Ok ok Ok Ok kkkkk 000 %k *kQkk Ok kk Ok kkkkQkkkQkkkk Ok k%0
sokskokokokokok Q0% Ok kokskskkok ok O Ok sk ko k Ok k OOk k Ok sk sk sk ok Ok skoksk sk sk k kO 0k k Ok Ok kk Ok x Q%
skosksk ok ok ok sk sk ok ok sk ok sk sk sk ok ok sk () sksk sk sk ok ok sk sk sk sk skok ok sk sk sk ok sk ook sk sk ok ok ok () sk sk sk skok ok ok sk sk sk ok ok
skook sk ok sk o ok ok ok ok ok K o ok ok ok sk sk ok ok ()oK ok ok sk sk o o ok ok ok K K o o ok ok ok ok Kk o ok ok ok sk sk ok ok () ok ok ok sk ko ok ok ok ok kK
Sy | Hrskokkokskokok ok skokok ok okokok ok ok O ok ok ok skokok sk ok stk s ok sk ok sk kb o ok O ok o ok skokok o ok skokok ok
skosk sk ok sk ok ook sk sk ok sk sk ok ok sk sk ok ok sk () sk sk sk sk ok ok sk sk sk sk sk sk ok sk sk sk ok sk ok sk sk sk ok ok sk ) sk sk sk sk ok ok ok sk sk ok k ok
koK ok K K o ok ok ok ok K K K ok ok ok ok ok kK ok ()oK ok ok K K o oK oK oK oK K 3K K o oK ok ok K K 3 ok ok ok ok kK 3k () ok ok ok ok kK ok oK ok K Kk

the art results in this category [Tez16].

3.2 Experiments on ChaCha

This subsection describes our observations regarding the results on the ChaCha stream
cipher. There are many works in the literature on differential, linear, and differential-linear
cryptanalysis of ChaCha. Some of these results were later found to be incorrect. For
example, [CN20] introduced new linear approximations that had lower correlation than
previous results but allowed more probabilistic neutral bits. However, these results were
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later invalidated by [DDSM22].

Unlike many other cryptanalysis results in the literature, most of the differential-linear
results for ChaCha have been experimentally verified using GPUs. For example, one of the
currently best DL distinguishers and attacks on ChaCha was proposed in [BGG™23], where
the authors verified reduced versions of their results using 32 GPUs. Their 7-round attack
requires 2'10-8 data and 22068 time complexity. More recently, a 7-round DL attack on
ChaCha with 2!27-7 data and 2482 time complexity was introduced in [FT25].

However, the best 7-round DL distinguisher for ChaCha was reported in [WGM24], with
data and time complexities of both 2120-°. Generally in the literature, DL distinguishers for
ChaCha consists of an experimentally obtained DL and a linear approximation appended
to it. It was shown in [WGM24] that the 3-round DL of [CN21] has an experimental bias
of 271292 The main improvement in [WGM24] comes from a 4-round DL with a claimed
bias of 27166 which was obtained experimentally using CPU resources. Later on, they
improved this DL to 4.25 rounds with an experimental bias of 2719-93 in [OWGM25]. We
report these distinguishers and claimed biases in Table 6.

Table 6: The beginning parts of DL distinguishers for ChaCha starting from the first round
and experimental biases obtained by [WGM24] and [OWGM25].

Work #Rounds  Input Difference Output Mask Claimed Bias

[CN21] 3 214 = 0x00000040 a3 = 0x00000001, x4 = 0x00000001 91202
[WGM24] 4 Z12 = 0x00000001 z3 = 0x00000001 2-16.60
[OWGM25] 4.25 T19 = 0x00000001 z3 = 0x00000001 9-19.93

To estimate the bias, the authors of [WGM24] performed 2'° independent experiments
over 219 randomly selected keys, each using 23° different IVs. They then reported the
median bias from these experiments. According to their claim, 2322 IV samples are
sufficient to estimate the bias, and with their experiment having a total complexity of 240
they argue that the experiment supports their result.

However, 23 samples per key fall short of the claimed threshold of , making
the verification insufficient. Using our optimized CUDA implementation, we repeated
this experiment with 24° IV samples and observed no detectable bias—consistent with
the behavior of a random function. This suggests that if the 4-round differential-linear
distinguisher exists, its actual bias must be lower than 2724, which is significantly smaller
than the claimed bias of 27166,

The 4-round differential-linear distinguisher in [WGM24] was constructed by introducing
a one-bit input difference in the zeroth bit of 12 and expecting a one-bit output difference
in the zeroth bit of x3 where other bits can have any difference. This is equivalent to an
output mask only at the zeroth bit of x3. As the authors noted, this input difference can
be applied to any bit of the words x12, z13, 14, Or T15, giving a total of 128 possible input
positions. We repeated the experiment for each of these 128 positions using 2° samples
(i.e. one-bit input difference in one of the bits of the words x12, 213, #14, or 15 and one-bit
output mask in the zeroth bit of x3). All experiments produced results consistent with
random behavior, with no detectable bias in any case. Therefore, we conclude that the
distinguisher—and consequently the attacks—presented in [WGM24] are not valid.

In [OWGM25], which is the full version of [WGM24], the authors improved their
7-round differential-linear distinguisher by reducing its data and time complexities to
26818~ Furthermore, they introduced a 7.5-round DL distinguisher with data and time
complexities of 213218 However, both improvements rely on the previously misestimated
4-round differential bias and its extension to 4.25 rounds with a claimed bias of 2719-93,
This bias was again obtained using 2!° keys and 23° IVs per key, a method that lacks
sufficient statistical power to accurately estimate such a small bias. Consequently, the

)

232.2
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reported complexities for the 7- and 7.5-round DL distinguishers in [OWGM25] are not
valid. At the time of writing, the best-known DL distinguishers and attacks on ChaCha
remain those presented in [BGG123] and [FT25].

We verified our CUDA implementation of ChaCha using the test vectors provided in
[LHT18]. We also experimentally observed the bias of 272:02 for the 3-round DL of [CN21]
and obtained the other claimed biases of DLs and linear approximations provided in [CN21]
which were within our computational bounds. Thus, both our and [WGM24]’s experiments
provide exactly the same bias for the 3-round DL of [CN21]. However, our experiments
do not provide the claimed biases® of 2716-6 and 271993 for the DLs of [WGM24] and
[OWGM25] provided in Table 6. These different experimental results might be due to
the fact that compared to our GPU experiments, the CPU experiments of [WGM24] and
[OWGM25] use insufficient data. It might also be due to a bad RNG used during the
experiments. Without publicly shared source codes, it is not possible for us to pinpoint
the main cause.

All our experiments were performed on a single RTX 4090 GPU. Our optimized CUDA
code can be used to replicate these experiments with the same or even larger amounts of
data, and is included as supplementary material.

3.3 Experiments on Serpent

Here, we present our observations regarding the results on the Serpent block cipher.

3.3.1 Experiments on Distinguishers

One of the best-known attacks on Serpent is the DL attack proposed by Biham, Dunkelman,
and Keller [BDKO03], which breaks 10 rounds of Serpent, and extends to 11 rounds for
Serpent-192 and Serpent-256. This attack was later improved by Dunkelman, Indesteege,
and Keller [DIK08], who extended the results to 12 rounds of Serpent-256. These
attacks commonly rely on a 9-round DL distinguisher that combines a 3-round differential
characteristic with probability 27° and a 6-round linear approximation with bias 2727,

In [DIKOS], by using 23¢ samples under 100 different random keys, it was experimentally
observed that when the 3-round differential is combined with the first round of the
linear approximation, the experimental bias of the resulting 4-round DL distinguisher
becomes 27137 compared to the theoretical bias of 2715, This indicates that the
distinguisher actually performs better in practice. Assuming that the piling-up lemma
holds for the remaining five rounds of the linear approximation, the authors estimated a
2125 improvement in the overall bias of their 9-round DL distinguisher. They adopted this
improved bias in their attack complexities that rely on this distinguisher.

By using our GPU power, we repeated the same experiment on the first 4 rounds of the
9-round distinguisher, but this time with 2°° samples under 100 random keys, and observed
that the experimental bias is 271373, which is marginally better than the reported value
in [DIKO8]. Note that the same bias was approximated as 2713736 in [LLL21] using the
Differential Algebraic Transitional Form (DATF) method. Moreover, we extended the
experiment to the first 5 and 6 rounds of the distinguisher and observed that the biases
are 271763 instead of 2712 and 27256 instead of 2727, respectively. This improvement is
likely due to the presence of multiple high-probability differential and linear paths. As
a result, the advantage of 2125 reported in [DIK08] is actually 2!-39, which translates to
approximately 2°-2% better time and data complexity in the corresponding attacks.

5In this work, a bias refers to € when the probability of a distinguisher is % + €. In some works such
a probability is represented as l(1 + eq) where ¢4 is called the correlation and ¢4 = 2 X €. Note that
[WGM24] and [OWGM25] refer to €4 as the differential bias and this is why in those works the biases
were reported as twice the numbers we provided here, namely 27156 and 271893 instead of 2716:6 and
2-19.93 yegpectively.
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In [TO14], the input difference used in [BDK03] was rotated to examine whether the new
differential aligns better with the linear approximation. Using this approach, the authors
obtained five additional 9-round differential-linear distinguishers with observed biases of
271349 9—13.43 9—13.56 9—13.43 and 271465 The best of these distinguishers achieves
a 2930 stronger bias compared to the original distinguisher used in [BDKO03, DIKO0S].
However, all of these new distinguishers activate one more S-box when one round is added
to the top, which increases the time complexity by roughly a factor of 2.

The approach of [TO14] was to first obtain the distinguisher theoretically and then
evaluate its bias experimentally. However, as observed in [CT22] for Ascon, some distin-
guishers that cannot be found using existing analytical methods can still be discovered
through experiments. Motivated by this, we fixed the 6-round linear approximation and
rotated the input difference to all possible positions to search for better experimental
bias. We conducted our experiments using 100 random keys and 2°° samples for each
configuration. Our results show that rotating the input difference 14 bits to the left yields
a bias of 271233 for the first four rounds. The details of this distinguisher are provided
in Table 10. Moreover, the gain of 2267 in the bias is preserved when extending the
distinguisher to cover the fifth and sixth rounds. The results of our experiments on the
distinguisher from [DIK08] and our experimentally obtained distinguisher are provided in
Table 7.

Table 7: Experiment results on the original distinguisher and our 14-bit left shifted one.

Distinguisher of [DIK08] Our Distinguisher
r | Theoretical Bias || Experimental Bias Gain || Experimental Bias Gain
4 2715 2713.73 21.27 2712.33 22.67
5 2719 2717.63 21.37 2716.33 22‘67
6 9—27 9—25.61 91.39 9—24.33 92.67

Recently, in CRYPTO 2024, Hadipour et al. used the structural similarities between
DL and boomerang distinguishers to propose several new DL distinguishers for 3 to 9
rounds of Serpent [HDE24]. These distinguishers have reported biases of 271:68 27654
2~12.10 9—21.58 ' 9—29.45 9—40.18 "4nd 275543 for rounds 3 through 9, respectively. They
verified their 3-, 4-, and 5-round distinguishers experimentally, but their CPU resources
were not sufficient to verify the 6-, 7-, 8-, or 9-round distinguishers.

We verified their 5- and 6-round distinguishers using 246 plaintext pairs, repeated
for 100 randomly chosen keys, and observed that both distinguishers work in practice.
However, for the 6-round distinguisher which is provided in Table 8, we observed a small
discrepancy: the practical bias is 272183 instead of the reported 272158, This reduction
by a factor of 27925 in bias increases the data and time complexities by a factor of 205,
An experiment on 6 rounds with 246 plaintext pairs takes around one day on a single RTX
4090 GPU using our codes.

Figure 7 illustrates the distribution of the observed bias (correlation) for 100 randomly
selected keys. As seen in Figure 7, the bias depends on the underlying key, and the shape
of the distribution clearly deviates from a normal distribution. This confirms that the
assumption that the bias follows a normal distribution does not accurately reflect the
practical observations. In particular, the distribution is not symmetric, meaning that the
average bias is not a perfect representative of the typical behavior. While for some keys
the bias is higher than expected, for others it can be lower. Nevertheless, the standard

o = 272454 and for most of the keys that we tried the bias
92225 9-21.45]
, .

deviation remains small, i.e.,
remains within the range of |

The distinguishers presented in [HDE24] were obtained using an automatic tool, similar
to those developed for identifying boomerang distinguishers. The bias (correlation) of
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Table 8: The 6-round DL of [HDE24] for Serpent which has a claimed bias of 272158,
Our experiments showed that in practice the bias is 272183,

Xp: 0000 0000 1000 0000 0000 0000 0000 0000
X;: 0000 0100 1000 0000 0000 0000 0000 0000
Xo: 0000 0000 1000 0000 0000 0000 0000 0000
Xs3: 0000 0100 0000 0000 0000 0000 0000 0000

Xo: 0000 0000 0000 0000 0000 0000 0000 0000
Py Difference Xy: 0000 0000 0000 0000 0000 0000 0000 0000
Xp: 0000 0000 0000 0001 0000 0000 0000 0000
Xsz: 0000 0000 0000 0000 0000 0000 0000 0000

Xp: 0000 0000 0000 0000 0000 0000 0000 0000
Xi;: 0000 0000 0000 0000 0000 0000 0000 0000

Input Difference

Py Mask X5: 0000 0000 0000 0000 0000 0000 0000 0000
X3: 0000 0000 0000 0000 0000 0001 0000 0000
Xo: 1000 0100 0000 0000 0001 0000 1000 0000
Xy: 0000 1100 0010 1000 0100 0000 1000 0100
Ps Mask

Xp: 0000 0000 0000 1001 0000 1000 0000 0000
Xz: 0010 0000 0000 0000 0000 0000 1000 0100

- p=272183 (g=272454)
——- p+o=272183

——— p—o=272207
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Figure 7: Distribution of the bias for 6-round Serpent distinguisher in [HDE24].

these DL distinguishers was estimated based on the sandwich framework, and considering
multiple rounds to capture the dependencies between the differential and linear components.
Our experimental results confirm the effectiveness of this technique. However, we also
observe that the theoretically estimated biases may slightly differ from those observed in
practice. This is mainly because the average bias is not always a reliable representative of
the fixed-key biases, especially when the bias distribution is not symmetric.

Therefore, we anticipate that the reported biases for the 7-, 8-, and 9-round DL
distinguishers in [HDE24] might be slightly lower or higher in practice depending on the
key. Note that we could not verify these distinguishers experimentally due to our limited
computational resources. To determine the practical bias of the 7-round DL distinguisher
from [HDE24], at least 260 7-round Serpent encryptions over plaintext pairs are required.
With our optimized implementation, this would take approximately seven months on a
single RTX 4090 GPU. However, this task could be completed in a more reasonable time
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using multiple GPUs. Such an experiment may be left for future work, particularly when
faster next-generation GPUs become available.

As another recent result on Serpent, we examined the DL distinguishers for 3 to 9
rounds presented at CRYPTO 2024 by Peng et al. [PZWD24a]. The authors experimentally
verified their results for 3, 4, and 5 rounds. Although the explicit distinguishers are not
listed in the main paper, they are included in Table 12 of the Appendix in the full version
of the paper published on ePrint [PZWD24b]. In our investigation, we found that the
reported output masks for the 6-, 7-, 8-, and 9-round distinguishers, as well as for 6 out of
the 7 provided 5-round distinguishers, are incorrect and do not lead to valid distinguishers.
Since the authors provided some intermediate values of their distinguishers in [PZWD24b],
we could perform experiments on different parts of the distinguishers and pinpoint the
problematic part which was the final linear approximation. We contacted the authors,
provided our results, and they have confirmed the presence of these errors.

Moreover, the authors discovered that the issues originated when writing down the
output masks and confirmed that the reported biases were correct. They subsequently
provided us with the corrected versions of these distinguishers, maintaining the same
bias values as reported in [PZWD24a], and updated the ePrint version of their paper
accordingly. We conducted experiments on these corrected distinguishers. For instance,
using 2°! plaintext pairs and 100 randomly selected keys, we observed that the corrected 6-
round DL distinguisher, originally reported with a bias of 2719-61 indeed works in practice,
but the observed bias was 272155, After communicating these results with the authors,
they identified additional remaining issues and provided us with re-corrected versions of
the distinguishers. They also updated the ePrint version of their paper with these fixes
(see version 20250427:093844). We then repeated the 6-round experiment using 2%7 data
and 100 random keys, and obtained a bias of 271962 which is almost identical to the
theoretical bias of 271961, This distinguisher is provided in detail in Table 9. The details
of the other corrected distinguishers can be found in the updated version of [PZWD24b)].

Figure 8 illustrates the distribution of bias that we measured for 100 random keys.
As can be seen, the bias is key-dependent and the fixed-key bias may deviate from the
average-key bias. However, the standard deviation is small enough, i.e., o = 272464 and
for most of the keys the bias lies within the range [2719-73 2719:50],

Additionally, we performed experiments on the 7-round DL distinguishers of [PZWD24a].
These distinguishers have a reported bias of 272945 and one needs to use more than 26°
data to verify it. Instead of the whole 7-round distinguisher, we experimentally checked
the last 6 rounds of it using 2°°# data. The last 6 rounds of this distinguisher has
a reported bias of 272645 but our experiments showed a bias of 272919 which is no
different than a random behavior for the used amount of data. Contacting the authors
with these observations allowed them to discover the problem and they provided us the
corrected version of their distinguisher. By eliminating the first round, we performed our
experiments on the remaining 3, 4, and 5 rounds to obtain biases of 278453 2716451 anq
2720449 " respectively. We observed that, for the “corrected results”, our experimentally
measured biases match the theoretically estimated biases reported in [PZWD24a], with
only slight deviations. Corrected distinguishers are provided in version 20250427:093844
of [PZWD24b]. These slight differences stem from the variation between fixed-key and
average-key bias behavior, as well as the fact that the distribution of bias does not precisely
follow a normal distribution.

3.3.2 New Distinguishers and Attacks

Note that the DL attacks on Serpent typically aim to recover the key bits involved in the
first two rounds, which are applied before the S-boxes Sy and S;. Before explaining the
key recovery attacks on Serpent, we define the concept of a differential factor as follows.
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Table 9: The 6-round DL of [PZWD24a] for Serpent which has a claimed bias of 2719-61,
We experimentally observed that this distinguisher does not work in practice. Through
personal communication with the authors, they provided a correction to the linear part
which resulted in an experimental bias of 272555, Further communication resulted in

a correct 6-round DL distinguisher which we observed to have an experimental bias of
9-19.62

Xp: 0010 0000 0000 0001 0000 0000 0000 0000
Xi;: 0000 0000 0000 0001 0000 0000 0000 0000
Xy: 0000 0000 0000 0000 0000 0000 0000 0000
Xz: 0010 0000 0000 0001 0000 0000 0000 0000
Xo: 0000 0000 0000 0000 0000 0000 0000 0100
Xi: 0000 0000 0000 0000 0000 0000 0000 0000
X5: 0000 0000 0000 0000 0000 0000 0000 0000
X3: 0000 0000 0000 0000 0000 0000 0000 0000

Original (invalid) ~ X,: 0000 0000 0000 0001 0000 0000 0000 0000
X;: 0000 0000 0000 0000 0000 1000 0000 0000

Input Difference

Py Difference

P, Mask X5: 0000 0000 0000 0000 0000 0000 0000 0000
X3z: 0000 0000 0000 0000 0000 1000 0000 0000
Corrected Xo: 0000 0000 0001 0000 0000 0000 0000 0000
Xi: 0000 0000 0000 0000 1000 0000 0000 0000
P, Mask X5: 0000 0000 0000 0000 0000 0000 0000 0000

Xs3: 0000 0000 0000 0000 1000 0000 0000 0000

Original (invalid) ~ X,: 1000 0100 1000 0000 1000 0000 0000 0110
X;: 0100 1100 0000 0100 0000 0011 0011 0110

Ps Mask Xs: 0000 0000 0000 0000 0010 0000 0000 1000
Xz: 1000 0111 0010 0100 0000 0010 0001 1110
Corrected Xo: 0010 0000 0001 0000 1000 0100 1000 0000
X;: 0000 0011 0000 0010 1000 0100 0010 1100
Ps Mask Xop: 0000 0001 0000 0000 0100 0000 0000 0000

Xs3: 0000 0000 0000 0000 1000 0100 0010 0000

Definition 1 ([TO14]). Let S be a function from F% to F3*. For all z,y € F§ that satisfy
S(z) @ S(y) = p, if we also have S(x & \) @ S(y B A) = p, then we say that the S-box has
a differential factor X for the output difference u. (i.e. p remains invariant for A).

Note that, the existence of differential factors causes wrong keys to behave similarly to
the correct key in differential-based key recovery attack, thereby violating the Wrong Key
Randomization Hypothesis (WKRH).

Theorem 1 ([TO14]). Let S be an S-box used in a block cipher, and suppose that S
contains a differential factor A for an output difference . Assume that a partial round key
k is XORed with the input to S. If an input pair leads to the output difference p under a
partial subkey k', then the same output difference also appears under the partial subkey
k' @ \. As a consequence, in a differential attack that involves guessing a partial subkey
corresponding to the output difference u, the cryptanalyst’s advantage is reduced by 1 bit.
Hence, the time complexity of this key-guessing (guess-and-filter) step is halved.

One of the best known 11-round DL attacks on Serpent was presented in [DIKO0S].
This attack requires 21218 chosen plaintexts and 2'3%7 memory accesses to recover 48 bits
of round key material. However, it was later shown in [Tez15] that the attack cannot fully
recover these 48 key bits due to the presence of two differential factors. As a result, the
effective key recovery is limited to 46 bits, and the time complexity of the attack is reduced
to 21337 memory accesses.
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Figure 8: Distribution of the bias for the corrected version of the 6-round Serpent
distinguisher in [PZWD24a]. We identified a flaw in the original 6-round distinguisher
presented in [PZWD24a], and the authors corrected it based on our experimental verification
and feedback through several response-feedback cycles.

As explained in Sec. 3.3.1, we obtained a DL distinguisher with a better bias by shifting
the input difference 14 bits to the left. As in the original attack, we can add one round
to the top and one round to the bottom of our experimentally obtained new 9-round DL
distinguisher and attack 11 rounds of Serpent. The propagation of differences through the
key recovery part and the involved sub-keys are presented in Table 10. It can be observed
that our distinguisher also involves two differential factors for S;.

We used the Blondeau-Gérard-Tillich algorithm [BGT11] to compute the required
number of pairs and observed that our 11-round attack requires 211798 chosen plaintexts
to achieve an 84% success probability, which is the same target as in previous DL attacks.
The increased bias of our distinguisher results in an attack with a data complexity of
211808 chosen plaintexts, which is 2372 less than the data complexity of the 11-round
attack in [DIKO08]. Although this also reduces the time complexity by the same factor, our
distinguisher activates one more S-box in the first round. As a result, our attack has a
time complexity that is 202® higher than the attack in [Tez15], but it achieves four more
bits of advantage.

3.3.3 Wrong Attacks

The 11-round DL attack of [DIK08] is also extended to 12 rounds in the same work by
adding one more round to the top. Only four S-boxes in the first round are not activated
when the attack is extended to 12 rounds, and thus 112 bits of the first-round key are
guessed in this attack, and the 11-round attack is repeated for every guess. Such an attack
leads to a time complexity of 22474 encryptions, and it is reduced to 22464 encryptions
in [Tez15] due to one more differential factor in this added first round. However, as
previously noted in the literature, in order to perform the 12-round attack, one needs
to guess all 128 bits of the first-round key (instead of 112 bits as claimed) to obtain the
input of the 11-round attack. Thus, this increases the time complexities of the attacks
by a factor of 2'6 and these two attacks in practice require 22654 and 22624 encryptions,
respectively. Since these numbers exceed the exhaustive search time complexity, they are
both considered invalid attacks.
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Table 10: Our new DL attack on 11-round Serpent actually starts at Py. The top round
is added to illustrate that, although three S-boxes have no input difference, the round key
bits corresponding to those S-boxes must still be guessed to compute the intermediate
values and verify the distinguisher. This effectively extend the attack into 12 rounds but
time complexity exceeds brute-force search. Differential factors are shown in bold.

Xo: 7777 777 7777 777 777 077 7?707? 7007

I Xy: 7077 79077 7777 7077 7077 7777 7707 7007
Xo: 7077 777 7177 777 70707 777 7707 7007

X3: 7077 777 7777 7077 7077 777 7707 7007

Xo: 0700 7000 0000 7700 777 0700 7000 7007

X 7707 777 7007 000? 7077 777 7700 7007

5o Xo: 0017 0070 7107 0070 0070 0700 7707 7007
X3: 7077 0707 7077 7107 0770 7770 7700 7001

Xo: 7007 0070 0000 0007 0070 0000 0000 0007

P Xy 7007 0070 0000 0007 0070 0000 0000 0007
0 Xo: 7007 0070 0000 0007 0070 0000 0000 0007
X3: 7007 0010 0000 0007 0070 0000 0000 0001

Xo: 0000 0000 0000 0000 0000 0000 0000 0001

g X 1001 0000 0000 0000 0010 0000 0000 0000
! Xo: 0001 0010 0000 0000 0000 0000 0000 0000
X3t 1001 0000 0000 0001 0000 0000 0000 0000

Xo: 0000 0000 0000 0100 0000 0000 0000 0000

P Xy 0000 0000 0000 0000 0000 0000 0000 0000

Xo: 0000 0000 0010 0100 0000 0000 0000 0000
X3t 0000 0000 0000 0000 0000 0000 0000 0000
9-Round DL Distinguisher
Extra Round

Moreover, the new differential factor used in [Tez15] is two rounds away from the
distinguisher, and it was shown in [KSS™24] that it does not actually prevent distinguishing
the round key bits and therefore cannot be used to reduce the time complexity. This is
because Theorem 1 does not directly apply to differential factors that are not located in
the round immediately before or after the distinguisher. Thus, the correct time complexity
should be 22634 encryptions for the 12-round attack of [Tez15].

If we also extend our 11-round attack to a 12-round attack by adding one more round
to the top, as shown in Table 10, we obtain a better data complexity of 21978 chosen
plaintexts and are able to capture 4 more key bits compared to previous attacks. However,
the overall time complexity still exceeds that of exhaustive search, and therefore, the attack
will not be valid.

3.3.4 Improved Attacks

The 10-round DL attack of [DIK08] is obtained by removing the last round of the 11-round
attack, which is based on the 9-round DL distinguisher. If we shift the input difference
14 bits to the right, as we did in the 11-round attack shown in Table 10, the resulting
10-round attack increases the time complexity from 2!13-2 to 211384 encryptions. At the
same time, it reduces the data complexity from 21972 to 2°7-8¢ chosen plaintexts. Moreover,
this new attack captures four more round key bits.

The invalid 12-round DL attack of [DIK08] is corrected in [BCD"22] by using the
same 9-round distinguisher, but reducing the work required to guess the round key bits
by observing certain properties of the S-boxes. Note that they consider the bias of the
distinguisher to be 275775 based on the experimental result of [DIK08]. Since we showed
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that the actual bias of the distinguisher is 27°7-61 all data, memory, and time complexities

reported in [BCD*22] can be reduced by at least a factor of 2028, Similarly, the 12-round
DL attack of [LLL21] uses a bias of 275776 and using our experimentally obtained bias
of 275761 results in 20252 improvement in data, time, and memory complexities. It should
be noted that the 12-round attack of [LLL21] starts from the fourth round, while the
12-round attack of [BCD'22] starts from the zeroth round.

However, the improvements presented in [LLL21] and [BCD™22] were obtained theo-
retically, and we do not know whether the authors may have overlooked certain properties
such as differential factors, or underestimated any probabilities or related calculations. To
verify that the provided data, time, and memory complexities are accurate, it would be
preferable if the authors had practically performed the attack by reducing the 9-round DL
distinguisher to 4 or 5 rounds. The summary of DL attacks on Serpent is provided in
Table 11.

Table 11: Summary of the DL attacks on Serpent. We report the corrected time com-
plexities of the 12-round attacks, which turn out to be no better than exhaustive search.
En: Encryptions, B: bytes, bl: blocks, MA: Memory Accesses, CP: Chosen Plaintexts, CC:
Chosen Cliphertexts, n/s: not specified.

#Rounds Key Size Data Time Memory Advantage Success Reference
10 All 21052°Cp 21232 Fp 210 B 38 72.1% [BDKO03]
10 All 21012 Cp 2115:2 Fp 240 B 38 84% [DIKO08]
10 All 21012 Cp 21132 Fyp 210 B 38 84% [Tez15]
10 All 20784 cp 21384 By 240 B 42 84% This paper
11 192, 256 21253 CP 21724 En 230 B 46 72.1% [BDKO03]
11 192, 256  2!253 CP 21392 Fp 2003 46 72.1% [BDKO03]
11 192, 256 21218 Cp 21357 MA 276 B 46 84% [DIKO0S]
11 192,256 21218 Cp 21337 MA 276 B 46 84% [Tez15)
11 192, 256 211808 Cp 213398 MA 276 B 50 84%  This paper
11 All 21266 Cp 21271 En 21266 p] 40 85% [LLL21]
11 All 212635 cp 212685 Ep  9126.35 p) 40 85% This paper
12 256 IB5CP 225 En 2185 B 158 84% [DIKOS]
12 256 21235 CP 22634 Ty 21285 158 84% [Tez15]
12 256 QU978 cp 226368 By 91285 3 162 84% This paper
12 256 2127 CC 2251 MA 2127 bl n/s % [LLL21]
12 256 212675 CC 225075 \A 212675 n/s 7% [LLL21]
12 256 212792 Cp 223355 Ep 212792 p] 158 84% [BCD*22]
12 256 212764 Cp 223327 Ep  2127.64 p] 158 84% This paper
12 256 212574 cp 223691 Fp 212571 p) 158 84% [BCD'22]
12 256 212546 cp 223663 By 9125.46 ) 158 84%  This paper
12 256 21840 cp 924293 Fp L1840 158 84%  [BCD*22)
12 256 QU812 cp  9242.65 Fy 911812 p] 158 84% This paper

4 Conclusion and Future Works

Many cryptanalytic results are derived theoretically; however, they may behave differently
in practice due to various factors such as incorrect assumptions, discrepancies between
theoretical and actual probabilities, or undiscovered structural properties of the cipher
under analysis. In this work, we utilized the parallel computational power of GPUs
to experimentally evaluate several theoretically proposed cryptanalytic results on the
Ascon, ChaCha, and Serpent ciphers. We showed that the first 6-round (ordinary) DL
distinguisher of Ascon, presented in CRYPTO 2024 [PZWD24a), is not valid, and we
identified several issues in the recently proposed DL distinguishers of Serpent from the
same work [PZWD24a]. All of these issues were confirmed through direct communication
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with the authors, who acknowledged the correctness of our findings. We also showed
that the 4.5-round truncated differential with probability one and the 6-round impossible
differential distinguishers on Ascon in [BJKK24] are flawed. Moreover, we verified that
the best-known 7- and 7.5-round DL distinguishers on ChaCha do not work in practice.

On the other hand, we demonstrated that the best-known 10- and 11-round DL attacks
on Serpent actually perform better in practice. We also provided a new experimentally
obtained 9-round DL distinguisher for Serpent, which can be used in 10- and 11-round
attacks to reduce data complexity. Furthermore, we showed that the best 12-round
DL attacks on Serpent can be performed with marginally less data, time, and memory
complexity.

These findings suggest that other theoretical results may not hold in practice. We
recommend experimentally validating reduced versions of such analyses. Developing
theoretical methods to assess DL distinguishers, similar to geometric or quasidifferential
techniques for differential analysis [BR22], is also a promising direction for future work.
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