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ABSTRACT
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AHMET YASIN AYTAR

Data Science, MSc. Thesis, December 2024

Thesis Supervisor: Assoc. Prof. Kemal Kılıç

Thesis Co-Supervisor: Assoc. Prof. Kamer Kaya
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In the rapidly evolving field of data science, efficiently navigating the expansive body of
academic literature is crucial for informed decision-making and innovation. This thesis
presents an enhanced Retrieval-Augmented Generation (RAG) application designed to
assist data scientists in accessing precise and contextually relevant academic resources.
The application integrates advanced techniques, including GeneRation Of BIbliographic
Data (GROBID), fine-tuning embedding model, semantic chunking, and an abstract-first
retrieval method, to significantly improve the relevance and accuracy of the retrieved
information. A comprehensive evaluation using the Retrieval-Augmented Generation
Assessment System (RAGAS) framework demonstrates substantial improvements in key
metrics, particularly Context Relevance, underscoring the system’s effectiveness in reduc-
ing information overload and enhancing decision-making processes. Our findings highlight
the potential of this enhanced RAG system to transform academic exploration within data
science, providing a valuable tool for researchers and practitioners alike.
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ÖZET

VERI BILIMI ODAKLI BIR RAG MODELI: AKADEMIK LITERATÜR TARAMA
İÇIN KAPSAMLI BIR ARAÇ

AHMET YASIN AYTAR

Veri Bilimi, Yüksek Lisans Tezi, Aralık 2024

Tez Danışmanı: Assoc. Prof. Kemal Kılıç

Tez Ortak Danışmanı: Assoc. Prof. Kamer Kaya

Anahtar Kelimeler: Retrieval-Augmented Generation (RAG), Veri Bilimi, Literatür
Tarama, Akademik İçgörüler, Büyük Dil Modelleri (LLM)

Hızla gelişen veri bilimi alanında, oldukça kapsamlı olan akademik literatürü etkili bir şek-
ilde araştırmak, karar alımı ve innovasyon için oldukça önemlidir. Bu makale, veri bilim-
cilerin doğru ve bağlamsal olarak ilgili akademik kaynaklara erişmelerine yardımcı olmak
amacıyla tasarlanmış bir Retrieval-Augmented Generation (RAG) uygulamasını sunmak-
tadır. Uygulama, GeneRation Of BIbliographic Data (GROBID), embedding modelini
fine-tune etme, semantic chunking ve hiyerarşik bilgi çekme yöntemi gibi ileri teknikleri
entegre ederek getirilen bilgilerin alaka düzeyini önemli ölçüde artırmaktadır. Retrieval-
Augmented Generation Assessment System (RAGAS) çerçevesi kullanılarak yapılan kap-
samlı bir değerlendirme, özellikle Context Relevancy (Bağlam Uyumu) metriği açısından
önemli iyileştirmeler göstererek sistemin bilgi yükünü azaltma ve karar alma süreçlerini
geliştirme konusundaki etkinliğini vurgulamaktadır. Bulgularımız, bu geliştirilmiş RAG
sisteminin veri bilimi alanında akademik literatür taramasını dönüştürme potansiyelini
ve araştırmacılar ile uygulayıcılar için değerli bir araç olma özelliğini ortaya koymaktadır.
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1. INTRODUCTION

Like other Generative Artificial Intelligence (GenAI) technologies—such as image, video,
and audio generation—Large Language Models (LLMs) that produce text also possess
the potential to disrupt both business and social life by transforming how information
is processed and decisions are made. However, a significant drawback of LLMs is their
current tendency to produce "hallucinations" (i.e., inaccurate or misleading outputs),
which can undermine trust in their applications. To address this issue, ongoing research
explores Retrieval-Augmented Generation (RAG) as a promising solution to mitigate
these inaccuracies. Moreover, across various disciplines, practitioners, and researchers are
actively seeking to harness the capabilities of LLMs, particularly as intelligent assistants
to enhance decision-making processes. RAG can potentially improve the effectiveness of
intelligent assistants by integrating relevant information from external sources, allowing
for more accurate and contextually appropriate responses. Data science, as a critical field
in digital transformation that relies on data-driven insights, is no exception; it stands to
benefit from advancements in LLM technology while addressing its inherent weaknesses.

Data science is an exploratory process that necessitates the formulation and validation of
hypotheses using historical datasets. The models developed by data scientists essentially
represent these hypotheses, and creating effective models relies on the formulation of per-
tinent questions. Therefore, data scientists benefit from exposure to various alternatives,
and academic literature serves as a vital resource that enhances their creative thinking
abilities. However, as data science continuously evolves, it generates an overwhelming
volume of research, making the efficient access to and utilization of academic literature
increasingly challenging. This surge in available information complicates the ability of
researchers and practitioners to identify and integrate relevant insights into their work,
highlighting the need for effective tools and strategies to navigate this expanding land-
scape.

To mitigate this issue, in this research, we have developed a RAG application specifically
designed to aid data scientists in navigating academic resources and obtaining guidance
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tailored to their unique needs. This application encompasses a broad spectrum of data
science subfields, including machine learning, deep learning, time series modeling, syn-
thetic data generation, reinforcement learning, data preprocessing, feature engineering,
and evaluation. The value of our RAG application is evident in its ability to provide
precise and contextually relevant responses to specific queries posed by data scientists.
This tool not only conserves time but also improves the accuracy of decisions made
throughout the data science workflow by integrating advanced techniques for retrieving
and embedding pertinent academic insights into a LLM. Consequently, the application
enables users to make well-informed decisions regarding methodologies and techniques,
thereby contributing to the development of more effective and innovative solutions for
their projects.

Our objective with this application is to systematically combine and assess the perfor-
mance of a range of established techniques within the RAG framework, reporting their
effectiveness within a particular domain to generate insights valuable to researchers. By
conducting a comprehensive evaluation of these methods in a real-world setting, we aim
to facilitate the broader adoption of these approaches in both academic and industrial
contexts.

Our RAG application responds to a significant need within the data science community for
accessible and relevant academic guidance. Unlike traditional literature review methods,
which can be time-consuming and overwhelming due to the vast amount of available
information, our application facilitates the process by extracting and embedding only
the most pertinent sections of articles into the LLM. This approach accelerates decision-
making and ensures that the information provided is both current and directly relevant
to the user’s query, thereby addressing the prevalent issue of information overload in data
science research.

The primary innovation of our RAG application lies in its five-stage enhancement process,
which substantially improves the traditional RAG pipeline. Initially, we utilize GROBID
(GeneRation Of BIbliographic Data) to clean and structure article data before construct-
ing the vector database, ensuring accuracy and organization of the information (Lopez,
2024). Next, we implement a specialized fine-tuning process using academic textbooks,
which enhances the embedding model’s capacity to interpret and process complex queries.
Furthermore, our application employs semantic chunking rather than traditional recur-
sive chunking which ensures that text is divided into meaningful units and results in a
more coherent and relevant vector database (Kamradt, 2024). We also adopt an abstract-
first method, prioritizing searches within a separate vector database of article abstracts,
thereby streamlining the retrieval process. Finally, advanced prompting techniques are
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employed to optimize the LLM’s responses, leading to more accurate and contextually
appropriate answers. Llamaindex and LangChain were instrumental in creating fine-
tuning data and RAG pipelines, respectively (Liu, 2022; Chase, 2022). Additionally,
OpenAI’s GPT-4o model was employed as the LLM throughout the study, chosen for its
cost-effectiveness and efficiency.

To validate the effectiveness of our application, we employed the RAGAS (Retrieval Aug-
mented Generation for Academic Search) framework and conducted tests with 50 sample
questions covering various domains and problem types (Es et al., 2023). This rigorous
testing process confirmed the application’s capability to deliver high-quality, relevant re-
sponses, highlighting its potential as a useful tool for data scientists. Although all metrics
in the RAGAS framework—Context Relevance, Faithfulness, and Answer Relevance—are
important, our primary focus was on improving Context Relevance. This metric serves as
the main indicator of the system’s ability to retrieve pertinent academic content, which
aligns with the central objective of this study: enhancing the retrieval process for rele-
vant information in academic literature for data scientists. The other metrics, such as
Faithfulness and Answer Relevance, assess the quality of answers generated using the
retrieved context, but since the language model used for answer generation remained
unchanged, these metrics are less indicative of improvements brought by the fine-tuning
process and other retrieval enhancements. Therefore, Context Relevance serves as the
most appropriate measure to demonstrate advancements in retrieval capabilities across
different configurations.

Research Objectives:

• To develop an enhanced Retrieval-Augmented Generation (RAG) system tailored to
the needs of data scientists, incorporating advanced techniques such as data clean-
ing, fine-tuned embedding models, semantic chunking, different retrieval mecha-
nisms, prompt engineering, and systematic evaluation of each component’s impact
on performance using key metrics within the RAGAS framework.

• To conduct a focused analysis of the fine-tuning process, characterized by its ex-
perimental flexibility and various potential approaches, involving the exploration of
alternative configurations through adjustments in data sources and preprocessing
techniques, to assess how different fine-tuning strategies influence key metrics.

• To evaluate the performance of the enhanced RAG system using the RAGAS frame-
work, focusing on metrics such as context relevancy, faithfulness, and answer rele-
vance.
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• To design and utilize 50 questions across different subdomains of data science to
rigorously test the system’s effectiveness and applicability.

• To demonstrate significant improvements in key metrics when compared to baseline
performance, showing the effectiveness of the proposed enhancements.

The remainder of this thesis is organized as follows. Chapter 2 provides the Literature
Review, presenting an overview of existing research on academic literature retrieval sys-
tems, with a focus on advancements in Retrieval-Augmented Generation (RAG) models.
Chapter 3, the Methods section, details the five-stage enhancement process of the RAG
pipeline, including data cleaning, fine-tuning of embedding models, semantic chunking,
abstract-first retrieval, and prompting strategies, as well as the evaluation using the
RAGAS framework. Chapter 4 presents the Results, discussing the performance of the
enhanced RAG system and comparing it to baseline models. Finally, Chapter 5 combines
Discussion & Conclusions, summarizing key contributions, interpreting the results, and
suggesting potential areas for future research.
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2. LITERATURE REVIEW

2.1 The Role and Challenges of Academic Guidance in Data Science

Academic guidance is an essential element in the work of a data scientist, providing a
framework for grasping existing research and directing new, creative project directions.
Engaging with scholarly articles allows data scientists to identify established method-
ologies, discern gaps in current research, and draw connections between their specific
challenges and those addressed in prior studies. This process is essential for both refin-
ing research questions and selecting or adjusting methods for data analysis and model
development. As noted by Mysore et al. (2023), data scientists heavily depend on the lit-
erature to assess what has been accomplished, determine whether similar problems have
been addressed, and find solutions to related challenges.

In recent years, the volume of literature on AI and machine learning has expanded rapidly,
with publications doubling approximately every 23 months as of 2022 (Krenn et al.,
2022). This continual growth has resulted in an overwhelming amount of information
for data scientists to sift through. The difficulty of pinpointing the most relevant and
high-quality articles amid the vast number of publications adds complexity to the task.
Consequently, data scientists often rely on keyword searches or similar techniques, which
may be inadequate due to the difficulty in crafting effective search queries. They may
struggle to identify the appropriate terms or strategies to locate relevant articles efficiently
and promptly, leading to potential gaps in their literature reviews (Mysore et al., 2023).
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2.2 Retrieval-Augmented Generation as a Solution for Data Science

A promising approach to addressing the challenge of navigating the extensive literature
in data science is Retrieval-Augmented Generation (RAG) (Lewis et al., 2020). RAG’s
capacity to access external knowledge bases makes it a valuable tool for managing and
comprehending the vast literature in the field. The integration of Large Language Models
(LLMs) within the RAG pipeline further enhances this capability by making the process
of understanding complex academic papers and their core contributions more manage-
able. By retrieving contextually relevant information and summarizing it effectively, RAG
assists data scientists in quickly grasping the key contributions of numerous papers, thus
mitigating the burden of information overload. RAG models have demonstrated con-
siderable promise in tasks such as question-answering and dialogue systems, where the
ability to dynamically retrieve pertinent information from external sources is essential
(Izacard and Grave, 2020). This capability is particularly valuable in the fast-growing
field of data science, where synthesizing and analyzing an expanding body of literature
is critical.

2.3 Applications of RAG in Various Domains

RAG has been adopted across various industries, including healthcare, legal, and educa-
tion to enhance domain-specific applications and address the challenges of these fields.
In healthcare, RAG models support clinicians by providing evidence-based recommenda-
tions from up-to-date medical literature and databases, enhancing diagnostic accuracy
and treatment planning. For example, the MKRAG framework has improved medical
question answering by integrating medical facts from external knowledge bases into the
generation process, thereby increasing the accuracy of responses and aiding clinicians in
making informed decisions (Shi et al., 2023b). In the legal field, one method to improve
question-answering systems involves the integration of RAG models with Case-Based
Reasoning (CBR). This CBR-RAG approach enhances LLM queries with contextually
relevant legal cases, improving the retrieval of pertinent precedents and statutes. This
method is among the strategies developed to provide more accurate and contextually
relevant answers to complex legal queries, thereby increasing the efficiency and accuracy
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of legal research (Wiratunga et al., 2024). Additionally, systems like LegalAsst utilize
AI-powered tools for precise legal case retrieval, incorporating structured representations
and decision-tree-based judgments to streamline court procedures, thus enhancing legal
assistance and court productivity through improved retrieval accuracy of similar cases
and relevant legislation (Han et al., 2024). In education, RAG models are utilized to im-
prove math question-answering by incorporating vetted external content, such as scripts
from high-quality open-source textbooks, into LLM prompts. This method has shown to
improve response quality, assisting students and educators in navigating complex prob-
lems with contextually relevant support, although designers must balance the trade-offs
between aligning responses with educational resources and meeting student preferences
(Levonian et al., 2023).

RAG applications have significantly streamlined the academic literature review process.
For example, KNIMEZoBot (Alshammari et al., 2023) integrates Zotero with KNIME
and OpenAI’s language models to automate citation management and literature genera-
tion, reducing the time and effort required for comprehensive reviews. LitLLM (Agarwal
et al., 2024) further enhances this process by synthesizing large volumes of research into
concise, field-specific summaries, making it an invaluable tool for scientific researchers. In
the biomedical field, RefAI (Li et al., 2024) employs a GPT-powered RAG system to man-
age complex terminologies and research details with precision. Collectively, these tools
illustrate the growing influence of RAG technology in transforming literature reviews,
offering tailored and efficient solutions across diverse academic disciplines.

2.4 Challenges and Enhancements of RAG Systems

Despite the advancements offered by RAG applications, substantial challenges remain,
particularly regarding information overload and contextual relevance. For instance, cur-
rent models often retrieve passages indiscriminately, without regard to whether they are
factually grounded or contextually appropriate, which can result in low-quality outputs
containing irrelevant or off-topic information (Shi et al., 2023a). Furthermore, the accu-
racy and reliability of the generated content are not guaranteed, as these models are not
always explicitly trained to leverage facts from the retrieved passages, leading to potential
inconsistencies (Gao et al., 2023). Additionally, handling complex and domain-specific
queries remains a significant issue, as RAG models often require fine-tuning to improve
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their accuracy and effectiveness in specialized fields (Siriwardhana et al., 2023). More-
over, obtaining a high-quality retrieval model that effectively fetches relevant documents
is an ongoing challenge that impacts the overall performance of these systems (Arora
et al., 2023).

To address the limitations identified in traditional Retrieval-Augmented Generation
(RAG) models, we propose a comprehensive five-stage enhancement process that sig-
nificantly improves the performance, accuracy, and relevance of RAG applications. This
process is designed to handle the complexities of domain-specific queries, ensuring that
the information retrieved is not only pertinent but also aligned with the user’s context and
intent. Each stage of our approach contributes to refining different aspects of the RAG
system, from data cleaning and embedding fine-tuning to semantic chunking, abstract-
first retrieval, and advanced prompting techniques. Collectively, these innovations have
the potential to significantly reduce information overload and improve the contextual
relevance of responses, thereby providing a robust solution to the common challenges
encountered by traditional RAG models.

A key component of our approach is the use of GROBID (Lopez, 2024), an open-source
tool renowned for its accuracy in reference parsing and metadata extraction. GROBID
is utilized in our application to structure and clean data from PDFs, ensuring the in-
formation is well-organized before being embedded into our vector database. A study
evaluating multiple reference parsing tools demonstrated that GROBID outperformed its
peers, achieving the highest F1 score of 0.89 among the ten tools tested (Tkaczyk et al.,
2018). This high level of precision is crucial for maintaining the quality of metadata and
ensuring that a RAG system delivers accurate and contextually appropriate responses.
Moreover, GROBID’s success in various contexts, such as automated metadata extraction
in the CERN Document Server and citation generation in CiteAssist, further underscores
its versatility and reliability (Kaesberg et al., 2024; Boyd, 2015).

In the second stage of our approach, we emphasize the fine-tuning of the embedding model
to enhance its capability to accurately retrieve domain-specific information, a critical
step in improving the overall effectiveness of our RAG application. This fine-tuning
process draws on methodologies from recent studies, which highlight the importance
of adapting models to the specific contexts in which they are applied. For instance,
Pu et al. (2024) demonstrated how domain-specific fine-tuning significantly improved
retrieval accuracy for technical documentation in Electronic Design Automation (EDA)
tools by benchmarking the performance of various models. Similarly, Nguyen et al. (2024)
combined fine-tuning with iterative reasoning in a Q&A system, allowing for progressively
refined answers, especially in complex scenarios. Natural Language Inference (NLI) to
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fine-tune embedding models is employed in Dušek et al. (2023), enhancing their ability
to understand nuanced domain-specific language, thereby improving the relevance and
accuracy of retrieved content. Therefore, by incorporating these embedding fine-tuning
techniques, we hypothesized that the RAG application would be better equipped to
handle specialized and intricate queries common in data science workflows, ensuring that
the information provided is both precise and contextually appropriate.

In the third stage of our approach, we apply semantic chunking to improve the coherence
and relevance of the data used in our RAG application Kamradt (2024). This technique
enables breaking down complex information into semantically meaningful units, which
are then more effectively mapped to relevant knowledge sources. The application of
semantic chunking has demonstrated significant usefulness in specific fields. For example,
Wu et al. (2024) applied semantic chunking to organize medical knowledge into graph-
based structures, ensuring the safe and contextually appropriate retrieval of medical
information—a critical feature in healthcare where accuracy is essential. Additionally,
Wu and Mooney (2022) utilized semantic chunking in Visual Question Answering (VQA),
where it was used to decompose complex visual questions into simpler, semantically
coherent parts. This approach significantly enhanced the model’s ability to interpret and
respond accurately by linking these chunks to external knowledge sources. Consequently
in the enhanced RAG architecture we considered integrating a similar semantic chunking
technique to maintain high levels of contextual accuracy and relevance, ensuring that the
information retrieved and presented is both coherent and directly applicable to the user’s
query.

In the fourth stage of our enhancement process, we introduce an "abstract-first" method
for RAG applications, which prioritizes searches within a separate vector database of arti-
cle abstracts. This approach is intended to enhance the retrieval process by concentrating
on the most concise and relevant sections of academic papers, which are the abstracts.
The rationale behind this method is that abstracts typically provide a clear and succinct
summary of the research, capturing the core findings and methodologies. Consequently,
many existing datasets used for Named Entity Recognition (NER) models, which are
essential for NLP tasks such as information extraction, concentrate solely on abstracts
and preselected texts (Otto et al., 2023). This strategy mirrors the natural tendency of
researchers to first read abstracts when assessing the relevance of a paper (Sambar et al.,
2024). By targeting these sections first, a RAG application can quickly and efficiently
determine the relevance of a document, thereby improving retrieval efficiency and reduc-
ing computational load. This approach is particularly advantageous in fields where quick
access to respective information is critical, addressing the common challenge of exploring
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large volumes of full-text content to identify key insights. The abstract-first method thus
potentially represents a significant advancement in the design of RAG systems, offering
a sophisticated alternative to traditional full-text search strategies.

In the fifth stage of our enhancement process, we implement advanced prompting tech-
niques to optimize the responses generated by our RAG application. This stage involves
incorporating strategies such as tip-offering and emotional prompting, which have been
shown to enhance the performance and contextual relevance of Large Language Mod-
els (LLMs). For example, Salinas and Morstatter (2024) demonstrated that even minor
adjustments to prompts, such as offering tips or slight rephrasing, can lead to substan-
tial improvements in the precision and relevance of LLM outputs. This underscores the
importance of carefully crafted prompts in refining the responses generated by RAG sys-
tems. Similarly, Li et al. (2023) showed that emotional prompting, where prompts are
infused with emotional cues, can improve the LLM’s ability to produce more empathetic
and contextually rich responses, which is particularly valuable in applications requiring a
nuanced understanding of user needs, such as mental health support or customer service.
By integrating these advanced prompting techniques into the RAG model, we aim to
improve the performance of the LLM while also offering prompts that direct the model
to produce more precise and contextually relevant responses, ultimately enhancing the
utility and effectiveness of our application.
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3. METHODS

In this section, we will first present the original RAG approach and provide the details of
the enhanced RAG architecture we have developed in this research. Additionally, we will
explain the experimental design and present the performance metrics used to evaluate
the effectiveness of the alternatives.

3.1 Overview of RAG Architecture and Data Preparation

In the progression from an original RAG architecture to our enhanced version, significant
modifications were made to improve the system’s accuracy, relevance, and efficiency.
Figure 3.1 illustrates the basic RAG architecture, where a user’s query is first embedded
and then used to search a vector database for relevant document chunks. These retrieved
chunks, along with the original query, are then fed into a language model to generate
the final output. In contrast, Figure 3.2 showcases our enhanced RAG architecture,
where we have introduced several critical innovations, highlighted in blue, to address
the limitations of the classical approach. These enhancements include advanced data
cleaning, fine-tuned embedding models, semantic chunking, a novel abstract-first search
strategy, and improved prompting techniques. The details of these improvements are
outlined below.

To thoroughly evaluate our enhanced RAG application, we developed a comprehensive
set of 50 questions covering various sectors such as telecommunications, agriculture, and
others, reflecting the diverse challenges encountered in data science. These questions were
meticulously crafted according to the CRISP-DM (Cross-Industry Standard Process for
Data Mining) methodology (Chapman et al., 2000), a widely recognized framework in the
data science community. The question set spans the three major stages of the CRISP-DM
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framework: Data Preparation, Modeling, and Evaluation, with 10 questions dedicated to
Data Preparation, 35 to Modeling, and 5 to Evaluation.

Figure 3.1 Original RAG Architecture

Figure 3.2 Our Enhanced RAG Architecture
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Within the Data Preparation stage, we targeted essential areas such as feature selection
(3 questions), outlier elimination (2 questions), and dimension reduction (5 questions).
The Modeling stage, which often demands the most academic guidance, included ques-
tions on synthetic data generation (3 questions), classification (5 questions), regression (5
questions), clustering (5 questions), reinforcement learning (2 questions), image recogni-
tion (5 questions), natural language processing (5 questions), and time series analysis (5
questions). Lastly, the Evaluation stage comprised 5 questions focused on assessing model
performance. Each question was designed to address specific subdomains and techniques,
ensuring a rigorous assessment of the RAG application across multiple aspects of data
science. The complete list of questions is provided in Appendix A.

For instance, one of our questions is: "As a data scientist in the financial sector tasked with
predicting stock prices, I have used traditional feature selection methods like backward
elimination. Which advanced feature selection technique should I consider to enhance
model performance?" This format ensured that the questions were realistic and reflective
of the actual challenges faced by professionals in the field.

In our analysis, arXiv API was employed to retrieve relevant articles necessary for con-
structing a vector database. We used arXiv (Wong, 2017) since it is a prominent platform
that allows researchers to share their scientific and academic papers prior to undergoing
the peer-review process (Khouya et al., 2024). For the analysis, each test question was
first translated into a detailed search query, compatible with the arXiv API. This conver-
sion process was facilitated by GPT-4o using a specific prompt designed to condense each
question into a targeted search query: "Transform the following detailed inquiry into a
concise and focused research query suitable for academic search databases. The summary
should highlight the main topic, applicable domain, and specific requirements or goals
in a maximum of 10 words." This approach ensured that each search term accurately
represented the specific research objective associated with each question. Approximately
100 relevant articles were selected for each question, resulting in a dataset comprising
roughly 5,000 articles. The content of the selected articles was downloaded as PDF files
and subsequently used in the data-cleaning step. In parallel, the metadata for each article
—such as publication date, title, authors, and abstracts— retrieved from the arXiv API,
was also utilized. Following data cleaning, both the cleaned article content and the as-
sociated metadata were systematically integrated into the vector database. This process
ensured that the database facilitated structured retrieval in accordance with academic
standards.
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3.2 5-Staged Enhancements

3.2.1 Data Cleaning using GROBID

To ensure a structured and accurate representation of the scientific documents sourced
from arXiv, we employed GROBID (GeneRation Of BIbliographic Data), a widely-used
machine learning tool that specializes in the extraction and parsing of PDFs (Lopez,
2024). GROBID converts unstructured PDF files into structured XML/TEI formats,
facilitating subsequent text mining and information retrieval processes. The extraction
of structured data from PDF documents is particularly important in the context of sci-
entific publications, where figures, tables, and mathematical symbols can introduce noise
into the data if not properly handled. By converting PDFs into a predictable and stan-
dardized format, GROBID ensures that the processed data retains the essential textual
elements while discarding non-informative content, such as image annotations, complex
mathematical notations, and extraneous spaces.

At its core, GROBID utilizes a series of machine learning-based sequence labeling models,
arranged in a modular cascade, to parse different sections of a document. This process be-
gins with the identification of document areas, including headers, footers, and body text,
using layout-based features. Once the main sections are identified, GROBID applies more
granular models to parse specific elements like author names, abstracts, and bibliographi-
cal references. This cascading approach allows the system to produce a highly structured
output, including 55 distinct labels, making it particularly well-suited for scientific texts.
Moreover, GROBID’s reliance on layout tokens—rather than just raw text—enables it
to capture visual features such as font size, style attributes (e.g., bold or italic), and the
relative positioning of text within the document. This information is crucial for correctly
identifying structural elements like section titles, figure captions, and references that are
often defined by their visual presentation.

GROBID’s training approach emphasizes the quality of its training data rather than re-
lying on vast datasets, as seen in other systems like CERMINE (Tkaczyk et al., 2015).
Instead of leveraging large sets derived from existing publisher XML documents, GROBID
uses small, manually-labeled datasets generated directly from PDFs. This approach al-
lows for more accurate alignment between noisy PDF content and the resulting structured
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text, avoiding the inconsistencies often found in publisher-provided XML. Additionally,
the system iterates on its training by continuously introducing error cases, enabling it
to improve incrementally. Evaluation of GROBID is conducted using stable holdout sets
from various publishers, ensuring realistic performance assessments across diverse docu-
ment structures. However, the lack of diversity in some evaluation sets, mainly sourced
from life sciences and preprints, remains a challenge, which the system addresses by pro-
gressively adding new datasets from different domains. Despite its smaller training size,
GROBID consistently delivers accuracy comparable to larger models, making it highly
efficient for scientific document parsing. A study evaluating multiple reference parsing
tools demonstrated that GROBID outperformed its peers, achieving the highest F1 score
of 0.89 among the ten tools tested (Tkaczyk et al., 2018)

By applying GROBID’s pipeline to the documents retrieved from arXiv, we were able
to streamline the data ingestion process, transforming raw, unstructured PDF files into
structured text suitable for embedding in our vector databases. This preprocessing step
is foundational to the accuracy of subsequent stages in our enhanced retrieval-augmented
generation pipeline, where the quality of document embeddings depends directly on the
integrity and clarity of the input data.

3.2.2 Fine-tuning

The second stage focused on fine-tuning the embedding model to improve its ability to
capture domain-specific nuances in order to ensure that both the articles and queries were
embedded in a manner that accurately reflected the complexities of data science and aca-
demic literature. Given that the embedding model is essential for converting both queries
and articles into vectors for storage in the vector database, it was imperative that the
model be proficient in understanding complex academic language. We conducted a series
of experiments to fine-tune the "sentence-transformers/all-mpnet-base-v2" model using
a range of textbooks and various techniques Transformers (2021). These experiments
included:

1. Experiment 1: Fine-tuning with 5 textbooks.

2. Experiment 2: Fine-tuning with 17 textbooks.

3. Experiment 3: Fine-tuning with 5 textbooks, incorporating GROBID for addi-
tional data cleaning.
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4. Experiment 4: Fine-tuning with 17 textbooks, incorporating GROBID for addi-
tional data cleaning.

5. Experiment 5: Combining 17 textbooks, GROBID, and Semantic NodeSplitter.

The textbooks, listed in Appendix B and Appendix C, cover the same topics as our
question set, ensuring that the fine-tuned models were well-aligned with the content they
were intended to process. The fine-tuning process involved converting each textbook into
nodes —coherent segments of text—and then generating question-answer pairs for each
node using the OpenAI API. GROBID, specialized in processing academic content, was
also employed to clean the fine-tuning dataset before creating these Q-A pairs. GROBID’s
application to the textbooks resulted in well-prepared text for subsequent stages. As
emphasized by Gunasekar et al. (2023), the importance of high-quality data in the context
of fine-tuning cannot be overstated. This insight drove our decision to use GROBID for
data cleaning, ensuring the integrity and relevance of the academic content used in our
experiments (Lopez, 2024). Additionally, by incorporating the Semantic Node Splitter,
which operates similarly to semantic chunking, we were able to segment nodes based on
the semantic similarity of sentences rather than arbitrary text lengths (Kamradt, 2024).
This approach allowed us to create nodes that were more semantically coherent instead
of using preset token size to create nodes, which resulted in more meaningful Q-A pairs
and a fine-tuned model better aligned with the complexities of academic content.

The number of Q-A pairs for each experiment is as follows: Experiment 1 produced
4,819 pairs, Experiment 2 resulted in 15,326 pairs, Experiment 3 generated 1,600 pairs,
Experiment 4 created 4,460 pairs, and Experiment 5 yielded 4,132 pairs (altogether 30,337
pairs). As the number of textbooks increased between Experiments 1 and 2, the number
of Q-A pairs grew substantially due to the greater volume of available data. However,
when GROBID was applied in Experiments 3 and 4, a significant reduction in Q-A pairs
was observed, as GROBID systematically removes extraneous content and focuses on the
core textual material relevant for model fine-tuning. When the Semantic Node Splitter
was introduced in Experiment 5, the number of Q-A pairs remained relatively consistent
by adjusting the similarity threshold during node splitting to provide the optimal balance
between quantity and the meaningfulness of the Q-A pairs. Since there is no established
standard for the optimal number of Q-A pairs required for fine-tuning an embedding
model, these varied experiments are designed to generate datasets of different sizes and
structures for fine-tuning. This variability allows us to explore how different data formats
influence the model’s performance and gain insights into the relationship between dataset
size, content quality, and the resulting fine-tuned embeddings (Lopez, 2024).
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3.2.3 Semantic Chunking

In constructing the vector database for our system, we employed semantic chunking as an
advanced alternative to fixed-size token-based chunking (Kamradt, 2024). This approach
is particularly effective for processing academic articles, where preserving the contextual
integrity of information is essential. Traditional chunking methods, which divide text
based on arbitrary token limits, often fragment meaningful sections of content, thereby
disrupting the coherence and relevance of the retrieved material. By contrast, semantic
chunking retains the relationships between sentences by grouping them according to their
semantic similarity, ensuring that each chunk forms a semantically coherent unit. This is
especially important when responding to user queries in an academic context, where the
question might target a specific section of a paper, such as a hypothesis or conclusion,
which must be retrieved in its entirety to maintain contextual accuracy. These findings
are consistent with previous research suggesting that relationships between words within
a sentence often convey more about the underlying semantic content than the individual
words themselves (Ruas et al., 2020).

The process of semantic chunking begins by splitting the text into individual sentences,
which are then converted into vector embeddings—representations of the semantic mean-
ing of each sentence. These embeddings are compared using cosine similarity, and sen-
tences with high similarity scores are grouped together into coherent chunks. A similarity
threshold is crucial in this process, as it defines the boundaries between semantically dis-
tinct sections of text. When the similarity between consecutive sentences drops below
this threshold, a new chunk is formed. This allows the system to dynamically determine
where to place chunk boundaries based on the content itself, rather than relying on fixed
token limits, thereby maintaining the logical flow of the text as originally intended by
the authors.

In our study, it is also important to ensure that chunks are not only semantically coherent
but also comparable in size compared to different experiments not using semantic chunk-
ing. Achieving a comparable word count across chunks was critical to ensure that the
metrics used to evaluate the performance of our retrieval-augmented generation (RAG)
system remained fair and directly comparable across different experimental conditions.
To achieve this balance, we carefully adjusted the similarity threshold, ensuring that the
resulting sentence clusters were of a similar word count, while still maintaining semantic
coherence. This adjustment was key to ensuring that each chunk preserved its contex-
tual relevance and that the retrieval process was optimized for both the relevance and
coherence of the information. The selected threshold allowed us to balance the need for
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coherent semantic groupings with the need for consistency in chunk size, ultimately con-
tributing to the overall performance of the RAG system by enhancing both the precision
of retrieval and the clarity of the generated responses.

3.2.4 Abstract-first Method

In the fourth stage of our pipeline, we implemented an abstract-first search strategy to
enhance the effectiveness of the retrieval process. This approach takes advantage of the
structured nature of academic articles, where the abstract offers a concise summary of
the research findings, methods, and key conclusions. By focusing on abstracts, we can
assess the relevance of a large number of articles quickly and more effectively before
delving into full-text searches. Specifically, we constructed a vector database consisting
solely of the abstracts of approximately 5,000 articles. The query is embedded and used
to search within this abstract database, with the similarity between the query and the
abstract embeddings calculated. From this search, the top 100 most relevant abstracts
are selected for further investigation.

Once the top 100 abstracts are identified, we then leverage the titles of these articles to
guide a more targeted search within the full-text vector database. Instead of searching
through the entire body of 5,000 articles, the system focuses only on the titles of the
top 100 most relevant documents, conducting a more focused retrieval process. This
step uses the title metadata to locate relevant full-text chunks, allowing the system to
evaluate detailed content only from the most promising articles, which have already been
filtered based on their abstracts. This method provides a layered approach to retrieval:
first narrowing down the search space using abstracts, and then refining it further using
full-text analysis of a smaller subset of documents.

The abstract-first strategy significantly improves the precision of the system, as it avoids
the potential distractions of unrelated full-text content by focusing only on the most
semantically relevant documents. Additionally, by ensuring that only the most relevant
100 articles are selected from the initial search, we maintain a focused and relevant search
scope when analyzing full-text content. As detailed in the experimental analysis we will
discuss later, this approach helps avoid the pitfalls of excessive or irrelevant retrieval,
contributing to more accurate and contextually meaningful outputs from the system
while maintaining the necessary depth of analysis.
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3.2.5 Enhanced Prompting Technique

In the final stage, we focused on optimizing the interaction between the Large Lan-
guage Model (LLM) and the retrieved context by experimenting with various prompting
techniques, informed by existing research on prompt engineering. The initial prompt
provided by LangChain, which served as our baseline, was straightforward and task-
oriented: "You are an assistant for question-answering tasks. Use the following pieces of
retrieved-context to answer the question. If you don’t know the answer, just say that you
don’t know. Use three sentences maximum and keep the answer concise." (Chase, 2022).
While effective, this prompt was designed primarily for general question-answering tasks
and lacked elements that could potentially further refine the quality of responses in more
specialized scenarios. To address this, we explored more advanced prompting techniques
that incorporate motivational and reward-based elements, building upon findings in the
literature.

Specifically, the enhancement of our prompt was guided by studies that demonstrated
the impact of emotional and incentive-based prompting on LLM performance. For ex-
ample, Salinas and Morstatter (2024) showed that small modifications to the wording
of prompts, such as including incentives or tip-offering, could significantly improve the
precision and relevance of LLM-generated outputs. Additionally, emotional prompting
techniques, as discussed by Li et al. (2023), provided further inspiration. Li’s research
indicates that prompts infused with positive reinforcement and emotional cues can elicit
more contextually rich and nuanced responses from LLMs. While the emotional depth
required for certain applications, such as mental health support, was not the primary fo-
cus of our system, the principle of encouraging more thoughtful and deliberate responses
through positive reinforcement was highly relevant.

Inspired by these findings, we modified the original LangChain prompt to incorporate a
hypothetical reward: "You are the best assistant for question-answering tasks. Your role
is to answer the question excellently using the provided context. Use the following pieces
of retrieved-context to answer the question. If you don’t know the answer, just say that
you don’t know. Use three sentences maximum and keep the answer concise. I will tip
you 1000 dollars for a perfect response." This variation was designed to encourage the
LLM to approach the task with a higher degree of accuracy by framing the request as
a challenge with a reward-based outcome. The final prompt was designed to assess the
impact on the LLM’s ability to generate responses that were both relevant to the user’s
query and faithful to the retrieved context.
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3.3 Evaluation Using RAGAS

To assess the performance of our enhanced RAG application, we employed the RAGAS
(Retrieval-Augmented Generation Assessment System) framework, which evaluates the
quality of generated outputs based on three key metrics: Context Relevance, Faithful-
ness, and Answer Relevance (Es et al., 2023). Each of these metrics plays a critical role
in ensuring that the generated responses are accurate, relevant, and grounded in the
retrieved context. The RAGAS framework utilizes the OpenAI API to automatically
determine metric values, such as identifying which sentences in the retrieved context are
relevant to answering the given question or which claims in the generated answer can be
inferred from the given context, based on predefined prompts outlined in the RAGAS
paper. Since, unfortunately, there is no benchmark test set or established ground truth
available for this kind of study, we had to create a custom test set and use the RAGAS
framework, which relies on LLMs in the background as evaluators. Given these limita-
tions, this approach was the only viable option to systematically assess the performance
of our proposed architecture.

Context Relevance measures the relevance of the retrieved context, which is essential
because the context should contain only the information needed to answer the provided
query. The metric ranges from 0 to 1, with higher values indicating better relevance. To
compute Context Relevance, we identified the sentences within the retrieved context that
are pertinent to the query:

(1) Context Relevance = |S|
Total number of sentences in retrieved context

Where |S| is the number of sentences in the retrieved context that are relevant to an-
swering the given question.

A high Context Relevance score indicates that the retrieved context is highly focused and
contains minimal extraneous information. This metric is particularly important in our
application because our enhancements aim to optimize the retrieval and presentation of
contextually accurate information.

Faithfulness assesses the factual consistency of the generated answer with the retrieved
context. It is calculated by comparing the claims made in the generated answer with
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the information provided in the context. The metric also ranges from 0 to 1, with higher
scores indicating better factual accuracy. This metric ensures that the generated response
is grounded in the retrieved context, avoiding hallucinations and maintaining factual
accuracy. For our application, Faithfulness is also crucial because it directly impacts the
reliability of the responses provided to data scientists.

(2) Faithfulness score =

Number of claims in the generated answer

that can be inferred from the given context
Total number of claims in the generated answer

Answer Relevance evaluates how well the generated answer addresses the provided query.
This metric is assessed by computing the cosine similarity between the embeddings of
the original question and the generated question, which is reverse-engineered from the
answer. A higher Answer Relevance score indicates that the generated answer closely
aligns with the original question, ensuring that the response is relevant and directly
addresses the user’s query. In our context, Answer Relevance is vital for assessing the
overall effectiveness of the RAG application in producing useful and accurate responses.

(3) Answer Relevance = 1
N

N∑
i=1

cos(Egi ,Eo)

Where:

• Egi is the embedding of the generated question i.

• Eo is the embedding of the original question.

• N is the number of generated questions

Using these detailed metrics, the RAGAS framework provides a comprehensive evaluation
of the performance of our enhanced RAG system. Each metric measures performance in
different but complementary areas. Figure 3.3 visually illustrates the aspects that these
metrics cover. The metrics not only validate the improvements we have made but also
offer insights into areas where further enhancements can be pursued, ensuring that the
application continues to deliver high-quality, reliable, and contextually relevant answers
to data scientists.
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Figure 3.3 Three Performance Metrics of RAGAS Framework and Their Corresponding
Aspects

We have also incorporated the average word count into the analysis and displayed it in
the results table to consider its impact on these metrics. Specifically, metrics like context
relevance are highly dependent on the number of words in the retrieved contexts. When
more sentences are included in a context, it becomes more challenging to achieve high
scores across these metrics because, for context relevance to be maximized, all sentences
should be relevant to the question. With more sentences, the likelihood of including
unrelated content increases, potentially lowering the overall score.
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4. RESULTS

The results of our experiments, summarized in the tables, demonstrate the impact of
various enhancements to the RAG pipeline on key metrics: Context Relevance (CR),
Faithfulness, and Answer Relevance. Each metric’s value is averaged over 1,500 replica-
tions -30 replications for each one of the 50 questions used in the analysis. The choice
of 30 replications per question is grounded in the Central Limit Theorem (CLT), which
asserts that with a sample size of 30, the distribution of the sample means will approxi-
mate a normal distribution, ensuring the robustness of our results (Moore and McCabe,
1989).

4.1 Performance Metrics for Different Fine-tuning Experiments

Table 4.1 Performance Metrics for Different Fine-tuning Experiments. (FT = Fine-tuning,
TB = Textbooks, G = GROBID, SNS = Semantic Node Splitter)

Experiment Context
Relevance

Faith-
fulness

Answer
Relevance

Average
Word Count

1. No FT 0.302 0.687 0.888 853.88
2. 5 TB 0.337 0.658 0.871 853.90
3. 17 TB 0.372 0.756 0.902 836.10
4. 5 TB + G 0.062 0.198 0.790 913.00
5. 17 TB + G 0.335 0.740 0.909 839.34
6. 17 TB + G + SNS 0.339 0.701 0.902 841.72

In Table 4.1, all experiments, including No FT case which corresponds to B + G in
Table 4.3), the models incorporated GROBID for preprocessing and fine-tuning to stan-
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dardize data structuring. Variations in performance were solely driven by differences in
the fine-tuning data, particularly the amount and type of training materials. Without
fine-tuning, the baseline model incorporated with GROBID exhibited relatively low Con-
text Relevance (CR) at 0.0302, despite relatively high Faithfulness (0.687) and Answer
Relevance (0.888). This highlighted the necessity of fine-tuning to improve the model’s
ability to retrieve relevant content.

Fine-tuning on 5 textbooks (Experiment 2) significantly improved CR to 0.337, with a
slight rise in Faithfulness and a small decline in Answer Relevance. When expanded to
17 textbooks (Experiment 3), CR reached 0.372, demonstrating the advantage of a larger
training dataset, with improved Faithfulness (0.756) and Answer Relevance (0.902). This
model was selected for further testing due to its strong overall performance in CR.

In Experiment 4, adding GROBID to fine-tune with 5 textbooks caused a drop in CR
to 0.062, likely due to the removal of important content during preprocessing. However,
combining GROBID with fine-tuning with 17 textbooks (Experiment 5) restored CR
to 0.335, improving both Faithfulness and Answer Relevance. Further improvements
were seen in Experiment 6, where the addition of Semantic Node Splitter (SNS) slightly
increased CR to 0.339, maintaining competitive Faithfulness and high Answer Relevance.

Overall, fine-tuning with larger datasets significantly improved CR, while GROBID and
SNS added further refinements. The models from Experiments 3 (17 TB) and 6 (17 TB +
G + SNS) were chosen for further evaluation, having demonstrated the best performance
in retrieving relevant academic context, which is the main focus of this study.

Table 4.2 Significant Pairwise Comparisons for Context Relevance Using Tukey’s HSD
Test.

Comparison Mean
Difference

p-value Significant?

1 vs. 2 0.035 <0.001 Yes
2 vs. 3 0.035 <0.001 Yes
3 vs. 4 -0.310 <0.001 Yes
3 vs. 5 -0.037 <0.001 Yes
3 vs. 6 -0.034 <0.001 Yes
6 vs. 2 -0.002 0.999 No
6 vs. 5 -0.003 0.994 No
2 vs. 5 -0.002 0.9996 No

Context Relevance was utilized exclusively to perform the significance tests because the
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primary aim is to assess the impact of fine-tuning on the model’s ability to retrieve rel-
evant content and adapt the embedding model effectively. Since it is crucial for the
embedding to accurately understand the query and obtain the relevant chunks, focusing
on Context Relevance allows us to detect the contributions of different fine-tuning exper-
iments more precisely. To statistically evaluate the significance of the differences in Con-
text Relevance across configurations, we employed Welch’s ANOVA followed by Tukey’s
HSD test for post-hoc analysis (Welch, 1951) (Tukey, 1949). Welch’s ANOVA was chosen
because it does not assume equal variances, making it a more robust method when the
homogeneity of variances assumption is violated. This approach ensures the reliability of
the results by accounting for variance differences across the experiments. Tukey’s HSD
test was then applied to identify which specific pairwise comparisons showed statistically
significant differences, providing a detailed understanding of the performance variations
between the configurations.

The results of Tukey’s HSD tests presented in Table 4.2 indicate a statistically significant
(with p<0.001) enhancement in Context Relevance from the baseline Experiment 1 (No
FT) to Experiment 3 (17 TB). Evidently, Experiment 3 exhibits a statistically significant
superiority over all other experimental conditions with respect to Context Relevance.
While the results for Experiment 6 (17 TB + G + SNS), Experiment 2 (5 TB), and
Experiment 5 (17 TB + G) are closely aligned, exhibiting no statistically significant
differences among them as detailed in the last three rows of Table 4.2, we have chosen to
further evaluate Experiment 6 alongside Experiment 3 due to its position as the second
highest in overall average Context Relevance.

4.2 Performance Metrics for RAG Pipeline Configurations Using the

Fine-tuning Model with Experiment 3

The performance metrics for different RAG pipeline configurations using the fine-tuned
model from Experiment 3, as shown in Table 4.3, illustrate how various enhancements
affect the retrieval process. Adding GROBID (B + G) significantly improved Context
Relevance (CR) from 0.031 to 0.302, demonstrating its effectiveness in structuring the
data. Faithfulness increased to 0.687, while Answer Relevance slightly declined to 0.888,
indicating some variability in the use of the retrieved context. The average word count
also rose to 853.88, reflecting broader context retrieval with GROBID.
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Table 4.3 Performance Metrics for Different RAG Pipeline Configurations Using the Fine-
tuning Model with Experiment 3. (B = Baseline, G = GROBID, FT = Fine-tuning, SC
= Semantic Chunking, AF = Abstract First, EPT = Enhanced Prompting Technique)

Configuration Context
Relevance

Faith-
fulness

Answer
Relevance

Average
Word
Count

1. B 0.031 0.622 0.898 772.92
2. B + G 0.302 0.687 0.888 853.88
3. B + G + FT 0.372 0.756 0.902 836.10
4. B + G + FT + SC 0.456 0.599 0.852 947.94
5. B + G + FT + SC + AF 0.447 0.606 0.848 915.80
6. B + G + FT + SC + AF + EPT 0.454 0.588 0.887 917.86

Combining GROBID with fine-tuning (B + G + FT) further improved CR to 0.372, with
higher Faithfulness (0.756) and Answer Relevance (0.902). This configuration had the
highest Faithfulness, suggesting efficient use of the relevant context. The average word
count dropped to 836.10, reflecting a more refined retrieval process.

Semantic Chunking (B + G + FT + SC) raised CR to 0.456, improving retrieval of
semantically coherent chunks, though Faithfulness dropped to 0.599, likely due to the
larger average word count (947.94). Adding the Abstract-First strategy (B + G + FT +
SC + AF) slightly reduced CR to 0.447 but improved Faithfulness to 0.606, with a lower
average word count of 915.80, indicating more concise retrieval.

The final configuration (B + G + FT + SC + AF + EPT) maintained a high CR
(0.454) and improved Answer Relevance to 0.887. Faithfulness slightly decreased to 0.588,
suggesting the potential for better alignment between context and generated responses.
Overall, the fine-tuning model from Experiment 2 performed best when GROBID, fine-
tuning, and Semantic Chunking were combined, while Enhanced Prompting improved
the quality of responses.

The significant pairwise comparisons presented in Table 4.4 illustrate the impact of each
RAG pipeline enhancement on the key performance metrics. Until the fourth configura-
tion, the successive improvements in Context Relevance and Faithfulness were statistically
significant, as evidenced by the p-values below 0.001 for each step. This indicates that
adding GROBID, fine-tuning, and Semantic Chunking sequentially contributed mean-
ingfully to the improvement in these metrics. However, the Abstract-First strategy and
Enhanced Prompting Technique (configurations 5 and 6) did not produce statistically
significant changes in Context Relevance or Faithfulness, suggesting that these strate-
gies may not further optimize these aspects. In contrast, Answer Relevance only showed
significant differences in configurations 4 and 6, corresponding to the application of Se-
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Table 4.4 Significant Pairwise Comparisons for Different Metrics Using Tukey’s HSD Test
for Table 4.3. (CR = Context Relevance, F = Faithfulness, AR = Answer Relevance)

Metric Comparison Mean
Difference

p-value Significant?

Context Relevance

1 vs. 2 0.2713 <0.001 Yes
2 vs. 3 0.0704 <0.001 Yes
3 vs. 4 0.0838 <0.001 Yes
4 vs. 5 -0.0089 0.952 No
5 vs. 6 0.0073 0.980 No

Faithfulness

1 vs. 2 0.0651 <0.001 Yes
2 vs. 3 0.0691 <0.001 Yes
3 vs. 4 -0.1576 <0.001 Yes
4 vs. 5 0.0068 0.992 No
5 vs. 6 -0.0171 0.673 No

Answer Relevance

1 vs. 2 -0.0103 0.454 No
2 vs. 3 0.0141 0.126 No
3 vs. 4 -0.0496 <0.001 Yes
4 vs. 5 -0.0036 0.989 No
5 vs. 6 0.0380 <0.001 Yes

mantic Chunking and the Enhanced Prompting Technique. This is consistent with the
role of Semantic Chunking in retrieving more relevant context, thereby improving the
relevance of the generated responses, and the Enhanced Prompting Technique’s ability
to refine the model’s output, yielding more precise answers to the posed questions.
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4.3 Performance Metrics for RAG Pipeline Configurations Using the

Fine-tuning Model with Experiment 6

Table 4.5 Performance Metrics for Different RAG Pipeline Configurations Using the Fine-
tuning Model with Experiment 6. (B = Baseline, G = GROBID, FT = Fine-tuning, SC
= Semantic Chunking, AF = Abstract First, EPT = Enhanced Prompting Technique)

Configuration Context
Relevance

Faith-
fulness

Answer
Relevance

Average
Word
Count

1. B 0.031 0.622 0.898 772.92
2. B + G 0.302 0.687 0.888 853.88
3. B + G + FT 0.339 0.701 0.902 841.72
4. B + G + FT + SC 0.475 0.618 0.872 840.24
5. B + G + FT + SC + AF 0.507 0.592 0.863 753.16
6. B + G + FT + SC + AF + EPT 0.507 0.592 0.890 753.16

The results in Table 4.5 present the performance of various RAG pipeline configurations
using the fine-tuned model from Experiment 6 across key metrics. The baseline (B) con-
figuration shows low Context Relevance (CR) at 0.031, with higher Faithfulness (0.622)
and Answer Relevance (0.898), but the retrieved context remains minimally effective.
Adding GROBID (B + G) improves CR to 0.302, with a slight increase in Faithfulness
(0.687) and a small decrease in Answer Relevance (0.888). The average word count also
rises to 853.88, reflecting broader content retrieval.

Introducing fine-tuning alongside GROBID (B + G + FT) further increases CR to 0.339,
with Faithfulness rising to 0.701 and Answer Relevance stabilizing at 0.902. Semantic
Chunking (B + G + FT + SC) brings the highest CR yet (0.485), though Faithfulness
drops slightly to 0.640, with Answer Relevance decreasing to 0.874. The Abstract-First
strategy (B + G + FT + SC + AF) improves CR to 0.507, though both Faithfulness
(0.592) and Answer Relevance (0.863) decrease, possibly due to the narrower focus on
abstract-level content.

Finally, integrating the Enhanced Prompting Technique (B + G + FT + SC + AF +
EPT) maintains CR at 0.507 while increasing Answer Relevance to 0.890. This suggests
that enhanced prompts help the model generate more coherent responses, even as Faith-
fulness remains stable at 0.592. Overall, the best performance in CR was achieved with
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Semantic Chunking and Abstract-First strategies, while enhanced prompting improved
answer quality.

Table 4.6 Significant Pairwise Comparisons for Different Metrics Using Tukey’s HSD Test
for Table 4.5. (CR = Context Relevance, F = Faithfulness, AR = Answer Relevance)

Metric Comparison Mean
Difference

p-value Significant?

Context Relevance

1 vs. 2 0.2713 <0.001 Yes
2 vs. 3 0.0367 0.0065 Yes
3 vs. 4 0.1374 <0.001 Yes
4 vs. 5 0.0315 0.0342 Yes
5 vs. 6 -0.0002 1.0000 No

Faithfulness

1 vs. 2 0.0651 <0.001 Yes
2 vs. 3 0.0137 0.834 No
3 vs. 4 -0.0868 <0.001 Yes
4 vs. 5 -0.0224 0.3643 No
5 vs. 6 0.0002 1.0000 No

Answer Relevance

1 vs. 2 -0.0103 0.3491 No
2 vs. 3 0.0140 0.0736 No
3 vs. 4 -0.0295 <0.001 Yes
4 vs. 5 -0.0090 0.5050 No
5 vs. 6 0.0270 <0.001 Yes

The significant pairwise comparisons in Table 4.6 indicate consistent improvements in
Context Relevance across each step, up until the final configuration involving Enhanced
Prompting. This aligns with expectations, as Enhanced Prompting primarily influences
the response generation phase rather than context retrieval. The Abstract-First approach
(configuration 5) produced a significant enhancement in Context Relevance, contrasting
with its lack of significant effect in Experiment 3 (Table 4.4). This suggests that Abstract-
First may facilitate more efficient retrieval processes in certain experimental conditions.
Faithfulness significantly increased only with the initial addition of GROBID (configura-
tion 2), while it showed a notable decline with the introduction of Semantic Chunking
(configuration 4), possibly due to the increased length of retrieved content impacting
alignment with the generated response. For Answer Relevance, the metric significantly
decreased with the addition of Semantic Chunking but later improved with Enhanced
Prompting, reflecting the latter’s role in refining the generated responses to align more
closely with the retrieved context.
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5. DISCUSSION & CONCLUSIONS

The experiments conducted in this study aimed to refine the Retrieval-Augmented Gen-
eration (RAG) pipeline for academic literature, focusing on enhancing the retrieval of
context relevant to data science-related queries. Several configurations were evaluated
across key metrics, including Context Relevance (CR), Faithfulness, and Answer Rele-
vance, providing insight into how different components of the pipeline affect its overall
performance. The emphasis of this work was on improving CR, given its direct correlation
with the ability to retrieve pertinent context from large corpora of academic literature.

One of the key findings is the positive impact of fine-tuning on CR across all config-
urations. Models that were fine-tuned using domain-specific textbooks, particularly in
Experiments 2 and 5, consistently outperformed the baseline model in retrieving context
relevant to the query. This highlights the importance of curating high-quality, domain-
specific datasets when fine-tuning language models to optimize their performance for
specialized tasks. The results also suggest that increasing the size of the fine-tuning cor-
pus, as seen in Experiment 2, improves not only CR but also Faithfulness and Answer
Relevance. This trend underscores the value of larger and more comprehensive training
datasets for improving the system’s ability to retrieve and use relevant information.

The introduction of GROBID provided mixed results. While it significantly improved CR
by structuring the data for more precise retrieval, its incorporation without sufficient fine-
tuning, as seen in Experiment 3, led to a noticeable drop in CR. This suggests that while
GROBID’s document structuring is beneficial, it must be paired with ample training data
to ensure that critical context is not inadvertently removed during preprocessing. The
combination of GROBID with fine-tuning on larger datasets restored CR to higher levels,
as observed in Experiments 4 and 5, indicating that the issues introduced by GROBID
can be mitigated with appropriate data preparation (Lopez, 2024).

Semantic Chunking also played a significant role in improving CR, particularly in the
final stages of the pipeline. By grouping text into semantically coherent chunks, this
technique ensured that the model retrieved more meaningful and contextually relevant
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information. However, the trade-off between longer retrieved contexts and Faithfulness
suggests that future work could explore ways to balance chunk size with the system’s
ability to generate precise answers from the retrieved information. This is evident in the
slight reduction in Faithfulness observed when Semantic Chunking was introduced.

The Abstract-First strategy introduced in the pipeline further refined the retrieval pro-
cess by focusing on abstracts to filter relevant content before conducting a more in-depth
full-text search. This approach led to notable improvements in CR, achieving the highest
scores across all configurations. Interestingly, the use of abstracts challenges the conven-
tional assumption that broader searches yield better results. The findings suggest that a
more focused search using abstract-level information can be equally, if not more, effective
than full-text searches. This method not only reduced the average word count but also
demonstrated that a concise, abstract-based search can still maintain high relevance in
context retrieval. However, it remains to be seen whether this strategy is as effective in
other domains where abstracts may not fully capture the nuances of the article’s content,
presenting an area for future research.

The Enhanced Prompting Technique, while not affecting CR directly, improved Answer
Relevance by guiding the LLM to better utilize the retrieved context when generating
answers. Since the LLM combines the retrieved context with the query to produce the
response, the prompt’s structure plays a pivotal role in maximizing the utility of the
language model. The relatively stable CR across configurations that employed enhanced
prompting confirms that this technique’s impact is not on retrieval but rather on improv-
ing how well the model aligns its responses with the given context. This result underscores
the importance of prompt design in optimizing response generation. Moreover, there re-
mains room for further improvements in prompt alignment, as the open-ended nature of
prompts offers opportunities to refine how context and query are combined to generate
more precise and contextually accurate responses.

In future enhancements, incorporating knowledge graph-based approaches for automat-
ing the validation and structuring of retrieved content could significantly improve the
accuracy and reliability of RAG applications. Such techniques, as demonstrated in the
construction and validation of behavioral models using automated knowledge extraction,
show promise for dynamically synthesizing robust and relevant information from diverse
sources (Sonnenschein et al., 2024). By integrating these methods, RAG systems could
better manage complex information retrieval tasks, thereby further enhancing decision-
making processes across various domains.

In conclusion, this study illustrates that the proposed Enhanced RAG Architecture, which
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integrates fine-tuning on domain-specific datasets, employs GROBID for data structur-
ing, implements Semantic Chunking, and utilizes an Abstract-First strategy, significantly
enhances the capability of the RAG pipeline to retrieve pertinent academic content. The
fine-tuning models with larger and more diverse training sets, as demonstrated in Exper-
iments 3 and 6, were particularly effective in increasing Context Relevance (CR), which
aligns with the study’s goal of improving retrieval of academic literature for data scien-
tists. While Semantic Chunking and Abstract-First approaches further refined retrieval
precision, the observed trade-offs in Faithfulness suggest a need for future work to opti-
mize how retrieved content is utilized in generating responses. The Enhanced Prompting
Technique contributed to more contextually aligned answers, highlighting the role of
prompt design in enhancing LLM performance within RAG systems. These findings offer
useful insights for advancing context retrieval systems in academic research, with further
investigations needed to assess the broader applicability of these methods.

Despite its contributions, this study has several limitations. One key challenge is the lack
of a standardized ground truth for evaluating the quality of the generated answers. To
address this, we utilized the RAGAS framework, which relies on LLMs for evaluation.
While this method was the most viable given the circumstances, it introduces a degree
of subjectivity into the assessment, potentially affecting the interpretation of the results.
Additionally, the reliance on a custom test set, developed specifically for this study, poses
another limitation. Although the questions were designed to reflect realistic challenges in
data science, the lack of a widely accepted benchmark for RAG evaluation in academic
literature restricts the generalizability of the findings. Future research should aim to
establish standardized benchmarks and ground truth datasets to facilitate more robust
and comparable evaluations across studies.
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APPENDIX

A. Advanced-Data Science Questions

1. I’m a data scientist in the financial sector, selecting features to predict stock prices.
I’ve used traditional methods like backward elimination. Which advanced feature
selection technique should I consider to enhance model performance?

2. In the context of agriculture, I’m predicting crop yields based on soil and weather
data. Having tried manual feature selection, what automated feature selection
method would help in identifying the most influential factors for yield prediction?

3. As a data scientist in the insurance industry, I’m working on customer churn predic-
tion. I’ve used correlation-based feature selection but need to account for nonlinear
relationships. Which technique would be suitable for this purpose?

4. Working in the healthcare sector, I deal with patient vital signs data that often
contains outliers. After using Z-score for outlier detection, what robust outlier
elimination technique should I adopt for cleaner datasets?

5. In the manufacturing industry, I’m analyzing sensor data from machinery for pre-
dictive maintenance. Having used the IQR method to detect outliers, which ad-
vanced technique would you recommend for more accurate anomaly detection and
elimination?

6. I’m analyzing customer behavior data in e-commerce, using PCA for dimensionality
reduction. Can you suggest a modern technique that might offer better insights
while preserving data variance?

7. In environmental science, I deal with high-dimensional climate data. Having used
t-SNE for visualization, what other dimensionality reduction method should I con-
sider for more effective data analysis?
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8. As a data scientist in the telecom sector, I work with extensive network traffic data.
After applying LDA for feature extraction, what newer technique would enhance
the interpretability and accuracy of my models?

9. In the energy industry, I’m analyzing sensor data from smart grids. While PCA
has helped in reducing dimensions, what alternative should I explore for better
performance with large datasets?

10. I’m studying brain imaging data for neurological research. Having tried factor
analysis, what other dimensionality reduction technique could help in uncovering
hidden patterns more effectively?

11. In the automotive industry, I develop models for autonomous vehicles using real-
world driving data. What synthetic data generation technique can I use to augment
my dataset while ensuring realistic scenarios?

12. Working with confidential financial data, I need to generate synthetic datasets for
model training. Which method would provide a balance between data utility and
privacy?

13. As a data scientist in social sciences, I deal with sensitive survey data. What
technique should I use to generate synthetic data that maintains the statistical
properties of the original data?

14. In robotics, I’m training a robot to navigate complex environments. Having used
Q-learning, what advanced reinforcement learning algorithm should I explore for
improved performance in dynamic settings?

15. As a game developer, I’m using reinforcement learning to create intelligent agents.
Beyond DQN, which algorithm would enhance the adaptability and learning speed
of my agents?

16. In the pharmaceutical industry, I’m classifying drug responses based on genetic
data. After using SVM, what advanced classification algorithm should I consider
for better accuracy and interpretability?

17. As a data scientist in the automotive sector, I’m classifying vehicle types from
sensor data. Having used decision trees, which more sophisticated method could
improve classification performance?

18. Working in cybersecurity, I classify network traffic for threat detection. Beyond
random forests, what advanced classification technique should I employ for more
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accurate threat identification?

19. In the education sector, I’m classifying student performance based on learning be-
haviors. After using k-NN, which algorithm would offer better results considering
interpretability and accuracy?

20. As a data scientist in the legal domain, I’m classifying legal documents by type.
What advanced classification method would enhance my document categorization
system?

21. In the energy sector, I’m predicting energy consumption using multiple regression.
What advanced regression model could provide better accuracy and handle nonlin-
earity more effectively?

22. Working in the telecommunications industry, I’m predicting customer call dura-
tions. Having tried ridge regression, which sophisticated regression technique should
I explore next?

23. In the field of epidemiology, I’m predicting disease spread based on environmen-
tal factors. Beyond polynomial regression, what model should I use to improve
predictive accuracy?

24. As a data scientist in real estate, I’m predicting property values. After using lasso
regression, which advanced method would you recommend for incorporating spatial
dependencies?

25. In transportation, I’m predicting traffic flow using regression models. What ad-
vanced technique should I consider for capturing complex patterns in traffic data?

26. In the context of smart cities, I’m clustering IoT sensor data. Having used
DBSCAN, what other clustering algorithm would be effective for large, diverse
datasets?

27. As a data scientist in the food industry, I’m clustering consumer taste preferences.
Beyond hierarchical clustering, which algorithm should I explore for better segmen-
tation?

28. Working in the entertainment sector, I’m clustering movie preferences. What ad-
vanced clustering method can help in identifying more nuanced audience segments?

29. In environmental monitoring, I’m clustering air quality data. After using agglom-
erative clustering, which technique would provide better results for large-scale en-
vironmental datasets?
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30. As a data scientist in sports analytics, I’m clustering player performance metrics.
Beyond Gaussian Mixture Models, which advanced clustering method should I con-
sider for improved insights?

31. In medical imaging, I’m detecting abnormalities in MRI scans. Beyond CNNs, what
advanced deep learning architecture should I explore for higher accuracy?

32. As a data scientist in agriculture, I’m analyzing drone imagery for crop health.
Having used image segmentation, which technique should I adopt for more precise
analysis?

33. Working with satellite imagery in environmental science, I’m classifying land use.
Beyond traditional CNNs, which model should I explore for improved accuracy and
efficiency?

34. In the automotive sector, I’m developing object detection systems for autonomous
vehicles. What advanced image processing technique would enhance detection ac-
curacy in real-time scenarios?

35. As a data scientist in fashion, I’m analyzing images for style recognition. Beyond
transfer learning, which approach should I use to improve model performance?

36. In legal tech, I’m analyzing contracts using NLP. Having used word embeddings,
what advanced technique should I consider for better understanding legal jargon
and nuances?

37. As a data scientist in customer service, I’m developing chatbots for automated
responses. Beyond basic sequence models, which advanced NLP model should I
explore for more natural interactions?

38. Working in publishing, I’m analyzing book reviews for sentiment analysis. What
state-of-the-art NLP technique would help in capturing complex sentiments more
accurately?

39. In the field of education, I’m developing automated grading systems. Having used
traditional NLP methods, which advanced model should I adopt for better accuracy
in grading essays?

40. As a data scientist in social media analysis, I’m detecting trends from tweets. Be-
yond LSTM, which cutting-edge NLP technique should I consider for more insightful
trend analysis?

40



41. In finance, I’m forecasting stock prices using traditional ARIMA models. What ad-
vanced time series analysis method should I use to better capture market volatility?

42. As a data scientist in retail, I’m predicting sales trends. Beyond SARIMA, which
technique should I explore to account for seasonal variations and promotions?

43. Working in the energy sector, I’m forecasting electricity demand. Having used
exponential smoothing, what advanced method should I consider for more accurate
demand predictions?

44. In healthcare, I’m analyzing patient vital signs over time. What advanced time
series model would enhance the predictive accuracy of health outcomes?

45. As a data scientist in transportation, I’m forecasting passenger flow. Beyond tra-
ditional methods, which advanced technique should I adopt to improve forecasting
accuracy?

46. In the context of fraud detection, I’m evaluating the performance of my models.
Beyond accuracy and precision, what other evaluation metrics should I consider for
a more comprehensive assessment?

47. As a data scientist in healthcare, I’m evaluating models for disease prediction.
Which evaluation method would help in understanding the trade-offs between sen-
sitivity and specificity more effectively?

48. Working in marketing, I’m assessing the effectiveness of customer segmentation
models. Beyond silhouette score, what other evaluation techniques should I use to
validate the quality of my clusters?

49. In the field of education, I’m evaluating models for predicting student success.
What advanced evaluation metrics should I consider to ensure my models are both
accurate and fair?

50. As a data scientist in manufacturing, I’m assessing the performance of predictive
maintenance models. Beyond traditional metrics, which evaluation method should
I use to measure the real-world impact of my models?
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Cambridge University Press, 2003.
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Time Series Analysis and Forecasting. 2nd Edition, Wiley, 2015.
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14. Prince, Simon J.D. Understanding Deep Learning. Draft Edition, 2024.

15. Shashua, Amnon. Introduction to Machine Learning. The Hebrew University of
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tion. 2nd Edition, MIT Press, 2018.
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2014.
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D. Sample Output For Baseline Model for Question 40

Question Contexts Answer Context
Relevance

Faithfulness Answer
Relevance

As a
data
scientist
in social
media
analysis,
I’m de-
tecting
trends
from
tweets.
Beyond
LSTM,
which
cutting-
edge
NLP
tech-
nique
should I
consider
for more
insight-
ful trend
analy-
sis?

•ample, in the 2016 U.S elections, along with #Election2016, the two
political parties used the #VoteTrump and #ivotedforHillaryClinton
respectively to reach out to the general public on social media. In
Twitter, for a hashtag to qualify as a trending topic, the Twitter trend-
ing algorithm is designed in such a way that the users will be shown the
trending tweets based on their location, interests and the profiles they
follow. Trends are usually the hashtags that have been used vastly in a
short period. Facebook also has a trending module to show what topics
are being discussed. Trends are an adequate way to ignite a discus-
sion on a topic. However, considering the dynamic and erratic nature
of social media, a trending topic can be replaced within seconds of its
initiation; this can have a disadvantage over a current problem, which
is trending. If the issue at hand carries a significant concern and needs
to reach out to its con-
•The engagement for Vauxhall remained at a consistent level through-
out the event (see Figures 5 and 11), despite the rapid drop-off in the use
of the promoted hashtag. CONCLUSIONS & FUTURE DIRECTIONS
In this paper, we present a measurement-driven study of the effects
of promoted tweets and trends on Twitter on the engagement level of
users, using a number of ML and NLP techniques in order to detect rel-
evant tweets and their sentiments. Our results indicate that the use of
accurate methods for sentiment analysis, and robust filtering for topical
content, is crucial. Given this, we then see that promoted tweets and
trends differ considerably in the form of engagement they produce and
the overall sentiment associated with them. We found that promoted
trends lead to higher engagement volumes than promoted tweets. How-
ever, although promoted tweets obtain less engagement than promoted
trends, their engagement forms are often more brand-inclusive.
•features of the event as the location of the event’s peak, its growth and
relaxation signatures, contain valuable information and must be used
in the analytics. The predictive power of Twitter events in this study
was evaluated using two scenarios: in the first scenario, we performed
the analysis for the aggregated Twitter signal considering only tweets’
sentiment; in the second scenario, we cluster Twitter sentiment events
based on their shape and then calculate the statistics of successful pre-
dictions separately for every event type. The results of our analysis can
be summarized as follows: - Aggregated Twitter events can be used to
predict sales spikes. - Spikes can be separated into categories based on
their shapes (position of the peak, growth, and relaxation signatures).
- Different spike shapes are differently associated with sales. - Some
spike types have a higher predictive power than the aggregated Twitter
signal.
•This shows that Twitter users do not tweet as positively about a
promoted trend as they would about a promoted tweet. Instead, a
large proportion of tweets relating to a promoted trend contained no
emotional words, or if they did, the positive and negative sentiments
balanced each other out. They generally contained just the promoted
hashtag or generally had an objective, matter-of-fact tone (e.g., - “Get
3G where I live... #O2WhatWouldYouDo”).Figure 11:# related en-
gagements
•Social media sites like Facebook and Twitter have emerged as popu-
lar destinations for users to get real-time news about the world around
them. On these sites, users are increasingly relying on crowdsourced
recommendations called Trending Topics to find important events and
breaking news stories. Typically topics, including key phrases and key-
words (e.g., hashtags), are recommended as trending when they exhibit
a sharp spike in their popularity, i.e., their usage by the crowds sud-
denly jumps at a particular time (Twitter 2010). Once a topic is selected
as trending, it gets prominently displayed on social media homepages,
thus reaching a large user population. Additionally, traditional news
organizations often pick trending topics and cover them in their news
stories (a practice termed Hashtag journalism), further amplifying their
reach. Recognizing their importance,
•Benevenuto, F., Magno, G., Rodrigues, T., and Almeida, V. 2010.
“Detecting spammers on Twitter,” in Collaboration, electronic messag-
ing, anti-abuse and spam conference, pp. 12-21. Bermingham, A., and
Smeaton, A. F. 2011. “On using Twitter to monitor political sentiment
and predict election results,” in Proceedings of the Sentiment Analy-
sis where AI meets Psychology Workshop. Bollen, J., Mao, H., and
Zeng, X. 2011. “Twitter mood predicts the stock market,” Journal of
Computational Science (2:1), pp. 1-8. Cha, M., Haddadi, H., Ben-
evenuto, F., and Gummadi, P. K. 2010. “Measuring User Influence in
Twitter: The Million Follower Fallacy,” in Proceedings of the Fourth
International AAAI Conference on Weblogs and Social Media, pp. 10-
17. Culotta, A. 2013. “Lightweight methods to estimate influenza rates
and alcohol sales volume from Twitter messages,” Language resources
and evaluation (47:1), pp. 217-238. Dann, S. 2010. “Twitter content
classification,” First Monday (15:12).

Consider using
transformer-based
models like BERT or
GPT for more insight-
ful trend analysis in
social media. These
models excel in under-
standing context and
semantics, which can
enhance sentiment
analysis and topic de-
tection. Additionally,
exploring techniques
like clustering for
sentiment events
can provide deeper
insights into the dy-
namics of trending
topics.
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E. Sample Output For the Most Enhanced Model For Question 40

Question Contexts Answer Context
Relevance

Faithfulness Answer
Relevance

As a
data
scientist
in sports
analyt-
ics, I’m
clus-
tering
player
perfor-
mance
metrics.
Beyond
Gaus-
sian
Mixture
Models,
which
ad-
vanced
clus-
tering
method
should I
consider
for im-
proved
insights?

Global lifestyle and investment patterns are significantly influenced by
socioeconomic changes. The widespread availability of high-speed inter-
net and online social media has enabled people to express their views
freely on various scales. Nowadays, a majority of users utilize plat-
forms such as WhatsApp, Twitter, Instagram, etc., to communicate and
share comments through tweets, status updates, stories, reels, shorts,
etc. The digital revolution has also transformed the financial market,
making stocks, mutual funds, and precious metals easily accessible in
electronic form, allowing people to make online purchases conveniently
from the comfort of their homes. Throughout the last century, eco-
nomics has achieved unprecedented heights. In the multicurrency sys-
tem, nearly all governments worldwide strive to manage their country’s
economic status by boosting GDP, reducing inflation, and controlling
the exchange rate between their domestic currency and foreign currency
to enhance the lifestyle and income levels of their citizens. Microeco-
nomics focuses on the financial position of entities such as farms and
enterprises, guiding decision-making and choice among various options.
Stocks, mutual funds, oil, gas, precious metals, goods, services, and
products witness fluctuations in their market prices over time. These
variations are influenced by factors such as news, natural calamities,
political stability, climate, and other dynamic elements. The nature
of news has changed considerably, with users now primarily accessing
information online through various social media platforms rather than
relying solely on traditional printed newspapers. Consequently, social
media posts play a crucial role in shaping the financial market, es-
pecially when authored by influential leaders, significantly amplifying
their impact. In this study, we explore the impact of social media posts,
such as tweets, on the financial market using artificial intelligence. We
analyze the relationship between tweets and stock prices through the
application of Natural Language Processing. This motivation propels
us to develop a sophisticated model that can effectively analyze the in-
fluence of social media posts, particularly tweets, on financial markets.
1. Beyond Traditional Models and Temporal Sentiment Dynamics: In
contrast to existing financial market prediction models employed by
investment banks, which predominantly rely on historical price anal-
ysis, our model extends its reach by considering the influential voices
of market leaders on social media platforms. By incorporating Twitter
sentiments, we introduce a state-of-the-art Memory-based Sentiment
Analysis, which goes beyond immediate effects by gauging the tempo-
ral impact of tweets on financial market prices. Twitter Sentiment:
Our model adopts a multistep learning process, beginning with learn-
ing to analyze Twitter sentiment. This phase involves the generation
of sentiment scores and categorization into positive, negative, or neu-
tral sentiment statuses based on leaders’ tweets. This state-of-the-art
approach enables the system to discern the emotional tone of leaders’
voices in real-time. Additionally, historical sentiment patterns from
previous n days are used to capture more enduring effects on market
prices. This dual approach enhances our model’s predictive accuracy
by considering both the immediate and longer-term impacts of social
media sentiments on financial markets. Building on sentiment analy-
sis, our model progresses to learn to map tweet sentiments with dif-
ferent financial components. Here, the model establishes a connection
between sentiment scores and statuses with dated market prices, effec-
tively synchronizing the ebb and flow of sentiments with market trends.
This mapping provides a comprehensive understanding of how social
media sentiments correlate with financial components. Mapping: The
final phase, learning to predict the price using tweets stock mapping,
equips the model with the ability to forecast financial market fluctu-
ations based on the established mapping between social media senti-
ments and historical prices. This integration allows our model to offer
timely and state-of-the-art predictions that consider both traditional
market factors and social media dynamics. To enhance interpretabil-
ity, this essentially teaches a backtraversal mechanism. By analyzing
the effects of specific words or sets of words on Twitter that influence
market fluctuations, the system gains the ability to identify and high-
light the linguistic triggers influencing financial markets. This granular
analysis enhances the model’s transparency and provides state-of-the-
art insights into the relationship between social media sentiments and
market movements.

Consider using
Memory-based Senti-
ment Analysis, which
captures both imme-
diate and longer-term
impacts of tweets on
financial markets.
This technique allows
for the generation of
sentiment scores and
the mapping of these
sentiments to market
prices, enhancing
predictive accuracy.
Additionally, it pro-
vides insights into
the linguistic trig-
gers that influence
market fluctuations,
improving model
interpretability.
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