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ABSTRACT

E-CUSTOMIZATION OF AN ONLINE RETAILER

SADAF ZARRIN

Business Analytics M.Sc. THESIS, December 2022

Thesis Advisor: Asst. Prof. Burak Gökgür
Thesis Co-Advisor: Assoc. Prof. Ayşe Kocabıyıkoğlu

Keywords: Online Retailer, Consumer Behavior Analysis, RFM Method, K-means
Clustering, Association Rule Mining

Data science and machine learning algorithms enable companies to track consumer
behavior from large datasets for dierent markets. In online retail platforms, these
analyses can help to extract popular products and expose these to customers to
increase the purchase probability. In this study, we used the data of an online
Turkish retailer containing 841 customers and 1282 transactions to propose two
frameworks to improve the recommendation system (RS) and website layout of the
company to stimulate more purchases. In the rst framework, we utilized RFM
(Recency, Frequency, Monetary) analysis to evaluate people’s purchasing behavior in
the context of these three variables. Next, by using these features and the K-means
clustering algorithm, we assigned customers to dierent clusters. The four segments
thus built are Loyal Customers, High-potential Customers, Prosperous Customers,
and Departed Customers. In the nal step, relying on association rule mining,
10 products were extracted from the frequently bought itemsets of the rst three
clusters to oer to the customers by the recommendation system. In the second
framework, we developed a mechanism that adopts the lift metric of association
rule mining to change the layout of the company’s website to increase purchase
probability.
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ÖZET

ÇEVRİMİÇİ BİR PERAKENDECİNİN E-ÖZELLEŞTİRİLMESİ

SADAF ZARRIN

İş Analitiği YÜKSEK LİSANS TEZİ, Aralık 2022

Tez Danışmanı: Asst. Prof. Burak Gökgür
İkinci Tez Danışmanı: Assoc. Prof. Ayşe Kocabıyıkoğlu

Anahtar Kelimeler: Çevrimiçi Perakendeci, Tüketici Davranışı Analizi, RFM
Metodu, K-ortalama Kümeleme, Birliktelik Kuralı Madenciliği

Veri bilimi ve makine öğrenimi algoritmaları, şirketlerin farklı pazarlar için büyük
veri kümelerinden tüketici davranışlarını izlemesine olanak tanır. Çevrimiçi perak-
ende platformlarında, bu analizler popüler ürünleri ayıklamaya ve bunları müşter-
ilere sunarak satın alma olasılığını artırmaya yardımcı olabilir. Bu çalışmada, 841
müşteri ve 1282 işlem içeren bir çevrimiçi Türk perakendecisinin verilerini kulla-
narak tavsiye sistemini (RS) ve şirketin web sitesi düzenini iyileştirerek daha fazla
satın almayı teşvik edecek iki çerçeve önerdik. İlk olarak, insanların satın alma
davranışlarını bu üç değişken bağlamında değerlendirmek için RFM (Yenilik, Sıklık,
Para) analizini kullandık. Ardından, bu özellikleri ve K-means kümeleme algorit-
masını kullanarak müşterileri farklı kümelere atadık. Bu şekilde oluşturulan dört
bölüm, sadık müşteriler, yüksek potansiyel müşteriler, müreeh müşteriler ve ayrılan
müşterilerdir. Son adımda, birliktelik kuralı madenciliğine dayanarak, müşterilere
sunmak için ilk üç kümenin her biri için sık satın alınan ürünlerden 10’ar ürün
çıkarıldı. İkinci yöntemde, şirketin web sitesinin web düzeninde verimliliği artırmak
için birliktelik kuralı madenciliğinin kaldırma metriğini benimseyen bir mekanizma
geliştirdik.
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1. INTRODUCTION

Many technology-savvy consumers search for products and services on the internet
before making a purchase. In this process, customization plays a highly signicant
role in adjusting a standard product or service to meet the individual customer’s
needs. The objective is to increase value for customers and therefore boost loyalty.
Furthermore, the company and producers can benet from increased prots (Mont-
gomery and Smith, 2009). Internet-based customization applications have greatly
advanced, as the internet provides a well-suited environment for interacting with
information. One of the technologies and analytical tools that businesses have in-
vested heavily in to guide customers in their purchases is recommendation systems.
Personalized recommendations and lters help consumers nd interesting items from
a large pool of products based on their preferences. Long-tail phenomena eects are
another reason recommendation systems are considered necessary. Physical markets
are limited by shelf capacity to provide only the most popular items and in online
markets and retailers, this phenomenon forces the markets to recommend special
items to individual customers because it is impossible to present all available items
to them (Leskovec et al., 2020). This issue should be considered not only in the
recommendation of products but also in the order of placement of products on the
website. The more products that have a higher possibility of buying at the same
time are placed next to each other, the more they are exposed to the customers and
can encourage them to buy.

Amazon is one of the famous companies for using recommendation systems and
oering personalized items to customers (Smith and Linden, 2017). Twitter is also
a social information network that uses recommendation systems to help users nd
their favorite tweets. Without using such systems, users can be easily overwhelmed
by the huge number of tweets created each day and the great amount of information
people want to convey to others (Kywe et al., 2019). Other famous websites like
Reddit and Facebook also utilize recommendation systems to help their visitors to
nd easily what they want.

To implement recommendation systems or decide about the ecient website lay-
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out of the online markets, companies need to perform consumer behavior analysis
based on previous data and regarding the customers’ demand and behavior towards
dierent products and categories. Without understanding the customers’ previous
behavior, we will be unable to extract their interests and implement a suitable
method.

The primary focus of this research is to provide two methods with the help of con-
sumer behavior analysis and data science algorithms to increase the revenue of online
markets. Specically, we focus on the data of an online retailer in Turkey named
Baskasindaarama.com. This website is a marketplace that provides products from
dierent categories like lifestyle, FMCG, and self-care. The data provides us with
transactional information on 2020 sales. It has the purchasing data of 841 unique
customers provided in 2126 rows. This website does not use any methods to place
the products on the website. Each page is just oering dierent items of the same
categories placed next to each other by their brands’ names. Moreover, the retailer
does not benet from the advantages of a recommendation system implemented by
modern data science algorithms. They just suggest new or seasonality products to
all the visiting customers without considering the dierences between them. The
rst proposed framework is an improved recommendation system and the second one
is implementing a method to change the website layout to increase the likelihood of
more purchases.

By implementing these two methods, we want to answer the following questions:

• How can we segment the customers considering their dierent purchasing be-
havior?

To answer this question in the rst framework, we use the ‘date’, ‘turnover’,
and ‘transaction’ columns in the purchasing data of the website to implement
the RFM, a consumer behavior analysis method, to derive recency, frequency,
and monetary scores for each customer. The ‘date’ column gives us information
about the exact date the customer purchased a specic item. Therefore, by
considering this information and the last date in the data, we can nd out
about each customer’s recency score. Frequency shows us the total number of
purchases of each customer and by adding up the number of transactions for
each customer, this score can be calculated. By using the sum of ‘turnover’
values for each customer, the amount of money that was spent on the website
is specied for each person. In the next step, we segment the customers by
utilizing these three scores in the K-means clustering which is an unsupervised
machine learning algorithm.
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• How can we build a customized recommendation system to increase the rev-
enue of the retailer?

To build the recommendation system, we use the results of the K-means clus-
tering algorithm that builds the clusters of the customers. Members of each of
these groups have similarities in recency, frequency, and monetary. By imple-
menting the Apriori algorithm, which is an association rule mining algorithm,
we can identify popular products in each cluster and use them in the recom-
mendation system. This method exposes popular products to customers and
increases sales and income.

• What are the most bought products and categories in each segment?

By implementing the Apriori algorithm, we can nd out about the frequent
rules in each segment and extract the most bought items from these rules.
Moreover, we can discover the categories of these popular items.

• How can we propose a customized website layout to enhance revenue?

If we can nd the items that are most bought together, we can put these items
next to each other on the website and increase the purchase probability. By
utilizing the ‘lift’ metric of the association rules and seeking to maximize the
sum of two-way lift values via Excel, we extract these items and change the
website layout.

The summary of the implemented methods to answer these questions is explained
step by step in the following:

In the rst framework, we identify purchasing patterns using the transaction data
of the retailer and data mining techniques. First, we use RFM, a behavior analysis
method, to nd out about the three characteristics of the customers in the data.
In the next step, we utilize the results to implement K-means clustering, an un-
supervised machine learning algorithm, to cluster the customers. The nal step is
utilizing association rule mining to nd the most purchased products together in
each segment and use them in the recommendation system of the retailer.

The second framework is using association rule mining to extract the two-way lift
values that show the strength of the rules of buying each of the two products to-
gether. With the help of these values and trying to maximize the sum of them, we
can place the products with higher two-way lift values next to each other to increase
the probability of buying more products.

This thesis is organized as follows: Section 2 provides background and the liter-
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ature review on consumer behavior analysis, machine learning, and data mining
algorithms, especially two utilized methods, K-means clustering, and association
rule mining. In Section 3, we give brief information about the data we used in the
thesis along with data preprocessing explanation. Section 4 discusses the two im-
plemented methodologies. Section 5 presents the results of the applied methods and
algorithms. Finally, Section 6 provides the concluding remarks, the contribution of
the research, a summary of the thesis, and the research limitations.
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2. LITERATURE REVIEW

In this chapter, we discuss the literature review by exploring the research that has
been conducted under the headings of e-commerce and consumer behavior analy-
sis, machine learning and clustering, and data mining and market basket analysis.
These are three closely related areas and have signicant implications for businesses,
marketers, and researchers seeking to understand and predict consumer behavior.
By reviewing the existing literature on these topics, we aim to provide an overview
of the current state of knowledge and nd appropriate tools to employ or identify
gaps in the research that may be addressed in future studies. Moreover, we discuss
our contribution to the literature in these areas at the end of the section, including
the frameworks we took in our research to reach the new insights and ndings we dis-
covered. Overall, this literature review aims to highlight the importance of machine
learning, data mining, and recommendation systems in consumer behavior analy-
sis and the potential contributions to our understanding of consumers’ behavior in
general.

2.1 E-Commerce and Consumer Behavior Analysis

Before the advent of the internet, consumers could only browse and purchase prod-
ucts at retail brick-and-mortar stores. These stores have several issues, including a
limitation in numbers and physical space for inventory which cause limited exibil-
ity to adapt to changing consumer preferences or trends and high operating costs
which leads to expensive pricing. Customers had more of the issues. They were
having diculty purchasing what they needed because of high prices, limitations
in reaching due to inconvenient locations and limited operating hours, the lengthy
process of purchasing their necessities, limited options, and crowded stores (Chan
and Pollard, 2003).
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Today, however, consumers are increasingly turning to online stores for their necessi-
ties. The benets of online retailers for producers and brands include costs reduction
in running and selling, operating 24/7/365, ease of scaling up, aordable marketing
and advertising, no reach limitations and connecting with potential customers all
around the globe, faster response to market demands and expanding their brands
quickly, providing more products and the most important one; collecting customer
data and discovering Insights. The advantages for the customer side include quick
access to favored retailers without taking a lot of time, simplicity and comfort of
purchase with no reach limitations, having a large number of choices with more de-
tailed information, product, brand, and price comparison, lower prices and several
payment options (Amazon, 2021; Malloy, 2019).

Considering the available trends and statistics, it is clear that the transition from
brick-and-mortar methods of buying and selling to online methods has taken place
and is continuing to rapidly grow. E-commerce is the new reality and is the com-
mon desire and behavior of sellers and customers. Statista estimates that worldwide
online retail sales were close to 1,250 and 3 billion dollars in 2013 and 2018, respec-
tively, and will reach 6.5 billion dollars in 2023 (Kywe et al., 2019). The rise of this
level of transaction highlights the importance of using various marketing analysis
methods to gure out customers’ needs and behavior to enhance the oerings and
services of online markets.

Customer behavior study is the process of collecting, analyzing, and interpreting
data about the behavior of customers in a particular market or industry (Abrardi
et al., 2022). By studying customer behavior, manufacturers, marketers, and sellers
can gure out what factors, how, why, when, and where, inuence their customers’
purchase decisions (Kim and Kim, 2022). Also, It is a way for businesses to un-
derstand how customers make their purchasing decisions, what factors aect their
decisions and behaviors, and how they respond to dierent marketing strategies and
recommendations, such as new products/services, retailing and advertisement op-
erations (Kardes et al., 2014). Utilizing the information gained through consumer
behavior study, retailers can provide better shopping experiences, by optimizing
store layout and minimizing operational costs which eventually leads to obtaining
higher revenue and protability for the retailer (Abrardi et al., 2022).

In the internet era, analysis of customer behavior in e-commerce has become an
eective and powerful analytical tool for businesses and sellers that are trying to
better understand how online shoppers interact with an application or website, as
well as predict consumer behavior since it signicantly aects protability due to
the scale of the business (Alan et al., 2019). Online shopping is on the rise, which
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allows companies to collect huge amounts of data on customer behavior, such as what
products they purchase, how they interact with websites, applications and social
media, and how they make their buying decisions. The data collected can be used
to gain insights into customer preferences, predict future purchasing decisions and
patterns, and tailor marketing strategies and recommendations to specic customer
segments (Manis and Madhavaram, 2023).

Data is as much essential as the methods and tools to investigate customers’ be-
havior. For customer behavior analysis in the traditional way, survey data, sales
data, and CRM data were collected through questionnaire surveys, A/B testing,
focus groups analysis, historical transaction databank, and customer relationship
management systems as data gathering tools to be utilized, which were hard to
reach, convert and analyze (Foxall, 2001). With the spread of e-commerce and
the use of social media, and thanks to the emergence and development of big data
technologies, accessing data and employing it has become much more convenient
than before. In addition to traditional tools, new tools and methods such as cus-
tomers’ clickstreams, transactional histories, and shopping carts also help to make
the data-gathering process more accurate and easier.

There are several approaches to gathering data and analyzing online customers’
behaviors on various platforms, including:

Predictive analytics: This approach involves utilizing statistical and machine learn-
ing algorithms on historical data to identify and estimate the likelihood of future
events and outcomes. A Predictive analytics approach can be employed to predict
customer behavior in actions like churning or the likelihood of purchasing a specic
product or at a specic time (Surendro et al., 2019).

Social media analytics: This approach involves studying customer behavior and
their sentiment on social media platforms. A social media listening tool that includes
tracking and analyzing large volumes of data can be used for this purpose. Moreover,
posts can be read and analyzed manually (J. Zhao et al., 2021).

Web analytics: This approach involves studying data collected from a company’s
website, such as page views, conversion rates, time spent on the site, clickstreams,
and suggestions to others. Businesses can use the information gained through this
approach from data to understand how their customers interact with their website
and what actions they take (Łtimac et al., 2021).

Customer feedback and surveys: This approach involves collecting and analyzing
customer feedback through methods such as surveys, customer reviews, and focus
groups. Businesses can use this to understand how their products and services are
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perceived by their customers and how to improve them (Sari and Helena, 2021).

According to the available data, the questions, and the purpose of this research,
predictive analytics and web analytics approaches will be used.

There are several methods and techniques to analyze customer behavior, which are
also applicable to analyzing customer behavior in e-commerce settings. Some of
these methods are mentioned below:

RFM (Recency, Frequency, Monetary) value analysis: This method analyzes how
recently a customer made a purchase, how often makes purchases, and the total
amount of money spends.

Customer segmentation: This method, based on characteristics such as demograph-
ics, interests, and behaviors, divides customers into dierent groups. This method
helps businesses to target desired segments through suitable marketing and cus-
tomer service eorts specic to each segment. Cohort analysis: In this method,
customers are grouped into cohorts according to some common characteristic, such
as the month they made their rst purchase or the source of their rst contact. This
method helps businesses track the behavior of cohorts over time and compare them.

A/B testing: This method presents two dierent versions of a product or marketing
action to two dierent groups of customers and compares the results. This method
helps businesses understand which version is the most eective to inuence consumer
behavior.

Customer journey mapping: This method creates visual representations of the steps
a customer takes in his or her interactions with a company website or application,
from initial awareness to post-purchase evaluation. This method helps businesses
realize the needs and motivations of customers at each stage of their journey. Heat
map analysis: This method uses visual representations of websites and online stores
to show where customers click and spend most of their time. This method helps
businesses nd out areas of the site that are most popular and actions that customers
are taking on the website.

Cart analysis: This method analyzes the contents of abandoned shopping carts of
customers to realize and explain the reasons that customers do not complete their
purchases. This method helps businesses Identify any problems or obstacles that
may prevent customers from purchasing (Solomon et al., 2017).

For this study, the RFM method will be used to analyze consumer behavior. This
method and its characteristics are explained in the following subsection.
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2.1.1 RFM

RFM analysis model is a useful behavior-based marketing analysis technique pro-
posed by (Hughes, 1996). The model dierentiates important customers according
to their behavior from data by calculating customer scores for 3 attributes, namely;
Recency, Frequency, and Monetary. The following is a detailed description of the
RFM model attributes:

Recency of the last purchases (R): refers to the interval between the latest consuming
behavior occurring and the last date in data. The shorter interval is better for
recency.

Frequency of purchases (F): refers to the number of transactions over the course of
a particular period, such as two times in a year, two times in a quarter, or two times
in a month. The many the frequency means the bigger F.

Monetary value of purchases (M): refers to the amount of money used for consump-
tion during a given period. The more the monetary means the bigger M.

RFM scores are very eective attributes to do behavioral multidimensional customer
segmentation. According to the literature, R and F have a signicant impact on the
likelihood that customers will develop a new trade with businesses such that, as
R and F grow, the more likely corresponding customers are to engage in a new
transaction with a business. Further, it has been shown that the larger the M, the
more likely the corresponding customers are to purchase products or services from
enterprises again in the future (Cheng and Chen, 2009).

Although RFM is a useful and widely used method that helps to form customer
segmentation and develop a marketing strategy for each segment. However, there
are discussions about the importance of each of the scores. Hughes (2005) have con-
sidered the three attributes equal in terms of importance, therefore, their weights
have to be identical. As a counterpoint, Stone (2008) claims that due to the char-
acteristics of each industry and marketing objectives, the importance of the three
attributes diers and therefore, the weights of the attributes are not equal. In this
research, we considered the importance of all three features equal to each other.

RFM has been used in a great number of research because of its multiple advantages.
Below we mentioned some of these:

• RFM is based on the historical data of the customers, which is easily accessible
for the majority of businesses. Therefore, the analysis can be done fast and
with minimal additional data collection.
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• This method has shown to be a very successful technique for identifying valu-
able customers and focusing marketing eorts. Customers that score well on
all three RFM characteristics are more likely to be receptive to marketing
campaigns, according to research.

• RFM utilizes three simple factors to cluster the customers which makes it easy
for the businesses to understand and analyze the ndings.

• This analysis assists companies to segment the customers and target customers
to implement successful marketing campaigns with higher response rates.

• This method can be used to segment clients in any industry, regardless of the
type of product or service oered.

• To give a full picture of a company’s customer base, RFM can be used in
conjunction with other techniques like machine learning algorithms.

• Customers who haven’t bought anything in a while or who have been spending
less money can be identied using RFM which will enable businesses to take
action to keep these clients.

• By examining the changes in the behavior of the customers who were the
target of the campaign, RFM analysis can be used to determine the ecacy
of various marketing campaigns.

• RFM can be integrated with other marketing tools such as CRM to help save
time and improve the eciency of dierent analyses.

Group-specic marketing, which is marketing targeted to a certain segment of cus-
tomers, is much more needed and eective than the traditional mass marketing
perspective. By reviewing the literature and noticing the advantages of RFM, we
see that many researchers in the elds of manufacturing (Stormi et al., 2020), retail,
and service (Das and Singh, 2023) frequently use the RFM method to aim this ob-
jective. RFM is cost-eective and easy to apply in quantifying customer behavior
and is a transparent and easy to understand model. However, since it only consid-
ers existing customers, applying it solely can cause weak decisions about prospective
customers and can lead to poor decisions because calculating the overall RFM score
only gives the ranking of customers from best to worst (Jo-Ting et al., 2010). To
overcome these limitations, machine learning clustering algorithms and data mining
techniques can be employed in conjunction with RFM to successfully implement
consumer behavior analysis in a large amount of data. In the following, we briey
talk about these mentioned methods.
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2.2 Machine Learning and Clustering

In today’s world, where a great deal of data is generated every moment, the impor-
tance of utilizing machine learning (ML) algorithms to analyze this volume of data
is evident. There are dierent types of ML such as Supervised, Unsupervised, and
Reinforcement algorithms which are employed for the aims of dierent tasks and
applications, such as classication, regression, clustering, anomaly detection, con-
trol, and optimization according to the nature of the problem and dataset (Sarker,
2021).

With the digitalization and rapid growth in technology, the re-emergence and re-
attention of data science, and the opportunity of implementing ML algorithms,
behavioral science has evolved. Nowadays, machine learning is a powerful tool that
can be used in consumer behavior analysis and making predictions about the future
actions of customers such as purchasing patterns and churning. Through various
algorithms, large sets of data can be analyzed to identify patterns and trends in
consumer behavior which can be useful for group-specic and targeted marketing
campaigns, as well as for identifying customers who may need extra attention to
prevent them from becoming inactive or churning. Additionally, machine learning
models can be used to create dierent types of personalized recommendation systems
for customers based on their past behavior history. Overall, the use of machine
learning in consumer behavior analysis can help companies to better understand
their customers and make more informed business decisions (G Martín et al., 2021).

Clustering is a technique in unsupervised machine learning which involves partition-
ing a dataset into subsets by grouping similar objects or data points together into
clusters based on a dened distance measurement between each subset. Machine
learning clustering algorithms have many applications in pattern recognition, im-
age analysis, and market analysis (Madhulatha, 2012). There are several machine
learning clustering algorithms such as; K-means, hierarchical clustering (Agglom-
erative and Divisive), Density-Based Spatial Clustering of Applications with Noise
(DBSCAN), Gaussian Mixture Model (GMM, Spectral Clustering, Anity Propa-
gation, Mean-shift Clustering, and so on Ray (2019).

Summary of some selected papers from the literature are as follows:

As an instance of the service sector using RFM, Ernawati et al. (2022) used the RFM
model and spatial analysis as the basis for developing a geo-marketing strategy for
a university in Indonesia. This framework would assist the university in selecting
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its promotional target market. In the study, data mining techniques and geographic
information systems (GIS) were used to quantify the "value" of feeder schools and to
examine enrollment patterns of the high-value feeder schools. Researchers found the
distribution of feeder schools across regencies and cities and trends of enrolled stu-
dents from the highest-value school segment, which can help university management
choose target feeder schools more eectively. Decision-makers can use the ndings
to create a geo-marketing strategy for promotion and allocate resources accordingly.

To discover direct patterns and forecast future purchases of a retailer, Chattopad-
hyay et al. (2022), employed RFM and K-means algorithm. Next, six data mining
models were applied to the patterns in order to predict protable customers in each
segment and whether each would purchase in the next six months. This method
helped the researchers target the most consistently protable customer groups to
apply diversied marketing strategies.

In their paper, Christy et al. (2021) discuss performing RFM analysis on a business’s
data and using K-means and Fuzzy C-means algorithms to cluster customers. The
authors proposed a new method of choosing the initial centroids in K-means and
then compared the results of the two algorithms based on their execution time and
cluster compactness. Results showed that the proposed K-means algorithm took
less time and required fewer iterations than the fuzzy method.

Asllani and Halstead (2015) conducted a study to segment the customers using
historical data from a company and the RFM methodology. The research then sug-
gests and illustrates the use of a goal programming approach to decide the segments
that should be targeted to maximize the prot for a hypothetical direct marketing
campaign while considering various marketing priorities.

In their study, Essayem et al. (2022) used K-means clustering algorithm based on
RFM to cluster the customer of a retail store. They acquired the data from the POS
of the store. They decided to divide customers into 5 segments and then compared
the results of each segment. According to their behavior, one segment was named
potential loyal customers, while another showed possible customer churn.

Among ML clustering algorithms, K-means clustering has a great number of ad-
vantages such as scalability to handle large datasets and can be parallelized to run
on multiple machines, general applicability, high-speed performance, eciency, the
guarantee of convergence, and ease of interpretation (Han et al., 2022). Many of
the researchers in consumer behavior analysis have used the combination of RFM
and K-means in their research. Considering the advantages of this algorithm and
the literature, we realized that one of the most common and promising methods for
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clustering is the K-means algorithm and decided to use this in our thesis.

2.3 Data Mining and Market Basket Analysis

Data mining is a discipline growing in popularity and importance and is character-
ized by discovering patterns and knowledge from large amounts of data in databases
that are useful for decision-making. Data mining can provide a signicant compet-
itive advantage to an organization by gaining meaningful insights into their opera-
tions to assist managers. Data mining process involves the use of various techniques,
such as statistical analysis, machine learning techniques, and data visualization, to
extract useful information from datasets (Bose and Mahapatra, 2001).

Market Basket Analysis (MBA) is a data mining technique used in retail to identify
relationships, associations or co-occurrences between items in a customer’s shopping
basket (Ünvan, 2021). The goal of this analysis is to nd interesting correlations,
frequent patterns, associations, or causal structures that satisfy a minimum level of
support and condence between sets of items in data repositories such as transac-
tional databases. It is widely used in a variety of areas such as inventory control,
market analysis, and risk management (Kotsiantis and Kanellopoulos, 2006).

Association Rule Mining is an MBA method that identies data item relationships
and was rst introduced by Agrawal et al. (1993) and now is one of the most impor-
tant research techniques in data mining. It is a popular method to identify items
that are frequently purchased together, also known as "anity analysis" which can
be used to create product bundles, and store layouts by determining the items that
should be placed together in store displays or in a website, and to identify items that
customers are likely to purchase together in the future for designing recommendation
systems (Ünvan, 2021; X. Zhao and Keikhosrokiani, 2022).

In this study, we use association rule mining, an important data mining technique
for the aim of market basket analysis for designing recommendation systems and
store layouts in a segmented market.
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2.3.1 Association Rule Mining and Store Layout Design

As stated above, one of the applications of association rules in market analysis is
designing store layouts for retailers to increase revenue. In the following, some of
the papers related to this subject are mentioned.

A study conducted by Cil (2012), talks about implementing association rule min-
ing and multidimensional scaling technique to propose a new layout for Migros, a
retailer in Turkey. This enables retailers to group products according to consumer
purchasing patterns and helps them to save time and therefore, satisfy today’s busy
consumers. Because they can nd what they need, customers are happier, and
retailers’ prot increases.

Association rule mining and optimization-based heuristics are used to propose a dy-
namic shelf relocation scheme for brick-and-mortar retailers in a working paper. This
method provides them with a system for extracting and grouping protable product
pairs and optimizing the allocation of departments to store aisles. Depending on
the nature of a retailer’s target market, strategic rearrangement might produce more
prot than a more traditional unchanged shelf space arrangement (Edirisinghe and
Munson, n.d.).

Research conducted by Surjandari and Seruni (2005), used association rule mining
and mix merchandising to nd the strong rules between the products of a super-
market to design the layout of the market. They used WEKA software to extract
the association rules.

Ozgormus and Smith (2020) proposed an analytical method using the dataset of
Migros, a retailer in Turkey, to optimize the block layout of this retailer. They used
the tabu search meta-heuristic algorithm on the market baskets to identify aspects
impacting the sales ratio. In the end, considering desired adjacencies, they found
some layout designs that helps to increase the revenue and suggested those to the
retailer.

A study conducted by Halim et al. (2019), examined the data of an amusement
arcade to solve the problem of using only certain types of games in the center by
the customers while other games remained idle. By applying market basket analysis
to the data, they proposed two layouts for the game center to increase the use of all
devices by customers and increase revenue.

Association rule mining is a powerful technique that can be used to analyze customer
purchasing patterns and identify relationships between dierent products. Using
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two-way lift, a measure of the strength of association between two items can optimize
the store layout design to increase sales and improve the shopping experience for
customers. Considering the research done so far, in which most of them have utilized
this method for brick-and-mortar retailing, we will apply it to each product segment
to suggest optimal layout design for the website which can identify unexpected
relationships between products, leading to new product placement and cross-selling
opportunities.

2.3.2 Association Rule Mining and Recommendation Systems

A recommendation system is a type of algorithm that uses data mining and machine
learning techniques to analyze data on users’ past behavior and preferences, usually
associated with software tools or technologies, that make personalized recommenda-
tions and suggest items that are considered relevant to a particular user, typically
when there is a great deal of information available and searching or selecting items
is dicult (Almonte et al., 2022).

Recommendation systems are widely used in various applications such as e-
commerce, social media, entertainment, and news to suggest songs, movies, or prod-
ucts to customers With the aim of helping users to discover new products, services,
or content that they might be interested in. As a result, the implementation of a
recommendation system leads to an increase in consumer satisfaction by providing
personalized recommendations that align with their individual preferences, thus al-
lowing customers to make more informed purchase decisions. Additionally, the use
of recommendation systems can also benet the marketer by increasing conversion
rates and revenue through targeted marketing eorts (Deldjoo et al., 2020).

According to X. Zhao and Keikhosrokiani (2022), based on the type, recommenda-
tion systems can be categorized into four main groups:

• Collaborative Filtering

A collaborative-based recommendation system is a type of recommendation system
that uses the past behavior, preferences, or activities of a group of similar users to
make recommendations. It works by identifying the similarity between the users
in their behavior such as their ratings or actions on the website of retailers. These
systems can be very eective because of capturing the subtle patterns in users’
behavior. However, if there are less data to work with and if there are not many
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users with similar preferences in the data, this system can not be much eective
(Almonte et al., 2022).

Collaborative ltering systems can be implemented in two ways: Memory-Based
Collaborative Filtering and Model-Based Collaborative ltering, the rst one makes
recommendations based on the memory of past interactions, while the second one,
makes recommendations based on a model learned from past interactions (Behera
and Nain, 2022).

• Content-Based Filtering

Content-based ltering is a type of recommendation system that recommends items
that are similar to the items that a user has liked or consumed in the past. It uses
the features of the items, such as their genre, director, actors, etc. in multimedia to
make recommendations (Deldjoo et al., 2020). For online retailing, these systems
typically use features such as item metadata (e.g. title, description, category) and
customer behavior data (e.g. purchase history, click data) to make recommendations
based on Item-item similarity or User-item similarity (Mehta et al., 2021).

Content-based ltering can be improved by combining it with collaborative ltering
methods, this way it can take into account both the features of the items and the
preferences of other users to make recommendations (Mehta et al., 2021).

• Hybrid Methods

Hybrid recommendation systems are a combination of dierent types of recommen-
dation systems, such as content-based ltering and collaborative ltering. These
systems utilize the strengths of each approach to make personalized recommenda-
tions. Hybrid methods have been shown to be more eective than pure collaborative
or content-based methods in several scenarios and can improve the overall perfor-
mance of the recommendation system (Mehta et al., 2021).

• Association Rules

Association rule-based recommendation systems use the concept of association rules,
which are a set of if-then statements that describe relationships between items in
a dataset. These systems analyze transactional data to identify patterns of co-
occurring items and use these patterns to make recommendations. Association rule-
based recommendation systems are commonly used in the retail and e-commerce
industry for market basket analysis (Ricci et al., 2015), due to their high explain-
ability (Zhang et al., 2020). However, these systems are less commonly used in other
areas such as music, news, or movie recommendations.
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Table 2.1 represents the advantages and disadvantages of each group of recommen-
dation systems (Mehta et al., 2021).

Considering the advantages and disadvantages of each type of recommendation sys-
tem, the purpose of this research, and the available data, association rule-based
recommendation systems were chosen.

Considering the strengths and weaknesses of each of the mentioned types, association
rules-based recommendation system has been chosen for this research due to the
following reasons:

1. Collaborative Filtering is sensitive to data sparsity and considering that the
available data are sparse, the use of this method may not lead to reliable results.

2. Content-Based Filtering is sensitive to data quality, and highly relies on item
features that the existing data do not have enough features about each item and
leads to results with a lack of diversity in recommendations because only considers
item features not user preferences.

3. Since Association Rules-based Recommendation Systems can uncover hidden
patterns and relationships between items, recommends based on purchase history
and co-occurring items, and are explainable and interpretable. This type of recom-
mendation system can provide real-time recommendations with constant updating
which is in alignment with the goals of the site and the essence of online retailing.
Not only it can be used for market basket analysis but also it can be used for prod-
uct placement and layout design optimization. Most important, It easily can be
integrated with other methods to improve recommendation accuracy which is the
ultimate objective of this research.

The Apriori algorithm and its variants are widely used in association rule-based
recommendation systems (Varzaneh et al., 2018), which will also be used in this
research. In the following some of the studies are mentioned:

In their research, Essayem et al. (2022), worked on user behavior analysis and uti-
lized the sales data of a company for sales prediction and building recommendation
models. First, they used the RFM analysis method with Random Forest and XG-
Boost machine learning algorithms for sales prediction. Their results showed the
XGBoost has higher performance and accuracy than Random Forest. Next, Apri-
ori, one of the association rule mining algorithms for basket analysis was used to
recommend products for the customers.

Kumar and Balakrishnan (2019) worked on a recommendation system developed by
using the Apriori algorithm to recommend dierent agricultural products including
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Table 2.1 Advantages and Disadvantages of Dierent
Recommendation Systems
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Advantages

· Leverages crowd wisdom for accurate recommendations.
· Handles the ’cold-start’ problem for new users or items with
little or no ratings.
· Handles sparse data for users or items with limited ratings.
· Provides personalized recommendations without item features.

Disadvantages

· Sensitive to data quality, relies on user ratings/actions
· Sensitive to data sparsity, relies on user ratings/actions
· Scalability issues with increasing number of users and items
· Privacy concerns with sharing personal user preferences
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Fi
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g

Advantages

· Accurate recommendations with item features
· Handles ’cold-start’ problem for new users
· Handles ’item cold-start’ problem for new items
· Personalized recommendations based on user’s past preferences

Disadvantages

· Sensitive to data quality, relies on item features
· Scalability issues with increasing number of items
· Suers from ’information overload’ with many items to
recommend
· Lacks diversity in recommendations, only considers item
features not user preferences
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ss
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n
Ru

le
s

Advantages

· Handles large amounts of data and scales well to large datasets
· Uncovers hidden patterns and relationships between items
· Recommends based on purchase history and co-occurring items
· Provides real-time recommendations with constant updating
· Simple and easy to understand, relies on counting and
association techniques
· Can be used for market basket analysis and product placement
optimization
· Easily integrates with other methods to improve recommendation
accuracy

Disadvantages
· May not consider user preferences or ratings
· Can be computationally expensive for large datasets
· May not consider other factors such as time, location, or context

H
yb

rid
M
et
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ds Advantages

· More accurate recommendations by combining dierent approaches
· Handles ’cold-start’ problem for new users or items with little
or no ratings
· Handles sparse data for users or items with limited ratings
· Personalized recommendations by considering both item features
and similar user preferences

Disadvantages

· More complex to implement and require more resources
· Sensitive to data quality, relies on user ratings/actions and
item features
· Scalability issues with increasing number of users and items
· Sensitive to data sparsity, relies on user ratings/actions
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vegetables and fruits to the customers of a website. For implementing this method,
they used the ordered data of the past 8 months of the website.

Yan et al. (2022) used the Apriori algorithm to design a recommendation system to
recommend personalized information for the users of a website. Another paper by
using a Fuzzy system creates the association rules from customers’ buying habits
and then by using the Apriori algorithm extracts the frequently bought items for
use in the recommendation system.

Research conducted by Obeidat et al. (2019) on a website that provides online
courses to customers built two recommendation systems and compared the results.
The rst one was constructed by clustering the students based on their course se-
lection and then implementing the Apriori algorithm to create the association rules
and extract the most bought items. The second one was implementing the system
without clustering the customers. Their results show that Clustered rules provide
better coverage than individual rules.

The data of a book management system was utilized to build a recommendation
system for personalized suggestions. They used an improved Apriori algorithm and
dened a threshold for the support and condence values to mine strong association
rules. The results of their experiment show the positive impact of the implemented
RS on recommending books (Zhou, 2020).

2.4 Contribution of the Thesis

Considering the conducted research mentioned above for each method and algo-
rithm, the overall contribution of this study is adding new insights to the eld of
recommendation systems, customer behavior analysis, and website layout design by
proposing two new frameworks:

1. Making association rules-based recommendations based on clusters of customers
rather than general recommendations

The application of a combination of RFM scoring, K-means clustering, and the Apri-
ori algorithm for association rule-based recommendation systems could improve the
accuracy and relevance of the recommendations made to customers by taking into
account their past behaviors while grouping them into similar segments. Addition-
ally, the combination of these techniques could uncover new insights and patterns
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in customer behavior that were not previously known.

2. Association rules-based and category-wise layout design

The second proposed framework is inspired by the papers that used association rule
mining to change the layout of dierent brick-and-mortar stores. By using the lift
values extracted from the Apriori algorithm to obtain the measure of association
between dierent products in each product category on the website, improve the
web layout based on the previous behavior of customers.

The use of these two frameworks for the online retailer ‘Baskasindaarama.com’,
which does not use any exact scientic method for recommendation system and web-
site layout design, will have the following operational and applicational contribution:
The rst framework can contribute to their selling process and increase selling and
revenue amount by personalized recommendations with the help of consumer be-
havior analysis. The second framework can contribute to the marketing process of
the website by optimizing the layout of the website to better match the preferences
of customers which can lead to improved conversion rate and cross-selling.

20



3. EMPIRICAL SETTING AND DATA

We discuss the retailer in detail in this section. In 3.1 part, we introduce the ex-
amined retailer in the thesis providing information about its purchase process, sold
brands, price and promotions, and selling strategies. The 3.2 part and subsec-
tions are allocated to explain the daily sales data, monthly trac acquisition data,
brands categories, page visits, and demographic data. In the 3.3 part, we describe
the descriptive statistics of the data. 3.4 part is dedicated to explaining the data
preprocessing before implementing the methods on it.

3.1 Baskasindaarama

Baskasindaarama.com is an online retailer founded by Miss Esra Sarihan and Miss
Melis Sarihan in 2016 in Izmir. They started their business with small initial capital
and by selling a few brands on their website. The primary aim was selling high-
quality products and oering high-quality delivery service and trying to build a
friendly warm relationship with their customers. Another aim of their website was
to promote and sell products of women farmers and female entrepreneurs. They
specically gave the opportunity for females who use domestic primary raw materials
to produce their products. Most of these products are being sold under the groceries
category of the website. A snapshot of the website is indicated in Figure A.1. In
2020, the retailer was working with over 100 brands under 6 to 9 categories on the
website changing in number according to dierent situations like seasonality. They
provide services all over Turkey. All these aims and eorts put them as one of the
top 20 women entrepreneurs in the ‘Startup Turkey’ event with business owners
and participants from 63 dierent countries. Moreover, they won the Bronze Stevie
Award in 2019 which is one of the prestigious international awards for successful
businesses. They won the prize again in 2020 to be the only retailer in Izmir to win
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the prize in two consecutive years. Caring for the high quality of the products, high-
quality packaging, unique designs, and trending features are the characteristics that
make this online retailer unique and dierent from others. In the following parts,
we provided detailed information about the purchasing process, pricing strategies
and promotions, and selling strategies of the company.

3.1.1 Purchase Process

This merchant operates as a drop shipping company and does not have its own
inventory. As a result, we can claim that it serves as a hub for customer order
delivery. The process of preparing the orders of the customers is as follows: First,
they make a contract with the producers and brands and then upload the products
to the website. If a customer places an order, the brands will produce the order
or send the products from their specied warehouses to the retailer. In the next
step, after quality control of the products, the retailer will put the products into
special packages and send them to the customer with the invoice. For delivering the
products to the customers, the retailer uses UPS services. Because trust along with
high quality is important to the retailer. If something happens to the products the
retailer will resend them without additional charges.

3.1.2 Brands

At the rst steps of launching their business, baskasindaarama.com signed contracts
with brands like Roli Doner and Bugatti which are perceived as luxurious brands. In
the next steps, they started to work with high-quality and aordable products such
as Neutrogena and Simple with more potential customers. This strategy helped the
company to capture more portion of the market.

By implementing these strategies and making sure to have the trust of the customers,
they had the chance to introduce and include some other international brands on
their website and be sure to have the chance to sell them. In addition to all these
strategies, by checking dierent brands’ objectives before including them in their
platform, they arrived at this point of working with lots of brands and selling over
500 products on the website.
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3.1.3 Price and Promotions

To come up with the most appropriate low prices, the company is in constant contact
with the brands to become aware of the nished product costs, limits, desired selling
prices, and promotions and set the selling prices accordingly. The brands send new
campaigns, updated prices, or promotions biweekly to the company. Therefore, the
pricing policy of the retailer is mostly determined by the brands, and they can only
decide about their own prot margins.

Moreover, the retailer checks the prices of other platforms for highly competitive
products. For keeping the competitive advantage for perishable products such as
baked goods, food, or dairy, they keep the prices close to the market prices and with
a small prot margin.

3.1.4 Selling Strategy

The rst and main part of the strategies of the retailer is selling high-quality products
at aordable prices. The second step after catching the attention of the customers
with this strategy is trying to oer more expensive, lesser-known products which
allows the customer to choose from a more product variety with dierent properties.

Another strategy for increasing sales is providing a feature that enables customers
to ask about the availability of their needed products that are currently out of stock.
Along with helping to build a friendly relationship with the customers, this feature
helps the retailer to become aware of the customer’s needs and desires and therefore,
determine the order quantity in advance.

One other strategy used by the company is utilizing a scoring system to reward
customers for their specic activities. These include shopping for a certain amount
or introducing the platform to a friend. By gaining a specic number of scores,
discount codes will be provided to the customers for their future purchases.

The general strategy of the retailer is not to store perishable products. However,
after the pandemic, they reconsidered this strategy and allocated space for these
products in their stock. Promoting these products with a close expiry date for
the customers considering their overall spending on the website is another selling
strategy of the retailer. This method helps the customers to become aware of other
products and motivates them to order more.
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One of the eorts of the company in setting strategies until now was entering the
eastern regions of Turkey. Not being familiar with e-businesses and social media
and not using nancial cards by women in these areas are the diculties in catching
the market. However, because of the low number of competitors penetrating this
market would be very benecial and protable.

The selling strategy that we want to add to all these eorts is designing an improved
recommendation system and changing the website layout to increase the purchase
probability. We discuss the data that is used to support this thesis in the following
part of this section.

3.2 Data

The main data used by the retailer to analyze and control their resources is generated
via Google Analytics and are in dierent levels providing information on the retailer’s
performance and operations. The rst and most important report is Daily Sales
which shows the purchased products and customers and the amount of turnover
for the transactions. This data is explained in the 3.2.1 part. The second report
explained in 3.2.2 is the Monthly Trac Acquisition of the website. This report
shows the used sales channels by the retailer to gain website trac and promote
its products each month. The third report depicts the brands and products and
main categories sold by the retailer. The next report shows the daily views of the
webpages on the website. The following subsections are explanations of each of these
reports.

3.2.1 Daily Sales Data

Daily sales data of the retailer is in 11 excel documents and each has the purchase
information for one month from January to December. The le for March is not
included since there was no transaction during that month. Each sheet in the report
summarizes the daily transactions. Table A.1 represents one page of this report.

Each sheet of data contains 8 columns. The rst column depicts the ID of the
customers which are coded with a ‘C’ at the beginning of the customer number.
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The second column is the URL representing the webpage of the bought item. The
‘Chart situation’ column represents two dierent statuses of the transactions which
are ’completed’ or ‘pending cart’. The ‘number of ordered’ column is showing the
number of items being purchased in the transaction. The ‘price’ column shows
the price of one unit of the item. The ‘turnover’ column shows the total revenue
from those items in the transactions. This value is equal to the number of orders
multiplied by the price. The ‘prot margin’ column is varied from 10% to 50% and
depicts the prot percentage of each item in a range. Some values of this column
are 0 which is related to some special campaigns with 0 percent prot. The last
column shows the ‘special campaigns’ of the website.

To be able to work with the data and run dierent models on it, we combined all
the documents into one single sheet. We added the date column. Another column
named transaction was added containing the date transactions statuses. We can
say that this column shows the market baskets. By using a Python script and the
URLs, we extracted other related information and added them to the data. These
columns are the name of the items, the main category, brand, and category class of
the items.

3.2.2 Monthly Trac Acquisition

The channels that led users to the website are shown in the monthly trac acquisi-
tion report for the rst half of 2020. Each report sheet is devoted to a single month
and contains rows that display the channels and two columns that dene new and
returning customers. Search engines like Google, direct access, and referrals like
social media and blogs make up the channels for the rst four months. Paid ad-
vertisements and displays such as YouTube are added to the channels for May and
June. One page of the report is shown in Table A.2.

3.2.3 Brand Category Lists

The information about the brands and their assigned categories that they were
working with in 2020 is provided in the brand list report and is represented in
Table A.3. The report is like a owchart showing the main categories at the top
and the brands under them. The 7 categories of the report are jewelry, cosmetics,
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apparel, baby care, stationary, lifestyle, and groceries. There are some changes in
the categories now. However, the data we are using consists of these 7 categories.

3.2.4 Page Visits

The Page Visit report indicates the daily visit to the product pages. At the time
we received the data, only the rst 5 months of 2020 were covered by this report. It
contains the URL link of the products on the retailer’s website and the number of
visits. The overall number of visits, the number of users who left the website right
away, and the average time spent on each page are also included. Table A.4 shows
one page of this report.

3.2.5 Demographic Data

The customer demographics for the rst half of 2020 are included in this report
and one table of it related to the gender, age, and nationality of the customers is
shown in Table A.5. This report provides details about the visitors’ gender, age,
nationality, interests, and the devices they use to access the website. The top 9
nations with the highest visit percentage are displayed in the "country of Origin"
eld. The ’age’ category is divided into 6 groups, each starting at 18 and going
up by 10, and is again displayed in percent. The percent utilization of the various
device categories (mobile, desktop, and tablet) is also displayed. Additionally, the
interest category, which is separated into 30 groups, shows the consumers’ interests
based on their searches. In the next part, we talk about descriptive analytics and
the insights we received from the data.
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3.3 Descriptive Analysis

The descriptive insights gleaned from the data are presented in this section. The
data contains sales information for the full calendar year of 2020, from January 1 to
December 31. It contains 2126 rows, and each row is related to a specic item of a
transaction. There are also 18 columns in the data that each depict one unique piece
of information about the transactions. The rst ve rows of the data are shown in
Table A.6.

There are 1282 unique transactions in the data. The number of customers is 841.
In total 4125 items from 599 products and from 97 categories in 7 category classes
are sold. The mean for the ordered numbers is 1.94 with a standard deviation equal
to 3.22. The data shows transactions in 252 days of 2020 from 59 dierent brands.
The number of sold items in one month (March) is zero. As we discussed before,
turnover is the price of each item multiplied by the number of orders and is very low
in the rst 5 months of the year. This can be the result of the start of the Covid-19
pandemic. The mean of turnover is 393.59 and the standard deviation is 1144.302
which is a high value. In the second half of the year, the revenue increases greatly.
It is descending from the 6th month to the 11th month. However, there is a grand
increase in December and that would be because of the Christmas campaign. Figure
3.1 below shows the total revenue for each month.

Figure 3.1 Revenue of each Month in 2020

The number of orders of an item in each transaction is between 1 and 100. Ad-
ditionally, the dataset contains transactions containing up to six unique products.
Moreover, there are 19 special campaigns in the data and most of them are in the rst
two months and the last six months of the year. One campaign related to Christmas
lasted for one month and others lasted for no more than two or three days. The
customer with the (C846) customer code has the highest value of turnover equal to
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12589 TL in total. According to Figure 3.2 below, the total turnover value is higher
in the rst half of the months. We can conclude that most customers buy their
needs on the rst days of the months.

Figure 3.2 Overall Turnover in each Day of the Months

Figure 3.3 indicates the overall purchased items from 7 categories in the data. Most
of the bought items are from the Grocery, Cosmetics, and Lifestyle category classes.
Additionally, the greatest number of bought items are from Barbeque, Flour, and
Sause categories.

Figure 3.3 Overall Number of Purchases from each Category
Class
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3.4 Data Preprocessing

Data preprocessing is the most important part of a data science problem and most
of the workload is related to this part. However, as we mentioned in the ’Daily Sales
Data’ subsection, since we created the data ourselves by using Python scripts to
extract the information from the web pages, there was not much work to be done
at this step. Some of the web pages did not have data related to the categories.
Therefore, there were some null values here. First, we checked for the null values
in the data and we lled them with the information we acquired from the website.
Second, we checked for duplicate data and there were no such columns. In the nal
step, we checked the data types in Python. The ’date’ column was dened as an
object in the data and this was an obstacle to using it as date and time values.
Therefore, because it plays a crucial role in our methods, we changed the column
to a ’datetime’ variable. In the next section, we discuss in detail the methodology
that we used to implement our frameworks.
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4. METHODOLOGY

In this section, we explain the methods and algorithms that we used to implement
our frameworks on the data. We know that this retailer has two ways to select
the products for recommending them to the customers. The rst one is named the
Fixed method which means that they recommend some new but unvarying items to
all the customers. The second method is the Season-based method which refers to
recommending products related to the season they are in. Although this mechanism
introduces new and most demanded products; however, they don’t consider the
customers’ preferences and heterogeneity. Developing a mechanism that provides
customized recommendations according to the similarities between the customers
would result in their satisfaction and revenue increase. For the successful imple-
mentation of a mechanism to help us in this process, we used RFM, the K-means
algorithm, and association rule mining respectively.

Moreover, we provide another framework by using the lift values of the association
rules mining to rearrange the website layout of the retailer to increase the probability
of selling more products to the customers. Figure 4.1 is an illustration of these
two proposed frameworks. We explain the utilized models and algorithms in the
following.
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Figure 4.1 Proposed Methodology

4.1 RFM Method

RFM (Recency, Frequency, Monetary) is a behavior-based model and is used to
assess customer behavior and generate predictions based on that behavior in the
database (Hughes, 1996). This model has been extensively applied in many sec-
tors and successful businesses, especially in direct marketing (Jo-Ting et al., 2010).
Decision-makers can develop eective marketing strategies by adopting the RFM
model. The denition of RFM according to Jo-Ting et al. (2010) is:

Recency: the amount of time since the customer’s last purchase up to the last date
in the data.

Frequency: indicates the number of purchases made during a given time frame.

Monetary: signies the amount of money spent within this time frame.

For valued customers, the frequency and monetary scores are high, and the recency
score is low. With the help of these three given scores, researchers can classify
the customers and build their CRM strategies. RFM is simple and easy to use,
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yet it is powerful in identifying the target customers to increase the revenue of
the companies. It is important to keep in mind that RFM analysis is based on
past purchase behavior and therefore, it doesn’t take into account future buying
potential or changes in customer behavior. However, it is still a valuable tool for
understanding customer behavior and making data-driven decisions (Christy et al.,
2021).

We utilize this method in our research because of its successful results in a great
number of research. Moreover, the major variables in our data are related to date,
number of purchases, and the revenue of the company, which are very useful for
implementing this method. For calculating the recency in our research, we counted
the days from the last purchase of each customer to the last date in the data and
recorded it as the recency score of each customer. To obtain the frequency score,
we counted the number of transactions related to each customer. For the monetary
score, we added up the turnover values for each customer in the ’turnover’ data
column. The new scores were stored in a new dataframe.

4.2 K-means Clustering Algorithm

K-means is a fast iterative and point-based unsupervised machine learning clustering
method and was rst developed by MacQueen (1967). K-means clustering algorithm
aims to cluster the data points of a dataset to K number of clusters. It starts initially
with arbitrary cluster centers and continues assigning all points to the closest center.
The centroid of each cluster is then recomputed as the mean of all the points in the
cluster. It repeats the assignment process until no change happens between two
iterations. The algorithm tries to maximize the intra-cluster distance and minimize
the distance between the points in each cluster. Most widely, the Euclidean distance
method is used for calculating the distance in the algorithm. Equation 4.1 is the
Euclidean distance formula where p and q are two points in Euclidean space and qi

and pi are the Euclidean vectors starting from the origin of the space.

(4.1) d(p,q) =


n

i=1
(qi−pi)2
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To clarify the logic of the algorithm and understand its ow of computation, the
pseudocode of the K-means clustering algorithm is indicated in the following where
D is the list of data points (Nazeer and Sebastian, 2009):

input:

D = {d1,d2, ▷ ▷ ▷ ,dn}

K= number of clusters

output:

K clusters containing dierent points of the dataset

pseudocode:

Step 1. specify the number of clusters (K)

Step 2. assign the centroids randomly

Step 3. do {

assign each point to the nearest cluster

recalculate the mean value of the clusters and update the centroids

}

termination point. while {

there is no change in the points of each cluster

}

K-means is sensitive to the initial placement of centroids. Therefore, it is a good
practice to run the algorithm multiple times with dierent initial centroids to get
the best result. Moreover, it is crucial to select the appropriate number of clusters
before running the algorithm, otherwise, it may not perform well. In our study, we
apply this algorithm to the recency, frequency, and monetary scores of the customers
extracted from the RFM method. It would help us to generate the clusters for the
customers according to their shopping behavior. Additionally, two methods are used
in our study to nd the best number of clusters which are described in the following.
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4.2.1 Elbow Method

Elbow method is a way of helping the researchers to decide the number of optimal
clusters in a cluster analysis. It calculates the total Within Clusters Sum of Squares
(WCSS), which is the squared distance between the cluster center and each point
in the data for a given range as the number of segments. When the dramatic
decrease in total WCSS happens, the method chooses that as the optimal number
of clusters. Increasing the number of segments after this value would not result in
better modeling. By plotting WCSS against the number of clusters, we can see the
elbow in the optimum value (Bholowalia and Kumar, 2014).

4.2.2 Silhouette Analysis

Silhouette analysis method is a way of representing how well the results of a clus-
tering algorithm are. Silhouette index measures the distance of neighboring clusters
and represents how well the data points are separated by measuring the similarity of
each point to its assigned cluster and the other ones. The result is a value between
-1 and +1 and the more the value is close to 1, it shows the point is assigned to a
good cluster and is far from its neighboring clusters. If the result is close to -1, it
indicates that the data point is more like other clusters and has been assigned to
the wrong cluster. Equation 4.2 is used for computing the Silhouette index. a is
referred to mean intra-cluster distance and b is the mean nearest-cluster distance.
The more the value of the Silhouette index, the better the data points are clustered.
Moreover, the Silhouette width for each cluster in the Silhouette plot is an indicator
of the size of the clusters (Rousseeuw, 1987). Both the Silhouette index and the
Silhouette plot can help the researchers to nd the optimal cluster number.

(4.2) SI = 1
n

n

i=1

bi−ai
max(ai, bi)
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4.3 Association Rules

As we discussed in the literature review, association rule mining is one of the most
important data mining techniques with an iterative approach for market basket
analysis which seeks to uncover frequent patterns or associations among a transac-
tion database. Suppose D is a database with a number of transactions Ts and I is
dened as a set of m distinct items I = I1, I2, ▷▷▷, Im. T is a transaction in the dataset
containing a set of items from I such that T ⊆ I.
X ⇒ Y is an association rule where X and Y are two item sets such that X,Y ⊂ I

and X ∩Y =∅. This rule is interpreted as ’X implies Y’. X is labeled as antecedent
and Y is named consequent (Kotsiantis and Kanellopoulos, 2006).

Support, condence, and, lift are three measures to understand the strength and
nature of the association rules (Berry and Lino, 2004). Support of an association
rule refers to the number of occurrences or frequency of a particular item or combi-
nation of items in a dataset. It is usually expressed as a percentage or a fraction of
the total number of transactions in the dataset. Low support values indicate that
items or combinations of items are rare, while high support values indicate that
items or combinations are common. The support value is utilized as a threshold to
determine which items or combinations of items to include in the association rules.

(4.3) support(X ⇒ Y ) = (X ∪Y )◁Total number of transactions(T )

Condence in an association rule refers to the likelihood that a particular rule or
association is true. In other words, it is the strength of the relationship between an
antecedent (a preceding event or condition) and a consequent (a subsequent event
or condition). Typically, condence is expressed as a percentage or a fraction and
is calculated as the number of times the antecedent and consequent occur together,
divided by the number of times the antecedent occurs. In general, high condence
values indicate that the rule is likely to be true and that the antecedents and conse-
quents strongly correlate, while low condence values indicate less likelihood of the
rule being true. Condence is used to prune the set of association rules generated
by the algorithm, by removing rules that have low condence values.

(4.4) confidence(X ⇒ Y ) = (X ∪Y )◁Total number of transactions contains X
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For instance, if the support value of an item in a retailer’s dataset is 0.2%, it means
that 0.2 percent of transactions in the dataset contain purchasing that item. More-
over, if the condence of the association rule X ⇒ Y is 50%, it means that 50% of
the transactions containing X also contain Y.

Lift of an association rule is dened as the observed support value divided by the
expected support if X and Y were independent. An association rule is considered
strong if lift>1 and the higher value of lift implies a stronger connection between
items. A value less than 1 indicates that the antecedent and consequent are nega-
tively associated, and the lower the value, the stronger the negative association. A
value of 1 indicates that the antecedent and consequent are independent. Lift can
be used to identify rules that have a stronger association than would be expected by
chance, and to help prioritize which rules to examine further (Tseng and Lin, 2007).

(4.5) lift(X ⇒ Y ) = support(X ∪Y )◁support(X)▷support(Y )

The equation can also be written as below(Sagin and Ayvaz, 2018):

(4.6) lift(X ⇒ Y ) = confidence(X ⇒ Y )◁support(Y )

Since the number of association rules is sometimes very large, minimum Support,
Condence, and Lift values are dened before implementing the algorithm. In the
following, we talk about the Apriori algorithm, a basic algorithm for implementing
association rule mining.

4.3.1 Apriori Algorithm

Apriori is the rst classical algorithm introduced for mining the most repeated pat-
terns in association analysis. Researchers have found this algorithm very interesting
since it was rst introduced. Its impact on association rules has been signicant, as
well as on the advancement of data mining.

The algorithm’s fundamental principle is to iteratively combine current frequent
itemsets to create new candidate itemsets, then prune any candidates that do not
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satisfy the minimal support criterion. To nd frequent itemsets, the algorithm em-
ploys a recursive approach. First, a threshold for minimum support and condence
is dened. Finding all itemsets with support and condence larger than or equal to
the minimum threshold is the next step of the algorithm. These itemsets are called
frequent itemsets. Next, the algorithm creates new candidate itemsets by merging
previously discovered frequent itemsets. The new candidates are then tested to see
if they meet the minimum support threshold. If so, they are included in the group
of frequent itemsets, and the process is then repeated. If not, they are thrown away.
Until no more frequent itemsets can be formed, this process is repeated (Zeng and
Jia, 2022).

The steps of the Apriori algorithm can be summarized as the following:

• Establish a minimum support threshold, then search the database for all item-
sets that satisfy it. These are the rst frequent itemsets generated by the
algorithm.

• By merging current frequent itemsets, create new candidate itemsets. Then,
evaluate these candidates to see if they fulll the required level of support.

• Repeat the previous step until no new frequent itemsets can be generated.
The nal output is the set of all frequent itemsets.

Below the pseudocode of the simple Apriori algorithm is indicated (Tang et al.,
2013):

input:

T : the set of transactions

min_support: minimum support threshold

output:

set of frequent itemsets

pseudocode:

step 1. unique_items = nd_unique_items(T )

step 2. item_combinations = create_item_combinations(unique_items)

step 3. frequent_itemsets = nd_frequent_itemsets(item_combinations, T ,
min_support)

return frequent_itemsets
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Pseudocode of nd_unique_items function used in the algorithm:

nd_unique_items(T ):

unique_items = set()

for t in T :

for item in t:

unique_items.add(item)

return unique_items

Pseudocode of create_items_combination function:

create_item_combinations(items):

item_combinations = [ ]

for i in range(1, len(items)):

item_combinations.extend(combinations(items, i))

return item_combinations

Pseudocode of nd_frequent_itemsets function:

nd_frequent_itemsets(item_combinations, T , min_support):

frequent_itemsets = {}

for itemset in item_combinations:

support = calculate_support(itemset, T )

if support >= min_support:

frequent_itemsets[itemset] = support

return frequent_itemsets

Pseudocode of calculate_support function:

calculate_support(itemset, T):

support = 0

for t in T :

if set(itemset).issubset(set(t)):
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support += 1

return support

Since the Apriori algorithm should scan the whole database to generate the frequent
itemset, if the dataset and the dimension for the candidate item are large, too many
itemsets will be generated, which would decrease the algorithm’s eciency. That
is the reason for making many improvements to the algorithm. We used Apriori
to nd the popular items in each cluster of customers. Since our clusters are not
very large and the number of items is limited, we use the basic Apriori algorithm
for mining the frequent rules.

4.4 Describing the Model

We utilize the described methods for implementing two frameworks illustrated in
Figure 4.1. The rst framework is generating a recommendation system by using
consumer behavior analysis. We use one-year selling data of the online marketplace
‘Baskasindaarama.com’. First, we run some preprocessing on the data which is de-
scribed in section 3. Next, the Recency, Frequency, and Monetary scores of the
RFM method are calculated for every 841 customers in the data. The output of the
model is a table with 3 columns; each indicating these 3 scores for the customers
represented in each row. Since there are some outliers in two columns, we standard-
ize the data to guarantee the quality of the results. In the fourth step, we use these
variables as the three dimensions of the K-means clustering algorithm. This method
is used to place the most similar customers according to their behavior in the same
segments. This algorithm benets some properties like the ease of implementation
and independency of initial values. Elbow method and Silhouette analysis are two
utilized methods to determine the optimal number of clusters. These steps result
in understanding the number of customers in each cluster, their specic characteris-
tics, their transactions information, the most bought items in each cluster, and the
popular categories of the products among them. In the next step, Apriori, an asso-
ciation rule mining algorithm, is utilized to nd out about frequent items that were
purchased together in the segments. With the help of these extracted features, the
website can customize the recommendations for each customer. This method would
help the business to increase its revenue. The results of this analysis are presented
in chapter 5. The code for this framework was created using Google Collaboratory
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and the Python 3.8.16 libraries. Specically, to create the models and use special
functions the Pandas, Matplotlib, ScikitLearn, and Mlxtend libraries are used.

The second framework considers three pages of the company’s website, each related
to one category of the products, and next, the current two-way lift values of all the
products on that page are extracted. Next, the sum of lifts is calculated to nd
the total lift. Moving forward, the Excel Solver is used to maximize this value by
changing the place of the products. This framework is implemented in Microsoft
Excel by utilizing VLOOKUP, INDEX functions, Solver, and What-If Analysis.

The next section is dedicated to representing and analyzing the results of the frame-
works and acquiring managerial insights.
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5. ANALYSIS AND RESULTS

In this chapter, we discuss in detail the employed frameworks and the outcome of
methods used in dierent steps on the data. In addition, we describe the constructed
customer segments and the features of each. Lastly, we present the results of each
framework.

5.1 Recommendation System Strategies

The rst framework is implementing a methodology to improve the retailer’s recom-
mendation system. After making some changes to the data in the preprocessing part,
RFM was the rst method that was used to help in customer segmentation. The
output of RFM is three scores for each customer. The Recency score aims to nd
out if a customer recently had a purchase from the website. Therefore, we calculated
the number of days between the last day in the data, which was 2020/12/31, and the
date of the customer’s last purchase. To nd the Frequency score, we counted the
number of transactions of each consumer. Lastly, we calculated the Monetary score
by summing up the turnover values of each customer’s transactions in the data. We
entered the results for 841 customers into a Python dataframe to use in the later
processes. The results for the rst ve customers in the data are shown in Table
A.7.

The recency variable’s mean is 141.94 and the standard deviation is around 100.
The minimum is 0 and the maximum is 365, showing that at least one customer
purchased only once on the rst day of the year and for some customers, the last
purchase was on the last day of the year.

For the frequency variable, the mean is 1.5 and the standard deviation is 0.92 which
means the number of purchases for most of the customers is only once. The minimum
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is 1 and the maximum is 6 showing the highest number of transactions for a customer
in the data.

The mean for the monetary variable is 994 with 10 for the minimum and 12589 for
the maximum and the standard deviation is 1890 showing the large variation for the
feature.

We plotted the three scores and the results can be seen in Figure 5.1. The plots
show that for most of the customers, the recency is between 0 to 200 days. More
than 500 customers purchase only once from the website, and for a high portion of
customers, the frequency is between 0 and 1000 Turkish Liras.

Figure 5.1 RFM Variables Histograms
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Figure 5.2 shows the boxplots of the variables. We can acquire some information
from these plots as well. The minimum value for the recency is 0 and the maximum
is 365. There are no outliers in the plot and the interquartile is between 60 and 190
and its range is 130. For the frequency variable, the minimum and the rst quartile
are the same which shows a signicant portion of the data is equal to 1. Moreover,
there are some outliers in the variable. For the monetary, there are a great number
of outliers and most of the data is less than 2000.

Figure 5.2 RFM Variables Boxplots

The natures of the obtained RFM scores are dierent and their range varies a great
deal. Moreover, there are many outliers in frequency and monetary scores. There-
fore, standardization of the data is a good way to acquire reliable results in the
following moves.

Data standardization which is changing the data points of a variable in a way that
the mean becomes 0 and the standard deviation changes to 1, is a crucial operation
that has a great impact on the algorithms’ performance before implementing them
on the data. Variables must be standardized to have an equal variance to prevent
clusters from being dominated by variables with the highest levels of variation.
Standardization is also very common in marketing research because of the dierent
nature of the variables in this area. For instance, in combining an income variable
with the age variable for clustering without standardization, the income variable
likely dominates the other because of its higher range. Therefore, to become sure
of the equal contribution of the variables, we need to use standardization (Su et al.,
2009). To obtain the z-score of each data point, Webber et al. (2008) propose 5.1
Equation where µ is the mean and σ is the standard deviation of the data points.
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(5.1) zi =
xi− µ̄

σ

We implemented the z-score standardization on our data and added the results of
this step as three new columns to the previous dataframe for RFM values. The rst
rows of this dataframe are shown in Table A.8. We can use the standardized values
to implement the clustering algorithm.

Two methods were utilized to decide on the nal number of clusters before imple-
menting the K-means clustering algorithm. Figure 5.3 represents the results for the
Elbow method. As discussed in section 4.2.1, the elbow method is calculating the
total within clusters sum of squares for dierent numbers of Ks and where the con-
siderable decrease happens, we can choose it as the best number of clusters. The
distortion score in the plot indicates the sum of the squared distance from the points
of each cluster to the center of the cluster. The t time exhibits the amount of time
to train the algorithm for that number of clusters. According to this plot, the best
number of clusters for the K-means algorithm is 4 which resembles the elbow.

Figure 5.3 Elbow Method Plot for the Optimal Number of
Clusters

The second utilized method is Silhouette analysis. Silhouette index was calculated
for dierent Ks between 2 and 6. We mentioned that it shows how well the data
points are clustered by measuring their similarity to the assigned cluster. The
higher index represents better clustering. The results are represented in Table 5.1.
According to this table, K=4 has the highest score and the value of the optimal
number of clusters is the same as with the Elbow method.
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Table 5.1 Silhouette Index Values for Dierent Number of
Clusters

K-value Silhouette index
2 0.44106
3 0.41323
4 0.51338
5 0.47441
6 0.487912

Added to the silhouette index, we also based our selection on the Silhouette plots
analysis. In Figure 5.4 we present the results for K=2 and K=3. We see a huge
uctuation in the size of the clusters. Moreover, we notice some data points with
negative Silhouette scores in clusters 0 and 1 which infers that there are certain cus-
tomers that are wrongly clustered. The plots of K=4 and K=5 are shown in Figure
5.5. The variation in these clusters is not much and there are no negative Silhouette
scores. However, because the dataset is small and the number of customers is low,
it is better to keep the number of clusters small. In the plot for K=6 in Figure 5.6,
we notice the Silhouette coecients are relatively low and there are two very thin
clusters. Finally, by considering the Elbow method, Silhouette indexes and plots as
well as the business itself, we decided to continue with 4 clusters.

Figure 5.4 Silhouette Plots for K=2 and K=3

Figure 5.5 Silhouette Plots for K=4 and K=5
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Figure 5.6 Silhouette Plot for K=6

The next part is dedicated to giving details about the 4 clusters created by the K-
means clustering algorithm and their comparison in terms of dierent characteristics.

5.1.1 Summary of the Segments

We implemented the K-means clustering algorithm with K=4 number of clusters
and the output of the algorithm is represented in Table 5.2. The smallest cluster
has 94 customers and the size of the largest one is 449. Figure 5.7 also represents
the number of customers in each segment.

Table 5.2 Size of Clusters
Cluster Size

1 111
2 449
3 94
4 187

Figure 5.7 Size of Clusters
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The good selection of initial centroids in K-means clustering can have a signicant
impact on the nal clustering result. In some studies, researchers have used various
methods to implement the K-means clustering algorithm with dierent initial cen-
troids to obtain better results. In some other studies, like the ones we mentioned in
the literature review, choosing centroids randomly is a common approach, as it is
easy to implement and often results in good solutions. However, randomly choosing
centroids can also lead to poor solutions since it is possible to converge to a local
optimum rather than the global optimum, particularly if the data has a non-uniform
distribution or if the number of clusters is not well-dened. One way of preventing
the algorithm to trap in the local optimum in this situation is to run it several times
to increase the chance of nding the good initialization and keep the results with
the lowest sum of squared errors (Fränti and Sieranoja, 2019).

One alternative to randomly choosing centroids is to use a technique called "k-
means++" which can produce better initial centroids. The k-means++ algorithm
selects the initial centroids such that they are more likely to be distant from each
other, which can help ensure that the nal clusters are more distinct (Arthur and
Vassilvitskii, 2006).

Another alternative is to use some other clustering algorithm as a preprocessing
step to initialize the centroids. For instance, using hierarchical clustering to obtain
a dendrogram and then cutting it at a certain level to get the number of clusters
and then using the resulting clusters as initial centroids for K-means (Kanungo et
al., 2002).

In general, the best approach will depend on the specic characteristics of the data
and the goals of the analysis. In this research, we have employed the approach
of running the algorithm with random initial centroids but for several times which
means while implementing the K-means algorithm on the results of RFM on our
dataset, we did not use any special methods to select the initial centroids of the
clusters and algorithm chose them randomly. However, as a result of running the
algorithm for several times to check the results, we noticed that the results were
the same in all the replications and decided to continue with these results. One of
the possible reasons for obtaining the same outcome in all the runs might be the
sparsity of the data and the inherent dierence of the data of each cluster with other
clusters which every time leads to the same clusters that are at maximum distance
from each other.

In the next step, to nd out more about the characteristics of the segments, we
analyzed the values of RFM scores for each cluster according to the snake plot
shown in Figure 5.8 which gives a summary of the attributes. The X-axis shows
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the standardized RFM metrics and Y-axis represents the mean value of each metric
for the 4 created clusters. The average values of the scores for the clusters are also
shown in Table 5.3.

Figure 5.8 Standardized RFM Values of the Clusters

Table 5.3 Average of Standardized RFM Values of the Clusters
Cluster Recency_standardized Frequency_standardized Monetary_standardized

1 -0.214 0.007 2.268
2 -0.458 -0.283 -0.389
3 -0.611 2.290 0.036
4 1.534 -0.475 -0.429

To support the claims about the dierences between the recency, frequency, and
monetary values of the clusters, we need to know if they are statistically dierent
from each other or not. In the rst step to determine the appropriate statistical test,
we assessed the normality distribution of each value using the Kormogorov-Smirnov
statistical test.

The Kolmogorov-Smirnov test (K-S test) is a nonparametric statistical test that
compares a sample cumulative distribution function (CDF) to a reference probabil-
ity distribution in order to test whether two samples have similar distributions. For
testing the normality of a dataset, it compares the sample cumulative distribution
function to the theoretical cumulative distribution function of the normal distribu-
tion. To determine whether to reject the null hypothesis which is the sample comes
from a normal distribution, the test statistic (D) is calculated as the maximum dif-
ference between the two cumulative distribution functions, and then compared to
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a critical value from the reference table. Unless the test statistic (D) exceeds the
critical value, we fail to reject the null hypothesis, indicating that there is insucient
evidence to suggest that it is not normal. In other words, the K-S test for normality
compares the sample data to the normal distribution and measures how well the
sample data t the normal distribution. We can also examine the hypotheses by
checking the p-values of the test. If the p-value is less than the signicant threshold,
we have enough evidence to reject the null hypothesis that the data comes from a
normal distribution. Otherwise, we fail to reject H0 (Wasserman, 2006).

We dene the hypotheses for the recency values of the groups as below:

H0 = The distribution of the recency values of the cluster comes from a normal
distribution.

H1 = The distribution of the recency values of the cluster deviates signicantly from
a normal distribution.

We tested these hypotheses using the Kolmogorov-Smirnov function of the Python
Scipy library at the signicance level α= 0▷05. If the p-value for the test is less than
α, we reject the null hypothesis.

Table 5.4 indicates that the p-value of the recency values for the four clusters are
less than 5% which shows they are not coming from a normal distribution.

Table 5.4 Results of the K-S Test for the Recency Values of the
Clusters

Cluster Statistic P-value
1 0.247 1▷713e−6

2 0.324 1▷058e−42

3 0.375 2▷150e−12

4 0.715 3▷304e−97

We repeated the test for the frequency values of the 4 clusters to check if they have a
normal distribution and the results are shown in Table 5.5. According to the results,
the P-value for all the clusters is less than 5%. Therefore, we have enough evidence
to reject the null hypothesis and conclude the values are not coming from a normal
distribution.
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Table 5.5 Results of the K-S Test for the Frequency Values of
the Clusters

Cluster Statistic P-value
1 0.309 6▷015e−10

2 0.452 2▷349e−84

3 0.945 7▷296e−119

4 0.640 4▷718e−75

The test is repeated for the monetary values and the results are indicated in Table
5.6. Since all the p-values are less than our signicance level, we conclude the
monetary values for none of the clusters are coming from a normal distribution.

Table 5.6 Results of the K-S Test for the Monetary Values of the
Clusters

Cluster Statistic P-value
1 0.931 5▷405e−130

2 0.495 1▷756e−102

3 0.330 1▷195e−9

4 0.553 2▷440e−54

From the results of the three tables, we know that our recency, frequency, and
monetary values for none of the clusters in the dataset are normally distributed.
Therefore, to check if they are statistically dierent, we should use a nonparametric
statistical test.

The Kruskal-Wallis is a nonparametric statistical test and is used to assess if three or
more independent groups are statistically dierent. This test is an extension of the
Mann-Whitney U test which examines the dierence between two samples that may
have non-equal sizes. It is the nonparametric version of the ANOVA test (Kruskal
and Wallis, 1952). The hypotheses of the Kruskal-Wallis test for our problem can
be written below:

H0: The population means of the 4 clusters are equal.

H1: At least one of the groups has a mean statistically dierent from other groups.

First, we tested if the recency values of the 4 clusters are signicantly dierent from
each other at the signicance level α = 0▷05. Table 5.7 indicates the result of the
Kruskal-Wallis test on Python for the recency values. Since the p-value of the test
is less than our signicance level, therefore, we have sucient evidence to reject the
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null hypothesis and conclude at least one of the groups is signicantly dierent from
the others.

Table 5.7 Kruskal-Wallis Test Results for the Recency of the
Clusters

Variables Statistic P-value
recency values of the clusters 446.154 2▷220e−96

The next step is to pair-wisely check whether the distribution of R, F, and M
values among the 4 clusters are signicantly dierent from each other or not. In
order to check this, we used the Mann-Whitney U test. The Mann-Whitney U test
also known as the Wilcoxon rank sum test is a nonparametric test to check if the
dierence between two groups that have no specic distribution is signicant. The
null hypothesis of the test is that the population medians of the two groups are equal,
and it is tested against the alternative hypothesis that the population medians are
not equal. This can also be used as an approximate test for dierence in means if
the two datasets are not normal and the sample sizes are not too large (Hollander et
al., 2013; Mann and Whitney, 1947). This test is like a t-test which is a parametric
test examining the two groups are from a single population but under the normality
assumption. We can write our null and alternative hypotheses as below:

H0: The population means of the two groups are equal.

H1: The population means of the two groups are signicantly dierent from each
other.

We used this test to test the dierence between the recency values of each two
cluster. The results of the tests are indicated in Table 5.8. We notice all the p-
values are less than the signicance level α = 0▷05 and therefore, we reject the null
hypotheses for all the tests and conclude the mean of the recency values of each two
groups are signicantly dierent from each other.

Table 5.8 Mann-Whitney U Test Results for the Recency of the
Clusters

Clusters Statistic P-value
1-2 31446 1▷906e−5

1-3 7194 3▷006e−6

1-4 111 3▷048e−46

2-3 25580 0.001
2-4 46.500 8▷350e−88

3-4 386.500 4▷679e−39
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We repeated the Kruskal-Wallis test for examining if the frequency values of all four
clusters are equal or if at least one of them is signicantly dierent from the others.
The result of the test is designated in Table 5.9. Since the p-value is less than 5%,
we conclude the mean values are not equal for the clusters.

Table 5.9 Kruskal-Wallis Test Results for the Frequency of the
Clusters

Variables Statistic P-value
frequency of the Clusters 391.187 1▷794e−84

The next step is to check the frequency values of which clusters are signicantly
dierent from each other. Same to checking the recency of the clusters, we applied
the Mann-Whitney U test on every two clusters separately. Table 5.10 represents
the results of the six tests. We see that all the p-values are less than 5% and the
clusters are signicantly dierent in the mean of frequency values.

Table 5.10 Mann-Whitney U Test Results for Frequency of the
Clusters

Clusters Statistic P-value
1-2 29299 0.000
1-3 364 1▷061e−32

1-4 49753.500 1▷619e−7

2-3 10070 1▷061e−32

2-4 17526 6▷291e−55

3-4 13862 2▷881e−12

The Kruskal-Wallis test was used for the third time to check if the monetary values
of the 4 clusters obtained from the K-means clustering algorithm are all equal or if
at least one of them is statistically dierent from others. According to the result of
the test represented in Table 5.11, the p-value is less than the signicance level and
the clusters are not equal in terms of mean and median.

Table 5.11 Kruskal-Wallis Test Results for the Monetary of the
Clusters

Variables Statistic P-value
monetary of the Clusters 419.594 1▷260e−90

Mann-Whitney U test was applied for checking if the monetary values for each of
the two clusters are statistically dierent from each other. P-values of these tests
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represented in Table 5.12, show the mean of monetary values of all the clusters are
signicantly dierent from each other.

Table 5.12 Mann-Whitney U Test Results for Monetary Values
Clusters Statistic P-value

1-2 49839 6▷460e−60
1-3 10026 6▷037e−30
1-4 20757 3▷184e−47
2-3 4201 2▷457e−34
2-4 48838.500 0.001
3-4 20757 3▷184e−47

After implementing the statistical tests on the results of the K-means clustering
algorithm, we conclude that the recency, frequency, and monetary values of all
four clusters are statistically dierent from each other. With these results, we can
comment on the dierent attributes of each cluster and their dierences. The four
subsections in the following are dedicated to describing the distinct characteristics
of the four clusters.

5.1.1.1 Prosperous Customers

Cluster 1 with 111 customers is the third cluster in terms of population. It has the
third lowest recency and frequency values. However, the highest monetary value
with a huge dierence belongs to this segment. The lowest number of ordered
items in this cluster is 1 and the highest one is 8. Moreover, the highest price for
the ordered items is 9300 Turkish Liras. The highest turnover for a transaction is
10640 TL. The total sold items for this cluster is 324 from 39 categories and the
‘Barbecue’ category has the highest number of purchases. The most bought item
is the ’Tashoven Pro 75 Stone Oven’. There is no specic pattern for purchases on
dierent days of the month for this segment. The plot for the number of purchases
from each of the 7 category classes is represented in Figure 5.9 and we can see most
of the bought items are from the ’Life style’ category class. Because of the very high
monetary value of the segment, we named the group as ‘Prosperous Customers’.
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Figure 5.9 Category Class Purchase Frequency for Prosperous
Customers

5.1.1.2 High-potential Customers

Cluster 2 has the highest number of customers equal to 449. It has the second lowest
scores for all the attributes. 933 dierent items were bought from 89 categories with
the lowest price of 3 TL and the highest price of 2140 TL. The mean of turnover value
for this segment is 125 with a standard deviation equal to 205. Most of the purchases
are from the ‘Flour’ category and the most bought items with ’Yayla 3 Pieces Meal
Set 2’ with 37 purchases. A large number of purchases by this group were made
in the rst half of the month, which can be an indication that the customers of
this group depend on their salaries received at the beginning of each month. The
plot of the turnover for each month is shown in Figure 5.10. Since most of their
purchases are related to the recent days in the data and they have reasonable values
for frequency and monetary, we named the cluster as ‘High-potential Customers’.
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Figure 5.10 Turnover Values for each Month in the Second
Cluster

5.1.1.3 Loyal Customers

According to gure 5.8, although cluster 3 has the least number of customers, it has
the highest frequency value with a great dierence from other segments. Moreover,
they have the least recency value, indicating that they chose this marketplace as their
recent trusted website. They also have the second higher monetary value. Because
of these characteristics, we called the customers of this cluster as ‘Loyal Customers’.
The number of customers in this segment is equal to 94. In total 1158 items were
bought in 341 unique transactions. The maximum turnover of a transaction in this
segment is 4200. Most of the transactions have been made in the rst 10 days of
the months. ’Tashoven Baking Stone’ is the most bought item and most purchases
have been made from the ’Flour’ category.

5.1.1.4 Departed Customers

The fourth cluster has the lowest frequency and monetary values with the highest
recency value which shows that they visited the website a long time ago and did
not come back. We labeled this cluster as ‘Departed Customers’. They bought 747
items in total from 61 dierent categories. They bought only in the rst 6 months
of the year, and there are no purchases for the second half of the year. Figure 5.11
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is the plot of turnover value for the rst 6 months.

Figure 5.11 Turnover Values of each Month for the Departed
Customers

We drew the 3D scatter plot of the customers according to their scores and the
result is shown in gure 5.12. The Prosperous Customers are indicated with purple
color, and we can see their higher monetary value in comparison to others. Their
recency and frequency values are relatively low. The orange color is indicating the
High-potential Customers with relatively small values for all three variables. Loyal
customers can be seen with cyan dots with the highest frequency and low recency
and the Departed Customers are shown in gray with the highest recency scores with
a great distance to other dots.

Figure 5.12 3D Scatter Plot of the Customers
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5.1.2 Frequent Rule Mining of the Clusters

The next step after creating the clusters was discovering the most bought products
and the frequent itemsets in each segment and utilizing them to improve the recom-
mendation system of the website. Since the last purchase for all the customers of
the Departed cluster was more than 6 months ago, we decided not to implement the
Apriori algorithm on this segment. Because the products are changing more often,
the history of the customers in this cluster will not be helpful. The best policy for
this group is the website’s current policy of recommending new and season-based
products. For the other 3 segments, we utilized the Apriori algorithm to discover
the association rules. First, we put together the items from the same transactions as
one basket in the data. Next, after some attempts with dierent values for minimum
support, we set it equal to 0.01 to exclude non-frequent itemsets.

The policy of the website is to recommend 10 new or season-based items at the
bottom of a product that the visitor is checking. The number of rules generated
for each cluster was relatively low because of the small number of transactions.
Therefore, we included rules containing only one item with a high support value
as well to recommend to the customers. These items are equal to the most re-
peated products in the transactions. The results for the ’Prosperous Customers’ are
shown in Table 5.13. The 10 recommended products extracted by the algorithm
are: Tashoven Pizza Shovel Large, Tashoven Pro 75 Stone Oven, Tashoven Protec-
tion Case, Tashoven barbecue, Tashoven Pizza Board, Tashoven Pro 100, Tashoven
Baking Stone, Gourmezz Caramelized Onions, Tashoven Pro100 Protection Case,
Buckwheat (Grechka) Flour.

The frequent itemsets of the ’High-potential Customers’ are shown in Table 5.14.
The 10 results for this segment are: Gourmezz Roasted Hot Pepper Sauce,
Gourmezz Spicy and Balsamic Tomato Sauce, Professional Shaving Bowl, Gourmezz
Roasted Hot Pepper Sauce - Very Hot, Razor blade, Gourmezz Caramelized Onions,
Gourmezz Pickled Red Onions, Yayla 3 Pieces Meal Set 2, Yayla 3 Pieces Meal Set
1, Tashoven Baking Stone.

The results for the third cluster, ’Loyal Customers’ according to Table 5.15 are as
follows: Gourmezz Roasted Hot Pepper Sauce - Normal Hot, Gourmezz Spicy and
Balsamic Tomato Sauce, Gourmezz Pickled Red Onions, Gourmezz Roasted Hot
Pepper Sauce - Very Hot, Fast Acting Sebum Roll On For Acne Prone Skin, Clay
Mask with Bentonite and Activated Charcoal for Acne Prone Skin, Tea Tree Oil
Daily Balm For Acne Prone Skin, Rosehip Fruit Anti-Blemish Natural Spray Tonic,
Rosehip Anti-Blemish Eye Contour Serum, Organic Wheat Flour.
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5.2 Improved Web Layout Framework

In the second framework, we used the association rules lift metric to make changes
to the website layout. We explained in section 4 that lift is a measure of the strength
of a rule and a lift value greater than 1 indicates a positive correlation between items
and a greater lift is indicating a stronger rule. Therefore, by placing items with high
lift values next to each other, we can increase the probability of buying the items
together and increase the revenue.

This website has dierent pages each representing the products of dierent cate-
gories. Currently, the products are assigned randomly to dierent places on each
page and the products of each specic brand are next to each other. We chose 3
pages that have the highest number of products in the data. If a product was not
found in the data, we substituted it with another similar product. First, we cal-
culated the lift values of each two products on each page, called two-way lifts, by
using the What-If Analysis in Microsoft Excel. Next, considering the current lay-
outs, we added the lift values for adjacent products by utilizing the Index function
and next calculated the sum of all the results. Table 5.16 indicates the 21 products
each represented by numbers from 1 to 21 in one of the webpages named ‘peanut
and hazelnut butter’. The initial result for the lift values of this page is equal to
89.91. In the next step, by using Solver, we tried to maximize the current lift value
by reassigning the products to new places. After 20 minutes of running the dened
model, the maximized value was equal to 264.42. The nal improved layout is also
shown in Table 5.17.

Table 5.16 Initial Layout of the Webpage
1 2 3 4

A 10 12 14 8
B 4 2 6 5
C 3 11 7 9
D 18 13 19 20
E 1 21 16 15
F 17
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Table 5.17 Optimized Layout of the Webpage
1 2 3 4

A 1 17 8 9
B 14 13 15 16
C 6 21 18 4
D 12 7 11 5
E 20 19 3 10
F 2

This method was implemented on two other pages as well. The rst one is the
’Healthy meals’ page with 13 products. The initial layout of the webpage is shown
in Table A.9 and the nal result is shown in Table A.10. Moreover, Table A.11
indicates the initial layout of the ’Legume’ page with 11 products, and Table A.12
is the improved layout.

The results for lift values of these three pages are represented in Table 5.18. We can
conclude that by implementing this simple method on each page, we would be able
to increase the probability of buying more products and increase revenue.

Table 5.18 Lift Values for Current and Optimized Website
Layout

Current Lift Lift for Optimized layout Percentage Change
138.286 174.428 26%
35.500 55.000 54%
89.910 264.427 194%
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6. DISCUSSION AND CONCLUSION

Consumer behavior analysis is essential in all types of markets to develop strategies
in dierent segments like supply chain and CRM. This analysis is also important
for online retailers to implement special policies on their websites to increase their
income. In this study, two frameworks were developed to help increase the sell-
ing probability and the revenue of an online retailer in Turkey by using consumer
behavior analysis, machine learning, and data mining algorithms.

The approach of the rst framework was to generate a recommendation system
for the website by considering the variety of behaviors of customers in previous
purchases. We extracted the three behavioral features of recency, frequency, and
monetary of the 841 customers with the RFM method and utilized these scores in
the K-means clustering algorithm. The output of the algorithm is such that 13%
are in the Prosperous Customers group, 53% are named High-potential Customers
and 11% are in the Loyal Customers segment. The 22% of customers who did not
buy anything during the last 6 months of the dataset and had the highest recency
scores, were considered as Departed Customers. For the Departed group, the best
recommendation strategy remains the website’s current strategy, exposing them to
products that are either new or related to the season. Since the products in today’s
market change very quickly, their purchasing history will not be useful. To utilize
the results of the customer segmentation for the other 3 groups, we implemented
the Apriori algorithm to nd the frequent rules and extracted 10 products out of
these rules with a high probability of purchasing to display to the customers.

Most of the products extracted from the frequent rules for the Prosperous Customers
are from the expensive products on the website. Moreover, a great number of ex-
tracted products for High-potential Customers are low-price products. Since the
recency and frequency scores of this group are low and customers are relatively new
to the website, it seems they start with low-price products in their rst purchases
to become familiar with the website and see if they can trust it for their future and
more expensive purchases. For Loyal Customers, we notice some products are from
the BA market and related to food and kitchen and some are skin care products.
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One reason for these products being in this group might be that the customers have
bought the skin care products once and then were assured of the authenticity of
the products and repeated their purchases. Another reason might be the advertise-
ment of the website on social media or by the favorite and trusted inuencers of the
customers which made them trust the website and replicate their purchases.

The second framework sought to nd an improved layout for the pages of the website
by utilizing the lift metric of association rule mining. We demonstrated that modi-
fying the current layout by attempting to maximize the total lift values by placing
the products with greater two-way lifts near each other can increase the likelihood of
selling more to customers. The increase of the lift values for the 3 improved layouts
for the webpages were 26%, 54%, and 194%.

6.1 Theoretical Implications

From a theoretical point of view, the potential benets and advantages of employing
RFM, customer clustering with K-means, and association rule-based recommenda-
tion systems all together can be summarized as improved segmentation, personalized
recommendations, accurate targeting, improved understanding of customer behav-
ior, and cost-eective multi-perspective analysis.

While RFM analysis can be used to segment customers based on their past buy-
ing behavior, and customer clustering with K-means can be used to group similar
customers together based on their characteristics or demographics, utilizing these
methods together can provide a more detailed and accurate picture of a company’s
customers, which can be used to target marketing campaigns and tailor commu-
nication to specic groups of customers. Utilizing association rules-based recom-
mendation systems in conjunction with RFM and K-means clustering can improve
personalized product recommendations to customers based on their previous pur-
chase behavior in groups with similar customers.

Integrated models lead to cost-eective systems with improved automation and
multi-perspective analysis. This would be the case for the integrated framework
proposed in this research.
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6.2 Managerial Implications

By employing association rules, companies can identify patterns in customer be-
havior, which can be used to predict future behavior and make recommendations
accordingly.

By using multiple methods such as RFM and K-means, companies can gain a better
understanding of customer behavior and preferences, which can be used to make
more informed business decisions. Furthermore, by combining the information ob-
tained from RFM and K-means, companies can better target the most valuable
customers with personalized oers and promotions.

Companies, marketers, and online retailers can utilize association rules based recom-
mendation systems on each cluster of customers extracted through K-means cluster-
ing based on RFM methods. This framework can help marketers and online retailers
to improve personalized recommendations and as a result, increase customer engage-
ment and sales by providing them with products they are more likely to be interested
in.

By identifying the most valuable customers, companies can optimize their resources
and marketing eorts, reducing costs and increasing the return on investment. More-
over, by identifying customers at risk of defection using RFM analysis and targeting
them with personalized oers and recommendations, companies can improve cus-
tomer retention and increase long-term revenue.

By integrating all the methods into one system, companies can automate the process
of segmentation, clustering, and recommendations, which would save time and im-
prove eciency. Moreover, utilizing multiple methods allows for analyzing customer
data from multiple perspectives, which can provide a more complete understanding
of the customers.

6.3 Limitations and Future Research

The data of the customers’ previous transactions is a great help in implementing
dierent strategies, and in our case, in developing two functional methodologies.
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However, there were some limitations while implementing the project. First, the
data relates to the 12 months of 2020, which was the very beginning of the Covid-
19 pandemic, and similar to many businesses worldwide the mentioned retailer was
also aected. This caused a reduction in sales and therefore, a loss of valuable
information.

Second, we know that the performance of recommendation systems is based on pre-
vious transactions and that bigger datasets result in more reliable outcomes. How-
ever, our dataset was very small with a low number of transactions and customers.
Therefore, to extract more reliable results, using the data from more years would
be useful. Additionally, with more data, we would be able to analyze the behavior
from dierent approaches like considering the seasonality.

Another important issue was the limitation in the number of variables. Unfortu-
nately, we did not have access to variables such as age, gender, or the location of
customers to conduct further analyses or analyses with dierent approaches.

One of the limitations of the RFM method is that it does not consider the product
breadth, which means the variety of products that a customer has bought and it just
considers the frequency of purchases in total. To overcome this problem, perhaps
the combination of RFM with other methods can be used to obtain more accurate
results.

Another problem was that Apriori is an inferential algorithm rather than a predic-
tive one. Therefore, without implementing the outcome of the methodology on the
website, we are unable to examine the ratio of the impact on the revenue. More-
over, Apriori is an expensive and time-consuming algorithm. However, because our
dataset was small, the eect of these issues was not very tangible.

Future research on this topic might focus on using other methods in the related area
to boost sales and, consequently, customer loyalty. For instance, utilizing a bigger
dataset helps to acquire more reliable results.

Additionally, other clustering methods like Hierarchical clustering or DBSCAN clus-
tering could be implemented to compare the results with our ndings.

We implemented the K-means clustering by letting the algorithm start with random
initial centroids. This research can be repeated by utilizing some methods to select
the initial centroids and obtain better results.

Other recommendation system methods like collaborative-based ltering or content-
based ltering could be implemented with larger datasets and with a greater number
of variables to provide further insights for the retailer.
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Apriori algorithm can be implemented based on the product categories to nd out
which categories are bought mostly together in dierent clusters.

We hope that the results of our study provide avenues for future research in the area
and also help marketers choose the appropriate course of action to increase sales.
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APPENDIX A

Figure A.1 Snapshot of the Retailer’s First Page
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Table A.5 Customers Demographic Report
1.Age

Age Percentage(%)
18-24 10.56%
25-34 52.11%
35-44 28.17%
45-54 9.15%
55-64 0.00%
65+ 0.00%

2. Gender
Female 61.80%
Male 38.20%

3. Location
Turkey 82.09%
USA 7.93%

Germany 2.06%
Argentina 1.91%
Canada 1.76%

United Kingdom 0.73%
Austria 0.29%
China 0.29%
Cyprus 0.29%
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Table A.9 Initial Layout for the Healthy Meals Page
1 2 3 4

A 2 7 10 11
B 3 4 9 13
C 5 1 12 6
D 8

Table A.10 Improved Layout for the Healthy Meals Page
1 2 3 4

A 1 8 6 10
B 12 13 3 5
C 7 9 4 2
D 11

Table A.11 Initial Layout for the Legumes Page
1 2 3 4

A 3 7 1 8
B 5 2 4 6
C 9 10 11

Table A.12 Improved Layout for the Legumes Page
1 2 3 4

A 2 7 3 5
B 1 4 8 6
C 9 10 11
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