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ABSTRACT

DATA DRIVEN EXPLORATION OF DOCUMENT COLLECTION TO
UNDERSTAND UNDERLYING SOCIAL FABRIC USING GRAPH
REPRESENTATION LEARNING

ANIL OZDEMIR
Computer Science and Engineering, Master’s Thesis, July 2021

Thesis Supervisor: Prof. Selim Balcisoy

Keywords: Graph Theory, Natural Language Processing, Machine Learning,

Graph Representation Learning , Recommendation Systems

An enormous collection of documents is digitally available in text, images, and other
representations for cultural heritage (CH). The availability of such extensive data
creates a need for various approaches that allow users and archivists to understand
latent relationships in collections. However, one of the biggest challenges of docu-
ments in cultural heritage is that it takes a long time and is difficult for archivists to
analyze and process documents. Due to this manual process, there may be situations
where the person, place, and events mentioned in these documents are not expressed
in the same linguistic terms and words, or they contain ambiguous concepts that
make it difficult to understand; as a result, it is challenging to uncover these rela-
tionships without careful examination by a professional. Therefore, there is a need
for an archivist who will re-analyze these terms to capture similar events, persons,
and places between the documents and thus reveal the latent relationship. To fill
this gap, we proposed a system that combines various NLP algorithms and graph
representation learning methods using only the textual summary of the documents
and the documents’ metadata. The system automatically extracts substantial terms
in the documents, then produces embedding for the documents themselves and these
terms. Finally, the proposed system has been used to explore the document collec-
tion and perform document recommendations by utilizing calculated document em-
beddings. We evaluated and compared the performance of the proposed work with
alternative methods through an experiment we conducted with archive experts.
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OZET

DOKUMAN KOLEKSIYONU UZERINDE GRAFIK TEMSIL OGRENIMI
KULLANARAK TEMELDEKI SOSYAL YAPIYI ANLAMAK

ANIL OZDEMIR
PROGRAM ADI YUKSEK LISANS TEZI, MAYIS 2021

Tez Danigmani: Prof. Dr. Selim Saffet Balcisoy

Anahtar Kelimeler: Heterojen Bilgi Aglar1, Grafik Teorisi, Dogal Dil Isleme ,

Makine Ogrenmesi, Grafik Temsili Ogrenme, Oneri Sistemleri

Kiltirel Miras (CH) alaninda metin, resim ve diger temsil tiirlerinde dijital olarak
¢ok biiyiik bir belge koleksiyonu ortaya cikmaya baglamistir. Bu tir kapsamh
verilerin mevcudiyeti, aragstirmacilarin ve arsivcilerin koleksiyonlardaki gizli iligki-
leri anlamalarina olanak taniyan cesitli yaklagimlara ihtiyag duymaktadir. Ancak
kiiltiirel mirasta belgelerin en biiytik zorluklarindan biri, argivcilerin belgeleri analiz
edip islemesinin uzun zaman almasi ve zor olmasidir. Bu manuel iglem nedeniyle,
bu belgelerde adi gegen Kkisi, yer ve olaylarin ayn dilsel terim ve kelimelerle ifade
edilmedigi veya anlagilmasini zorlagtiran belirsiz kavramlar igerdigi durumlar ola-
bilir; sonug olarak, bir profesyonel tarafindan dikkatli bir sekilde incelenmeden bu
iligkileri ortaya ¢ikarmak zordur. Bu nedenle, belgeler arasindaki benzer olaylari,
kigileri ve yerleri yakalayacak ve boylece gizli iligkiyi ortaya cikaracak bu terim-
leri yeniden analiz edecek bir arsivciye ihtiyag vardir. Bu boglugu doldurmak igin,
yalnizca belgelerin metinsel 6zetini ve belgelerin ekstra meta-verilerini kullanarak
cesitli dogal dil igleme algoritmalarini ve grafik temsili 6grenme yontemlerini bir-
legtiren bir sistem o6nerdik. Sistem otomatik olarak belgelerdeki énemli terimleri
¢ikarir, ardindan belgelerin kendileri ve bu terimler icin vektorel degerler iiretir. Bu
vektorel degerler kullanilarak dokiimanlar arasindaki iligkileri gozlemlemek ve ilgili
dokiimanlar: ortaya ¢ikarmak kolaydir. Son olarak onerilen sistem, hesaplanan vek-
torler kullanilarak dokiiman onerisi yapmak icin kullanilmistir. Onerilen ¢alismanin
performansini alternatif yontemlerle arsiv uzmanlariyla yaptigimiz bir deneyle deger-
lendirdik ve kargilagtirdik.
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Chapter 1. Introduction

Today, almost all cultural heritage (CH) institutions are starting to digitize parts
of their collections and archives to improve accessibility, preservation of originals,
publicity, and visibility of the institution on the Internet. With this recent devel-
opment, digital document collections have been multiplying. These collections are
spread over more than one area of life in a vast domain, including art, history,
mathematics, physics, etc. Such a situation creates a substantial volume of docu-
ments digitally available. The increasing demanding for digitalization in the cultural
heritage domain also derives several challenges for the analysis of documents in this
field. One of the first challenges is reading, analyzing, and processing the documents
takes lots of time and requires personnel and funding. During such processing, there
may be situations where the important entities in these documents are not expressed
in the same linguistic terms and words, or they may contain ambiguous concepts
that make it difficult to understand; as a result, it is challenging to uncover these
relationships without careful examination by experts and the amount of information
that is overlooked in the manual analysis is too much. These challenges create the
need for various approaches that allow users to understand latent meanings in collec-
tions, discover and investigate relationships, and extract the necessary information

from collections in CH.

In the literature, studies have been carried out to solve the challenges mentioned
in the field of CH and to assist archivists, and these studies have benefited from
methods from many different fields. The majority of these methods use natural lan-
guage processing (NLP) techniques, including Named Entity recognition (Nadeau
& Sekine, 2007), to expose mementos that specify who has mentioned the notions,
events, and concepts in the collection take place. Another example is topic modeling
techniques like Latent Dirichlet Allocation (Blei, Ng & Jordan, 2003), and Latent
Semantic Analysis (Dumais, 2004) to understand the underlying theme, exhibit
periods, dates, and expose such temporal expressions from textual collections. Si-
multaneously, there are many studies using visualization tools and interfaces to deal

with the same problem. Examples of these include MindMap (Spangler, Kreulen &



Lessler, 2002) that using visualization and utilizing taxonomies to understand tex-
tual collections, InfoTouch (Kristensson, Arnell, Bjork, Dahlback, Pennerup, Prytz,
Wikman & Astrom, 2008) that explorative visualization interface for photo collec-
tions. Along with the improvements mentioned in collection and document research,
we turn our attention to improving corresponding techniques in the context of CH

domains.

In this thesis, two different systems were introduced using a collection of docu-
ments in the field of cultural heritage. To access such a collection, we have collabo-
rated with archive professionals from a cultural institution, SALT (saltonline.org)
which focused on public service producing research-based exhibitions, publications,
and digitization projects. The first proposed study is a visual exploration tool that
uses NLP methods to make it easier to explore documents in the CH area which is
described in Chapter 3. In the proposed visual tool our contribution is design and de-
velopment of a visual exploratory tool that facilitates the uncovering of hidden infor-
mation and stories underlying documents, extracting the key individuals, temporal
expressions, locations, entities, and keywords within the documents, and establish-
ing a network between documents using both NLP and visualization methods from
archive metadata. Such visualization design will allow researchers and archivists to
form and test hypotheses and observe individual relationships, networks, semantic

and syntactic proximity, and stories present in the archives’ metadata collections.

In the second part which is described in Chapter 4 and 5, we introduced a system
that combines various natural language processing algorithms and heterogeneous
network embedding methods using only the textual summary of the documents and
the document’s metadata. The system extracts n-grams that describe linguistically
and combines them with temporal information and extra categorical information
that exists in data to represent them on a heterogeneous graph network. Then,
the system produces vector representations for the documents in the collection by
utilizing graph representation learning algorithms, and we used these representations
both in visualization and in design a document recommendation system. It is easy
to observe the relationships between the documents and reveal related documents by
using these vector embeddings. Finally, we experimented with archival professionals
to test the performance of the recommendation system we produced and showed

that our system outperformed the other models we compared.
The contributions of the thesis we have presented are as follows.

o A visual tool has been developed that utilizes current natural language pro-
cessing methods to explore documents in the cultural heritage area. This tool

helps archivists to quickly observe documents and see important people, terms,
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and locations contained in documents.

o There is a lack of a document recommendation system in a collection of docu-
ments in the field of cultural heritage in the literature, and we have developed
a recommendation system to fill this gap. Since the documents in this field
are difficult for a normal person to read and understand in languages, state-
of-the-art graph representation and natural language processing methods have

been used to make it easier to analyze the language of these documents.

e The recommendation system utilizes underlying n-grams that describe linguis-
tically and combines them with temporal information and extra categorical
information that exists in data to represent them on a heterogeneous graph
network. Then, use the network structure to obtain meaningful embeddings
of documents and use embeddings to recommend documents to a user. Since
the user’s previous preferences are not used in this recommendation system,
the introduced system is also effective in solving the cold-start problem, which
is described in Chapter 2.4.1.

o Manual annotation experiment with cultural heritage experts demonstrates

the success of our system against alternative methods.

o An example of data-driven analysis of cultural heritage collection is presented,

9th

helping to understand the social fabric of a Crete in the 19"* Century.

The remaining of the thesis is structured as follows: in Chapter 2, a broad lit-
erature review is presented based on the underlying methods and algorithms. The
designed visual exploratory analysis tool is explained in Chapter 3. The underlying
methods we benefited from and the implementation design for the document rec-
ommendation system we have introduced explained and described in 4. Chapter 5
describes the data we use when developing and testing the recommendation system
and shows the experimental design and results of the experiment we conducted to
measure the performance of the system we presented. Finally, Chapter 6 consists of

the conclusion and future work.



Chapter 2. Related Work

2.1 Exploratory Visual Interfaces in Cultural Heritage

There has been a significant effort in digitization and CH preservation, visual-
ization, and interaction. Recently, most of this work has been focused on creating
digital representations of cultural artifacts and the creation of metadata and docu-
mentation associated with this. This effort’s significant consequence is that there is
an enormous collection of documents digitally available in text, images, and other
representations. An example of such multidisciplinary collections includes the Bio-
diversity Heritage library (Gwinn & Rinaldo, 2009) which is an open-access digital
library of 12 natural history collections, a digital archive of the Ottoman/Turkish
serial novel, which is one of a broader digital archive that preserves, classify and an-
alyze the cultural heritage of Ottoman/Turkish society (Serdar & Tutumlu, 2018)
and an Arts and Humanities Data Service (AHDS) (Burnard & Short, 1994) which
is a UK national service aiding the discovery, creation, and preservation of digital
resources that cover the areas, such as archaeology, history, literature, and linguis-

tics.

The increase in the number of these archives and collections, visualization, ex-
ploration, and relationship extraction projects using such digital collections has
increased considerably in the last 20 years. Examples of these include EPOCH
(Petridis, Pletinckx, Mania & White, 2006) that is a multimodal interface for inter-
acting with digital heritage artifacts by using virtual reality, CULTURA (Hampson,
Agosti, Orio, Bailey, Lawless, Conlan & Wade, 2012) which is a project that covers
topics, such as finding entity, event, and relationship extraction within unstructured
text obtained from digital CH collections using various NLP techniques. Dou, Qin,
Jin & Li (2018) proposes a knowledge graph to finding ontology and relationship

for intangible cultural heritage (ICH). Moreover, Aviles Collao, Diaz-Kommonen,
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Kaipainen & Pietarila (2003) describes tools that produce similarity cluster rep-
resentations in CH content using spatial vector-based computation technique, and
Salisu, Mayr, Filipov, Leite, Miksch & Windhager (2019) introduce visual techniques

to depicting development and changes over time in CH collections.

In other domains beyond CH, there are enormous visualization and NLP methods
to represents and discover collections. For example,Cheng, Wang, Huang, Chundi &
Song (2020) enhances the collection understanding by presenting a topic-modeling-
based text visualization approach that extracts and visualizes topic models regarding
biomedical document collections. In addition, Chen, Zou & Scott (2016) developed a
topic-based visualization model to present and analyze the Illinois Digital Archives,
in which a document can now be represented as a mixture of semantic topics and —
cite2vec — is a new visualization scheme that allows the user to dynamically explore
and browse documents by embedding documents into a high-dimensional space by
using word2vec (Mikolov, Sutskever, Chen, Corrado & Dean, 2013). The relation-
ship between documents is based on both distances between document vectors and
shared attributes between documents in the proposed tool. On the other hand,
recent approaches usually model the documents through its underlying theme by
examining the set of words comprising the document using Topic models (Cheng
et al., 2020),(Chen et al., 2016). These kinds of models usually discover the ab-
stract “topics” that occur in collecting documents by using statistical properties of
word counts. However, for users who need to explore and discover documents as
part of the research process, such a model may fail to find a relationship between

documents.

2.2 Representation Learning for Graph Networks

Representation learning depicted in Figure 2.1 and stands for learning the un-
derlying representations of the data that faciliate extracting beneficial information
when constructing machine learning models including classifiers or other predictors.
Bengio et al. (2013) describes good representation as the one that captures the pos-
terior distribution of the the underlying explanatory factors for the observed input.
In recent years, representational learning studies have grown rapidly across different
fields in the literature and industry. Examples of these including speech recognition
and signal processing (Dahl, Ranzato, Mohamed & Hinton, 2010),(Deng, Seltzer,
Yu, Acero, Mohamed & Hinton, 2010) ,(Chorowski, Weiss, Bengio & van den Oord,

bt



Task A Task B Task C

output

shared
subsets of
factors

input

Figure 2.1 Illustration of representation-learning discovering explanatory factors
(middle hidden layer, in red), some explaining the input (semi-supervised setting),
and some explaining target for each task. Because these subsets overlap, sharing of
statistical strength helps generalization as Bengio et al. (2013) argues

2019)), object recognition (Wang, Sun, Cheng, Jiang, Deng, Zhao, Liu, Mu, Tan,
Wang & others, 2020),(Gidaris, Singh & Komodakis, 2018) , natural language pro-
cessing (Collobert, Weston, Bottou, Karlen, Kavukcuoglu & Kuksa, 2011),(Liu, Lin
& Sun, 2020),(Mikolov, Grave, Bojanowski, Puhrsch & Joulin, 2017),(Tschannen,
Bachem & Lucic, 2018).

The major challenge in the machine or deep learning on graphs is finding a way to
combining information about graph structures into a machine learning model and
therefore the same challenge applies to representational learning. Such challenge
is explained by Hamilton et al. (2017) as one could encode the pairwise properties
between nodes, such as a number of shared friends or strength of the relation-
ship in the case of link prediction in social network-based graphs. Based on this
situation, there is no easy way to encode this multi-dimensional, non-Euclidean
information about graph structure into a feature vector. Studies done in the litera-
ture to extract structural information from graphs are generally based on summary
graph statistics (Bhagat, Cormode & Muthukrishnan, 2011), kernel functions (Vish-
wanathan, Schraudolph, Kondor & Borgwardt, 2010) or carefully hand-engineered
features (Liben-Nowell & Kleinberg, 2007). However, such approaches are limited
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and not efficient in time but also expensive, and this situation has made it inevitable

to use representation learning on graphs.

Recently, several approaches have been proposed to learn the representation that
encodes the structural information depicting graphs. The principal idea shared
by these different approaches is to learn mapping function f that embeds nodes,
links, or entire (sub)graphs, as points in a low-dimensional vector space R?. The
objective of the mapping function is to optimize this mapping so that geometric
relationships in the vector space reflect the topological structure of the original
graph and illustrated in Figure 2.2. The embeddings that are optimized as a result
of such representation learning can be used later in many downstream machine
learning tasks including classification, clustering, similarity search Hamilton et al.
(2017). Representation learning with graph-structured information based works
includes combination of latent and observable relational learning models on graphs
in (Nickel, Murphy, Tresp & Gabrilovich, 2015) , Latent space approaches to social
network analysis (Hoff, Raftery & Handcock, 2002) and geometric deep learning on
graphs (Monti, Boscaini, Masci, Rodola, Svoboda & Bronstein, 2017) , (Bronstein,
Bruna, LeCun, Szlam & Vandergheynst, 2017).

Graph representation learning also under the topic of graph-based subspace learn-
ing. Previous studies include Locally Linear Embedding (Li, Lin, Yan & Xu, 2008),
Laplacian Eigenmap (Belkin & Niyogi, 2001) . The underlying idea of these meth-
ods to construct a proximity graph as an approximation to the underlying data and
then learn a low dimensional vector representation for the data by preserving prox-
imity graph-based structure. Thus, one could calculate the similarity between two
arbitrary objects with the inference from learned space. Traditional graph-based
subspace learning algorithms only take into account one type of object, while Meta-
path2vec algorithm that used in this study deals with multi-type interrelated data
objects.

2.3 Random Walk Based Graph Network Embedding Methods

Traditionally, most of the methods for extracting latent space for graph-structured
information based on solving eigen decomposition, and the complexity starts to
increases quadratically as the number of vertices increases. Such approaches are

inefficient in solving large-scale graph problems. Such shortcoming is the reason
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behind the random walk strategy-based representation learning algorithms on graphs
gained momentum and became the basis of the metapath2vec (Dong, Chawla &
Swami, 2017) method used during this study.

In the literature, the first method among the methods that combine the random
walk strategy and skip-gram (Mikolov, Chen, Corrado & Dean, 2013) to learn latent
representations is Deepwalk (Perozzi, Al-Rfou & Skiena, 2014), which generates uni-
form random walks from graphs to learn representations and treating walks as the
equivalent of sentences in Word2vec. In other words, DeepWalk adopted the idea
underlying the Wordvec (Mikolov et al., 2013) , which was a breakthrough in nat-
ural language processing. In word2vec, input words that have similar context have
expected to have proximate positions in vector space and this corresponds to nodes
that have similar neighborhoods that will acquire similar vector representations in
Deepwalk. Such a neighborhood is described as a sliding window across the gener-
ated random walk and defining all the nodes within a particular window as context
for the center node of the window. Thus, DeepWalk approximates the conditional
probability of alternative vertice in the network being close by optimizing for high

probabilities of vertices in the neighborhood.

LINE (Tang, Qu, Wang, Zhang, Yan & Mei, 2015) is one of the first studies
in the random walk approach for learning representations of vertices in a network
and argues that DeepWalk does not provide a clear objective that expressing what
type of network properties are preserved. Also, LINE states that DeepWalk ex-
pects nodes with higher second-order proximity produces similar representations,
while the LINE preserves both first-order and second-order proximities by optimizes
the representations to capturing both first and second-order proximity by training

different embedding vectors for them and concatenate later.

Later, Node2vec is proposed by Grover & Leskovec (2016) and generalizes the
DeepWalk and LINE by introducing parameters to controlling random walk behav-
ior and argues that added flexibility in exploring neighborhood is helping learn richer
vector representations using Breadth-First and Depth-First sampling. Node2vec
performs better results over state-of-the-art techniques on that time on multi-label
classification and link prediction in several real-world networks from different do-
mains. HARP (Chen, Perozzi, Hu & Skiena, 2018), and Wallets (Perozzi, Kulkarni,
Chen & Skiena, 2017) can be given as an example of extra studies that present graph

embedding algorithms using the random walk strategy.

The methods are given earlier focused on homogeneous networks in general, and
Dong et al. (2017) highlighted this shortcoming and introduced the Metapath2vec

which studies representation learning in heterogeneous networks. Dong et al. (2017)
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stated that conventional graph embedding techniques are limited when multiple
types of nodes and links exist. The proposed Metapath2vec model modifies the
random-walk strategy by combining walks with the meta-path-based concept to
construct a heterogeneous neighborhood of vertices and then utilize a heterogeneous
skip-gram model to extract embeddings. In this way , Metapath2vec helps to capture

both semantic and structural relations in heterogeneous networks.

The reason behind using metapath2vec in this study is that the graph structure we
construct with the documents and the features we extracted from the documents is
a heterogeneous graph, and we determined that metapath2vec is the most accurate

option to capture the relations between different node types both structurally and

semantically.
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Figure 2.2 Graph Representation Learning Illustration. Network space is depicted
on the left and vector space is depicted on the right, retrieved from Hamilton et al.

2.4 Representation Learning for Recommendation Systems

In this section, we will focus specifically on the development of document recom-
mendation systems, recommendation systems designed for documents in the field of
cultural heritage, and the use of representation learning techniques in recommenda-
tion systems. A Recommendation system defined a subclass of information filtering
design that tries to predict the "rating" or "preference" a user would give to a specific
item (Ricci, Rokach & Shapira, 2011). As discussed in Section 2.2, the rapid increase
in the number of studies in the field of representation learning has also led to the use
of these algorithms in recommendation systems. Recently, recommendation systems
have been designed for many different industries and domains including video and
music services (Van Den Oord, Dieleman & Schrauwen, 2013) , product recommen-

dation for online shopping sites (Lee & Kwon, 2008) , social content recommendation
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for social media platforms (Wang, Zhu, Cui, Sun & Yang, 2013) , hotel or tour rec-
ommendation for tourism industry (Yu & Chang, 2009) , news recommendation
(Zheng, Zhang, Zheng, Xiang, Yuan, Xie & Li, 2018) and document recommenda-
tion (Weng & Chang, 2008).In the past, common approaches for recommendation
systems are collaborative filtering approach (CF) which uses shared characteristics
of users to use in the recommendation, and (Sarwar, Karypis, Konstan & Riedl,
2001) the content-based approach (CB) (Van Meteren & Van Someren, 2000) which
based on content and relevant profiles to make recommendations to users. CB also

benefits from past interactions and behaviors to make successful recommendations.

2.4.1 Cold-start problem in Recommendation Systems

The cold-start problem is defined by Maltz & Ehrlich (1995) and states the impor-
tant issue at the initial learning stages of the recommendation systems. The issue is
that in the initial stage, there is a lack of information about the user, or it is difficult
to gather records about users, but still a recommendation service must be provided
to the users. Since the mentioned information is critical to the operation of the
recommendation systems, if the relevant information is not available, it produces
a cold-start problem and reduces the effectiveness of the recommendation systems.
As a result, users’ desire to use these systems also decreases. As Weng & Chang

(2008) argues, there are two cold-start problems as follows:

o New-system cold-start: In its initialization stage, the new system still has no
information for evaluation and recommendation from users of the items. Thus,

the system lacks related information and characteristics about users.

o New-user cold-start: Recommendation system works for a couple of sessions
and has also aggregates and stores a fragment of user profiles as well as eval-
uation archives. However, for the newcomer user, the system is still unable
to seek useful records for the recommendation, thus, it might not satisfy the

needs of newcomer users.

For the recommendation mechanism, whether it is a CF-based or CB-based rec-
ommendation, there have still been difficulties in handling the cold-start problems.
Although, no certain best solution for improvement, many studies have argued that

the hybrid-based approaches may constitute a better recommendation result.
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2.4.2 Document Recommendations

One of the first proposed works for document recommendation was a Fixit sys-
tem (Hart & Graham, 1997) , which is defined as query-free search and, supply the
benefits of a combined expert and text database system without requiring query-
procedure knowledge to the user. Another early-stage document recommendation
work proposed by Budzik & Hammond (2000) and developed a system that helps
users with recommending relevant documents while browsing the Web. In the pro-
posed work, queries and documents are represented as vectors in a high dimensional
space, where each dimension represents a word. Among more recent examples, Weng
& Chang (2008) use ontology and the spreading activation model for research paper
recommendation. Authors utilize ontology to construct a profile for users and benefit
from user profile ontology as the basis to reason about the needs of users. Authors
expressed the spreading activation model in a format of network data structure
where nodes represent the characteristics of objects and edges express the relation-
ships between objects and argues from conventional recommendation systems suffer
from the cold-start problem ( see Section 2.4.1). Nagori & Aghila (2011) proposed
hybrid model that uses Latent Dirichlet Allocation (Blei et al., 2003) and CF-based
techniques to perform document recommendation that chooses top K document for
users. Shaparenko & Joachims (2009) proposed a method that utilizes language
modeling and convex optimization to recommend documents. Authors unsuper-
vised generative model for large text corpora that provides a formal structure for
the process and recommend the top-N most similar documents according to the

cosine similarity.

2.4.3 Representation Learning Applications in Document Recommenda-

tion Systems

The effort of representation learning in document recommendation systems has
become very common especially in the last 5 years, but one of the first proposed
studies about representation learning applications in this domain is a novel graph-
based representation learning algorithm designed for document recommendation in
social tagging services (Guan, Wang, Bu, Chen, Yang, Cai & He, 2010). In the work,
the authors reformulate the document recommendation problem into a graph-based
representation learning framework and present a novel algorithm called Multi-type

Interrelated Objects Embedding and try to represent users and documents in the same
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vector space in which two related objects are close to each other. In the experiments,

the proposed method outperforms traditional recommendation algorithms.

Afterward, Yang, Liu, Zhao, Sun & Chang (2015) proposed a text-associated net-
work representation method that incorporates text features of vertices into graph
representation learning using matrix factorization. De Boom, Van Canneyt, De-
meester & Dhoedt (2016) presented representation learning framework for short
texts using a weighted word embedding aggregation and argue that method is capa-
ble of holding the semantic information in the texts, and is applicable out-of-the-box.
Gupta & Varma (2017) addressed the problem of scientific paper recommendation
by proposing a novel method using distributed representations of texts and graphs.
Authors combine network embeddings with the semantic embeddings of the texts.
Another study conducted by Zhang, Ai, Chen & Croft (2017) and proposed a joint
representation learning framework for top-N recommendation with heterogeneous
information sources including texts. The authors aim to capture the word sequen-
tial information and their local semantics to better modeling of the textual reviews
for a recommendation. VOPRec (Kong, Mao, Wang, Liu & Xu, 2018) is a scientific
paper recommendation system that uses text information and structural identity.
Text information is represented with word embedding to find top-N similar scientific
papers. Authors combine the Doc2vec embeddings with Struc2vec embeddings to
reconstruct the paper network and apply matrix factorization to learn graph struc-
tures and construct paper vectors. Finally, proposed system recommends top-n
paper according to the cosine similarity. Brochier, Guille & Velcin (2019) presented
a GVNR, a matrix factorization-based method for network embedding. The authors
use textual content associated with the nodes to learn representations of words and
documents and stated that the proposed system demonstrates state-of-the-art re-
sults on a wide range of networks and able to produce recommendations based on

the distance between words, documents, and embeddings.

12



Chapter 3. A NLP Enhanced Visual Analytics Tool for Archives

Metadata

3.1 Design Rationale

Our developed exploratory tool aims to help archivists form and test hypotheses
and observe certain relationships, networks, semantic and syntactic proximity, and
stories present in the metadata archives. To achieve this goal, the extracted features
from metadata must be displayed in various aspects comprehensively. These features
include features in different domains that can best describe archives. We have
divided this attribute pool into two, the ones we have obtained by ourselves using
NLP methods, and those already present in the metadata. Previously available
features include the year the document was published, the document’s location, and
the topic of the document. On the other hand, the attributes we extract with NLP
and morphological methods are local locations, persons, dates, similarity, entities,
keywords. We have integrated all of these attributes into the visual tool we have

prepared to help an archivist analyze a document in the best possible way.

3.2 System Description

3.2.1 Feature Engineering and Transformation
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Figure 3.1 : The designed user interface. a) Interactive map. b) Information box,
document-specific attributes were placed on this box. ¢) The filtering panel. d)
The document browser that integrated enables users to browse documents easily. e)
Individual and keyword search menu.

3.2.1.1 Information Extraction

From the raw metadata, we extracted the following features:

Location, Time: In this paper, we refer to villages and settlements as locations.
To obtain them, we extracted location-expressing words morphologically using regex
(Aho & Corasick, 1975). Although we have the year each document was published,
the concept of time in the document’s depiction describes a time progression, such

as morning, evening, yesterday, the next day.

Entities, keywords, and key individuals: For extracting entities, we first
located nouns in the text and then determine what type of entity they refer to
— such as a person, location, and keywords. To perform accurate morphological
analysis on textual data we used morphological parser and disambiguation parser
which was proposed by Sak, Giingér & Saracglar (2008). Proposed Parser receives
complete text as an input and adds the meaning of the words into the equation
while analyzes and disambiguates the words. Since a word in the Turkish language
has more than one morphological analysis output, the meanings of the words in
the sentence directly affect these results. In this context, disambiguation is a very
crucial step for morphology and the success of the disambiguator proposed by Sak
et al. (2008) has been reported as 96.45% on a disambiguated Turkish corpus. To
highlight and find key individuals, since the period used in the data belongs to the
period before the surname law was issued, we first captured the human names with

the help of regex and morphological analyzer and then combined them with the
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titular adjectives. For keywords, they selected among the entities used in specific

proportions.

Similarity Between Documents: In order to capture similarity between doc-
uments ,two state-of-the-art word embedding models which are Word2vec (Mikolov
et al., 2013) , FastText (Bojanowski, Grave, Joulin & Mikolov, 2016) trained over
our corpus. Also, we used sentence transformer (Reimers & Gurevych, 2020) which
provides a method to compute dense vector representations for sentences and para-
graphs using recently released pre-trained Turkish Bert model(Schweter, 2020). Con-
sequently, each document was represented as fixed-sized mathematical vectors, and
the relationship between documents was calculated by taking the cosine similarity

which corresponds to these vectors’ inner products.

3.2.1.2 Network Extraction

Network: We have built a homogeneous network between documents by using
individuals and entities we extracted. In the network, nodes correspond to the
documents themselves. To assign an edge between two documents in the network,
the number of shared individuals and keywords between documents is computed.
The majority of the documents do not have frequent individuals and keywords. To
prevent cluttered edges and misleading results, edges are set based on a threshold
value. In other words, if the number of shared individuals or keywords between
two documents is higher than the predetermined threshold value, an edge is drawn

between them.

3.2.2 Visual Interface and Components

In Figure 3.1, the designed interface, consisting of six components, can be ob-
served. The main component of the interface is the interactive map Figure 3.1-a
in which documents on the data, location information are integrated to describe
the events at different points on the island of Crete. Here, the user can also view
documents outside the island of Crete using the embedded zoom functionality. The
user can navigate the documents placed according to the latitude and longitude in-
formation on an interactive map. Whenever the user needs to see extra information
on the document, they can click on it and access the information box depicted in
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Figure 3.2 Interaction schema among the components

Figure 3.1-b. Document-specific attributes such as location, time, person, entities,
and keyword extracted using various NLP techniques and models were placed on this
information box, as stated in 3.2.1.2. Another significant feature of this information
box is to provide the user with documents similar to the document being observed
with a button placed under the bar. After clicking the mentioned button, similar
documents were computed by measuring the distance between the document-specific
vectors extracted from word embedding models. Here, the documents most similar

to each document were shown to the user via the document browser in Figure 3.1-d.

The panel is shown in Figure 3.1-d is the document browser that is integrated to
enable users and researchers to browse documents easily. This browser has been de-
signed to display two different system outputs on it. The first is to show the user the
most similar documents to the selected document, sorted by similarity score, while
another objective is to show other documents in the selected document’s network
diagram created by using shared keywords and key individuals. Thus, the browser’s
results at that moment, depending on the user’s current operation. Another core
component of the application is the person and keyword search menu shown in Fig-
ure 3.1-e. Through this menu, the user is given the option to select the keyword
and person, which is the NLP models’ output, and the documents containing these
keywords or individuals are visualized on the map. The output of this action re-
flects the documents filtered according to the selected person and keywords on the
map, and the user can click on the documents and access their information boxes.
The part that differs from the previous information box is that the user can view
the network created for that document on the map and the document browser with

the "network' button on this information box. The network formed here includes
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documents that contain the same keyword or person as the person and keywords
contained in the selected document, as mentioned in the 3.2.1.2 section. In the last
component of the interface, the filtering panel is shown in Figure 3.1-c¢ and located
at the bottom of the tool; the user has been allowed to filter the documents currently
displayed on the map with some extra attributes in the document’s metadata. These
attributes are the city where the document is located, the topical of the document,
the document’s language, the type of the document (image, document, etc.), and

the year the document was published.
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Chapter 4. Recommendation System Using Metapath2vec

4.1 Architecture

In this chapter, we will present a study where we create a heterogeneous network
structure using raw texts and the features we extract using the metadata of these
texts, obtain node embeddings by leveraging state-of-the-art graph representation
methods, and use these embeddings for both recommendation and exploration. The
theory behind the system presented in section 4.2 of this chapter is explained, while
in section 4.3 our implementation details and design are explained. Finally, we
will use our system on a data set consisting of written documents belonging to the
Cultural Heritage field.

Document recommendation is the task of recommending the right documents to
archivists or researchers. Several works have been proposed to solve this problem
as mentioned in section 2.4.2. Since there is not much work in this field and the
ones that do not follow new technologies, none of them will solve the problem.
The system we presented while making the document recommendation includes a
pipeline that first converts the textual data into a graph structure, then models
this graph structure and generates embeddings for the nodes inside the graph. This

pipeline can be viewed in Figure 4.1.

Textual @5 \
Data - \
& I::> ~ I::> |::> Recommendation
Node Embeddings and

Training and Exploration
Transformation Processing P

Meta-Data
for Processing

Documents @

®

Figure 4.1 System Architecture
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4.2 Preliminary - Theory

4.2.1 Graphs and Network Science

Graphs are a popular data structure and a universal model for describing many
complex systems in physical, biological (Mashaghi, Ramezanpour & Karimipour,
2004), (Shah, Ashourvan, Mikhail, Pines, Kini, Oechsel, Das, Stein, Shinohara,
Bassett & others, 2019), social and information systems (Adali & Ortega, 2018). The
term network is occasionally described as a graph in which attributes correspond to
the nodes and edges, and the subject that expresses and investigates the real-world
systems as a network is called network science (Barabési, 2013). From the broadest
perspective, a graph represents a collection of objects called nodes (vertices), along
with a set of interactions called edges between pairs of these objects. Relationships
in different domains can be expressed with graphs, for example, illustrated graph in
Figure 4.2 refers social network that includes nodes represent individuals and edges

indicate that the nodes are connected to their friends.
The most important terminology related to graphs is the following.
o Formally, a graph structure G is expressed in the form of G = (V, E).

o A graph consisting of nonempty set nodes (vertices) u € V' and nonempty set

of edges v € E between these vertices

o Each edge v € F has a set of one or two vertices associated with it, which are
called its endpoints as argued in Gross & Yellen (2003).

o An edge going from node u € to node v € V denoted as (u,v) € E.

o If node u is adjacent to node v if they are connected by an edge. Two adjacent

nodes may be called as neighbors.

« A graph can be represent as an adjacency matric A € RIVIXIVI and Afu,v]
= 1if (u,v) € E, 0 elsewhere. Remind that in the case of simple undirected

graphs then adjacency matrix will be a symmetric matrix.

Although there are different types of graphs, only undirected simple graphs were
used in this study. In undirected simple graphs , there is at most one edge be-

tween each pair of vertices, no self-loops and where the edges are all undirected. In
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undirected graphs following propert must be ensured :

e (u,v) € E <= (v,u) € E.

Figure 4.2 The famous Zachary Karate Club Network Zachary (1977) represents the
friendship relationships between members of a karate club studied by Wayne W.
Zachary from 1970 to 1972 discussed in Hamilton et al. (2017).

4.2.2 Multi-relational Graphs

An important factor in distinguishing graphs is the type of interactions between
nodes or edges. For example, graphs can have multiple node types or multiple edge
types. Different edge types can specify different relations. In this type of graph, the
above-mentioned formulas are expanded to separate edges and nodes according to
relation types. At the same time, different adjacency matrices can be created for
different relation types.Such graphs called multi-relational, and can be expressed by
an adjacency matrix A € RIVIXIEIXIVI where R is the set of relations (Hamilton
et al., 2017).

4.2.3 Heterogeneous Graph & Network

In Heterogeneous graphs there are multiple types of vertices and edges exist. In
other words, one can partition the set of nodes U into disjoint sets, such prop-
erty can be expressed as V =V UVoUV3...UV,, where V;NV; = @ and Vi # j. In

heterogeneous networks, there are different types of edges between different node

types.
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Heterogeneous Network : A Heterogeneous Network expressed as a graph
in the form of G = (V, F) consisting of a non-empty object set V' and a non-empty
set of link F. Each node v € U and each link e € E associated with a mapping
function ¢(v) — T, and ¢(e) — T¢, where T, and T, denotes the type of v and e
, | Ty +|Te| > 2. The network constructed in this study is a special heterogeneous
information network graph under the category called the Multi-partite graphs , where
edges in the graph can only connect vertices that have different types as described
in Hamilton et al. (2017).

4.2.4 The Metapath2vec Framework

The following is the procedure to apply the Metapath2vec method on a heteroge-

neous network.
o Setting & determining meaningful meta-paths.
o Generate a corpus using meta-path-based random walks.

o Incorporate the heterogeneous network structures into skip-gram

4.2.4.1 Metapath Scheme

Meta-Path : Meta-path is described as a path of linking two different object
type on network schema. As discussed in Sun & Han (2013), meta-path scheme p

is expressed as the following :

R R Rn—
(4.1) v = vy = L,

where v, € V denotes the type of nodes and R denotes the set of composite
relations along vy to v, . In addition, as stated in Dong et al. (2017) meta-paths
are commonly used in a symmetric way , which means first node type vy should be

the same with the node type last v, in p.
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4.2.4.2 Corpus Generation Using Meta-path-based Random Walks

Proposed Meta-path-based random walk strategy in Dong et al. (2017) states
that the semantic relationships between diferent types of nodes can be properly
incorporated into skip-gram. Metapath2vec explains the meta-path random walk
traversal protocol as given heterogenius Network G = (V, E,T) with |Ty/| > 1 and
meta-path scheme p (see section 4.2.4.1 ) the transition probability at step ¢ is

described as follows:

. , [Net1(vh)] (V') € Ep(v"Th) =t+1
(42)  pv'+1vi,p) =10 (v, ) € By (vt £t +1
0 (UiH’U%) ¢ E

where v} € V; and Nyi1(v}) indicate the Vi4; type of neighborhood of node .

4.2.4.3 Skip-Gram

In Natural Language Processing, Mikolov et al. (2013) proposed one of the unsu-
pervised learning techniques called Skip-Gram, used to find the most related words
for a given word. Word2vec algorithm utilizes the skip-gram method which aims
to predict surrounding words in a sentence given a focus word in a sentence and a
window with including the surrounding words, resulting in embedding vectors for
words. As discussed in the Mikolov et al. (2013) , objective of skip-gram model is the
maximizing the average log probability of a sequence of training words w1, w2, w3, ...

wT.

1 T
(4.3) argmax —» Y log P(wgyj|wy;0)
o T t=1—-c<j<e,J#£0

, where c is the size of the training context.
Skip-Gram Application on Homogenius Networks

Both DeepWalk and Node2vec algorithms took advantage of random walks and
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the skip-gram model to learn the representation of a vertice that facilitates the pre-
diction of its structural context—local neighborhoods—in a homogeneous network.
Then, objective is became to maximize the network probability in terms of local

structures , given a network G = (V, E) as follows :

(4.4) arg max II II »(clv;6)

veEV ceN(v)

where N (v) is the neighborhood of node v in the network G and p(c|v;6) denotes

the conditional probability of having a context node ¢ given a node v.
Skip-Gram Application on Heterogeneous Networks

Finally, Dong et al. (2017) develops the core idea behind Word2vec by applying
the Skip-gram algorithm to heterogeneous networks and introduces the heteroge-
neous skip-gram model to model the heterogeneous neighborhood of a node. As
described by Dong et al. (2017)), objective of proposed skip-gram is to maximize
the probability of having the heterogeneous context N¢(v),t € Ty given a node v in
heterogenius Network G = (V, E,T') with |Ty| > 1 as follows :

(4.5) arg max S Y logp(er|v; )

veV teTy CtENt(U)

where Ny(v) denotes neighborhood of v’s with the # type of nodes and p(c;|v;0)

is commonly described as a softmax function (Dong et al., 2017).

4.2.4.4 Generating Node Embeddings

To give a general summary of Metapath2vec, the generated heterogeneous graph
is traversed according to the pre-defined meta path scheme p to generate sequences
of nodes including a node itself and its neighboring nodes. Such corpus of sequences
of nodes is then given as input for the heterogeneous skip-gram model to produces
embeddings for each node with the main objective that nodes with similar node
neighborhoods should produce similar vector embeddings. The extracted vector

embeddings for nodes in a heterogeneous network are in the same vector space, even
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if they represent different node types.
Formally, Node embeddings are obtained by solving the problem described below,

Given a heterogeneous network G, the task is to learn d - dimensonal latent rep-
resentations X € RVI*X? 4 < |V|.

The output of the problem described above is the low-dimensional matrix X , with

the v*" row-a d-dimensional vector X,-represents the embedding for node v € V.

4.2.4.5 Top-N Recommendation System

The essential goal in recommendation system is to provide a ranked top-N rec-
ommendation list for input queries. In this study, top-n items for particular object

is calculated using cosine similarity described as following;:

XXy
COS 9 = -
O = T+l

(4.6)

4.3 System Implementation

The general architecture of the system presented throughout the study and the
flow of the data used between the systems can be observed in Figure 4.3. In general,
the data used first goes through a textual pre-processing stage, then the features that
will be used in the future stages are extracted from the data. The extracted features
are used both in the construction of heterogeneous graphs and in the implementa-
tion of the steps applied under the Metapath2vec technique. Finally, the produced

embeddings are used for further recommendation, exploration, and visualization.
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Figure 4.3 Implementation Pipeline and Data Flow

4.3.1 Pre-processing and Feature Extraction

Previous experiments have demonstrated that different pre-processing methods
have a significant effect on the performance of many machine learning models. These
methods can enhance the model’s performance by reducing the dimensionality of
data and also reduce the noise in the inputs (Haddi, Liu & Shi, 2013). In this study,
common and CH-specific pre-processing steps are applied to the data. The steps

are the following:

Converting all text to lowercase

Removing all symbols

Removing all punctuation

Tokenization using NLTK tokenizer.

4.3.1.1 Temporal Categories

Temporal information in documents means natural language phrases that refer
directly to time points or intervals in texts. Depending entirely on the data used, in
some cases, this information can be extracted from the texts using Natural Language
Processing techniques (Ahn, Adafre & De Rijke, 2005), and in some cases, it has

already been extracted. In the data used in this study, temporal information has
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already been included in the metadata and refers to the date the documents were
written. As stated in Section 5.1 that there is also category information in the data
used in addition to the time information. There are 14 categories in the collected
data, and each document has a category to which it belongs. The category distri-
bution can be observed in Figure 5.3, and the temporal distribution of documents

can be observed in Figure 5.4.

Constructing a heterogeneous network is one of the major requirements to take
advantage of the Metapath2vec method and the constructed graph in this study
described in Section 4.3.3.1. In graph construction, the design of the node types to
be used in graph generation is a very critical point. One method to be able to de-
scribe the concept of time on graphs was to create different graphs for different time
intervals, but with this method, it would not be possible to create representations

in the same vector space for nodes in different time zones.

Based on this motivation, we have produced new features that we called "temporal
category" as a way of expressing both temporal information and categorical infor-
mation in the same node type. What is meant by Temporal Category is the name
we give to obtain a new attribute by combining the attributes that contain temporal
information and also categorical information in the data used. Combining temporal
information and categorical would allow, for example, to filter documents on both
categorical and temporal properties. To explain the applied technique with an ex-
ample, the year distribution in Figure 5.4 was divided into n different parts so that
each part had numerically close amounts of documents, and these were encoded ac-
cording to categories (e.g. For finance category, n different new features have been
created for the finance category, such as finance 1840 1860, finance 1860 1880
which refers to documents written between 1860 and 1880 and belonging to the

finance category).

4.3.1.2 Conjoined N-grams

In computational linguistics and probability, an n-gram refers contiguous sequence
of n items from a given sample of text. Such items can be either letter, word,
phonemes, syllables, or base pairs according to the application type (Siddharthan,
2002). In this study, by n-grams, we mean words, that is, the smallest element that
makes up paragraphs and sentences. Latin numerical prefixes have been used to
express n-gram types in the literature, such as an n-gram of size 1 is called as a

"unigram" , n-gram of size 2 is referred as "bigram" | size 3 called as "trigram' and
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n-gram of size 4 is "four-gram’, and so on.

The term conjoined n-gram also called as sumgrams and correspond the most

1'in the collection. Sumgrams refers to higher-order n-grams

frequent sumgrams
(e.g., "world health organization") generated by conjoining lower-order n-grams (e.g.,
"world health" and "health organization"). In this study, we generate conjoined n-
grams different n-gram classes (bigrams, trigrams, k-grams, etc.) as part of the
document summaries, instead of limiting the summary to a single n-gram class

(e.g., bigrams)

4.3.2 Constructing Heterogeneous Document Network

A constructed heterogeneous document network is a special heterogeneous graph
under the category called the Multi-partite graphs as mentioned in section 4.2.3.
This type of graph can only contain edges that can connect to different node types.
The proposed graph consists of three types of nodes and two types of edges, as shown
in Figure 4.7. According to the specifications in Section 4.2.3, a heterogeneous net-
work containing 3 different node types was created. The constructed heterogeneous
network includes 13547 conjoined n-grams, 7336 documents, 74 temporal categories,
with a total of 20957 nodes and 30395 edges, depicted on Figures 4.4,4.5 and 4.6.

Detailed Node type descriptions and their corresponding objects can be seen below.
e Document: Represents documents in the document collection used as inputs.

e Conjoined N-Grams : Represents n-grams extracted from texts as specified
in 4.3.1.2.

« Temporal Categories : Generated from metadata of documents (see Section
4.3.1.1)

As denoted in Figure 4.7 , three different node types represent documents, sum-

grams and temporal categories, respectively. Edge types are the following:

e Document - Temporal Category : Edge is constructed if the document is
written in the category and time interval represented by the temporal category

node.

e Document - Conjoined N-gram : Edge is constructed if document contains

Thttps://github.com /oduwsdl/sumgram
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Figure 4.5 Degree Filtered ver-
sion of proposed Network, Green
nodes represents Temporal Cate-
gories, Red represents Conjoined

Figure 4.4 Constructed Heteroge- N-grams and Blue nodes repre-
neous Document Network, Visu- sents Documents. Visualized us-
alized using Gephi. ing Gephi.

particular n-gram.

Figure 4.8 includes an example of how the proposed heterogeneous graph is con-

structed utilizing the previously mentioned node types and relations coupling them.

4.3.3 Document Representation

We used the Metapath2vec method in our system to find the node representations
corresponding to the documents in the data we utilize. However, to compare our
system, we also obtained vector representations for nodes with different methods
including TF-IDF, DOC2VEC, and BERT.

4.3.3.1 Document Representation Using Metapath2vec

In order to obtain embeddings for different node types on the constructed hetero-
genious network, the methodology presented by Dong et al. (2017) and explained
in the Section 4.2.4 was followed and implemented using Networkx (Hagberg, Swart
& S Chult, 2008) , Gensim (Rehurek & Sojka, 2011) , and Stellar Graph (Data61,
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Figure 4.6 Proposed Heterogeneous Document Network, Visualized using Gephi.

2018) libraries.

Setting Meta-Path Scheme : The meta-path that we have defined in our
system by following the Equation 4.1 is as follows.

Ry Ro Ro Ry
UN—gram —* UDocument —* UTemporalcategory —* UDocument — > UN—gram
Setting Parameters for Random Walks and Skip Gram :

For skip-gram and random walk strategy ,the hyper-parameters used are listed

below.
e The number of walks per root node w:2,
o The walk length [ :30,
o vector dimension d: 128,
» neighborhood size k: 10,

« size of negative samples: 5,

4.3.3.2 Document Representation Using TF-IDF
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Figure 4.7 Proposed Heterogeneous Information Network Design for Document -
Conjoined Ngram - Temporal Category Relationship

TF-IDF refers term frequency-inverse document frequency, which is a popular
method the natural language processing. TF-IDF accounts for the relative fre-
quency of words in a particular document through an inverse proportion of the
word along with all documents in a corpus. TF represents term frequency of term
i in a document j while IDF refers inverse document frequency of term i (Arroyo-
Ferndndez, Méndez-Cruz, Sierra, Torres-Moreno & Sidorov, 2019) (Schmidt, 2019).
TF-IDF score of a word in documents expressed by Manning & Raghavan (2008) as

Conjoined Mgram 2

Contains Contains
Conjoined Ngram 3
Contains
ces = %
Conjoined Ngram Document 1

G Belongs
_—

Temporal Category
1 Document 3

Figure 4.8 Example of Illustration of Proposed Graph and Relations Between Nodes
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following.

ftd

tf(t,d) =
( ) Ztledft/,d

(4.7)

where f; 4 is the raw count of a term in a document.

N

4.8 idf(t,D) = log —————
(48) idi(t, D) Og\dGD:tinCH

where N represents total number of document in the corpus N = |D| and

|d € D :tind| denotes the number of documents where term ¢ appears.

(4.9) thdf(t,d, D) = tf(t,d) x idf (¢, D)

To learn vector representation of document embeddings we followed the same
procedure stated in the Dai, Olah & Le (2015) and treat the classical bag-of-words
model where each word is represented as a one-hot vector weighted by TF-IDF.

Finally, the document is represented by a constructed vector.

4.3.3.3 Document Representation Using Doc2vec

Le & Mikolov (2014) proposed Doc2vec which is an extension for word2vec
(Mikolov et al., 2013). The authors aim to extend the learning of embeddings
from words to word sequences (e.g. paragraphs) by describing a paragraph vector,
an unsupervised learning method that learns vector embeddings for variable-length
pieces of texts including sentences and documents. Doc2vec proposes Distributed
Bag-of-Word ( see Figure 4.9 ) in the same way as skip-gram 4.2.4.3, except that
input is altered by token that represents the particular document. To learn vector

representation of document embeddings , we followed the procedures presented in
Le & Mikolov (2014) and Lau & Baldwin (2016).
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Figure 4.9 An Architecture for learning paragraph vector. Distributed Bag of words
Retrieved from Le & Mikolov (2014). Important difference with traditional skip-
gram is the additional paragraph token that is mapped to a vector via matrix D.

4.3.3.4 Document Representation Using BERT

BERT (Devlin, Chang, Lee & Toutanova, 2018), which stands for a Bidirectional
Encoder Representations from Transformers (Vaswani, Shazeer, Parmar, Uszkoreit,
Jones, Gomez, Kaiser & Polosukhin, 2017), is a deep bidirectional encoder network
based on a purely transformer architecture. Bert is capable of the capture the
bidirectional representations of texts by jointly conditioning on both left and right
context in all layers. Furthermore, a pre-trained BERT model can be applied a
broad range of tasks by fine-tuning with just one additional output layer. We used
the publicly available BERTurk-Base cased model ? that pre-trained on unlabeled
Turkish corpus which has a size of 35 GB text. BERTurk model consists of 12
transformer layers, 768 hidden states size. We fine-tuned the model by adding one
extra dropout and a fully connected layer that has 768 input and 2 output units at
the end of the network and jointly trained it with the BERTurk model.

We applied the sentence-transformation framework proposed by Reimers &
Gurevych (2019) on the top of the pre-trained BERTurk-Base cased model to obtain
document embeddings. The proposed sentence-transformation technique enables the
BERT model to compute dense vector representations for sentences, paragraphs, and

images.

2https ://github.com/stefan-it/turkish-bert
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4.3.4 Document Recommendation

To perform document recommendation, first document embedding was calculated
for a query document, then the closest Top - K document embedding was calculated
using cosine similarity and suggested. We have shown in previous chapters and sec-
tions that the Metapath2vec algorithm is used to calculate these embeddings. To
compare the proposed system with baselines, we explained how to calculate embed-

ding for documents using TF-IDF, Doc2vec, and BERT in the previous sections.

4.3.4.1 Top-K Document Recommendation Using Metapath2vec

The description of our proposed algorithm that makes top - k recommendations
for documents using the Metapath2vec model can be seen in Algorithm 1. To
summarize, a heterogeneous graph structure was constructed using the features we
extracted using the summaries of the documents and the metadata of the documents.
Then, we generated a corpus of node sequences using the random walk strategy over
this graph structure and obtained the vector representations for the nodes using the
heterogeneous skip-gram algorithm. Finally, we used cosine similarity to determine
the distance (similarity) between the query node and the remaining nodes others

and suggest the top k similar nodes in the type of query node.
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Algorithm 1 Metapath2vec Document Recommendation

Input: The training documents d! = {n,t,s} , sumgram n , temporal category t,
document summary s , a meta-path scheme p , walks per node w , walk length [ |
embedding dimension d, neighborhood size k, query node ¢, , top k element k
Output: First k element in S € RIVIIxd

Initiliaze X , empty list S ;

Construct Heterogeneous Graph G = (V, E,T) using dr
X = Metapath2vec(G,p,v,l);

S = Recommend (g, X);

return .S

Metapath2vec(G,p,v,l)
for: =1 —wdo
for v €V do
update X according to the steps in 4.2.4 ;
end for
end for
return X € RIVIxd,

Recommend(g,,X)

for each r € X do
calculate cosine similarity 6 between x and ¢, according to the Equation 4.6;
insert (z,0) to S;

end for

sort S in increasing 6;

return S
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Chapter 5. Results

In this chapter, we discuss a systematic evaluation process performed to assess the
performance of our proposed system. First, we describe a dataset we have developed
our system on. After that we introduce quality and objectivity metrics, motivating

its adoption and giving some intuition for how it works.

5.1 Dataset Description

As a result of our conversations with professional archivists in the Salt team, we
decided to use Waqfs of Crete which is an archive consisting of official records of
Muslim inhabitants of Crete who moved to Turkey during the 1920s due to the
population exchange between Turkey and Greece. Crete is the largest and most
populous of the Greek islands, and the fifth-largest island in the Mediterranean Sea
( see Figure 5.2), after Sicily, Sardinia, Cyprus, and Corsica. It bounds the southern
border of the Aegean Sea. Crete rests approximately 160 km south of the Greek
mainland. Crete was under Ottoman rule until 1898, and there was an independent
Crete State until 1908; later on, Crete became part of Greece. In the 19th century,
there were large Muslim and Christian groups with occasional uprisings from both

parties (Kostopoulou, 2016).

Documents spanning the period from 1825 to 1928 in Ottoman Turkish and Greek
provide an opportunity to examine the multi-layered social structure on the island,
especially from a cultural and economic perspective. The metadata of Waqfs of
Crete provided by a SALT Research team comprises a specialized library and an
archive of physical and digital sources and documents on visual practices, the built
environment, social life, and economic history in Turkey. The metadata contains
information for approximately 10 thousand documents and includes the summary

of those documents, the year they were published, the location, the language used,
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and the documents’ picture. An example document and its metadata are depicted

in Figure 5.1 . More information about the data can be found below.
The metadata of 10145 documents including

e Image of Document : Pictures of documents in the collection which originally

written in Ottoman. An example document picture can be seen in Figure 5.1.

o Summary : Text that summarizing the event depicted by pictorially available
documents. These texts were written by archive professionals. The average

number of tokens in these summaries is calculated as 30.

e Date : The date the documents were written. Year distribution can be shown

in Figure 5.4.

e Language : The language of the documents is Modern Turkish but most of the

words are of Ottoman origin, which is difficult for a normal person to read.

o Category : Documents are organized according to the 14 categories they belong
to by archive professionals, these categories include Aid, Complaints, Educa-
tion, Families, Finance, Inheritance, Military Service, Miscellaneous, Orphans,
Personnel, Population Exchange, Properties, Request for Protection and Ver-

dicts. Category distribution can be shown in Figure 5.3.

5.2 Testing NLP Enhanced Visual Exploration Tool

5.2.1 Use Case: Waqfs of Crete

In the proposed visual interface in Section 3, each of the nodes on the map in
the interface represents the documents in the collection of Waqfs of Crete. These
documents may consist of deeds of properties owned by people, the lawsuits they
have filed, the permits received from the municipality, and various other official
documents. In the application designed for the user to find the relationship between
documents, the keyword, and individual search components narrow the document
pool to be researched on. In this way, the user/archivists may find documents that

are roughly related to each other very quickly. Later, the user can browse each
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Figure 5.1 Example of a single document and its metadata, Summary : The Director
of the Public Benefit Treasury of Crete, which succeeded the treasury of pensions
of the gendarmerie, Andreou Moshona, acknowledges to the heirs of the Deceased
Mustafa Vrodaki or Vrodalaki that unless the debt of deceased Mustafa Vrodaki of
a total sum of 1.055,63 drachmas is paid off in half a month, the deceased’s real
estate property comprised of fields in Village Ardaktiana and of their house inside
the village will be sold at public auction. Category : Inheritance , Date : 1911-12-15

document on its network and view documents that have a specific relationship to
each other. As an example of this specific relationship, user can easily observe the
actions that a specific person has made in his entire life, such as which specific people
he/she communicates with, individuals’ family, get married, socially interact with
their environment, purchasing, die, and leave a legacy. Besides, with the temporal
expressions, the user can follow these interactions like a story and do this for all the

people who lived in the 19" century on Crete’s island.

5.3 Experimental Design for Document Recommendation

5.3.1 Manual Annotation Setup
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Figure 5.2 Crete Island

To evaluate our document recommendation system trained on the Waqfs of
Crete dataset, we conducted an experiment with 5 archive professionals and 5 non-
professional reviewers on the Waqfs of Crete dataset. The rules of the organized

experiment can be seen below.

e 2 query documents were randomly selected for each of the 5 most popular cat-
egories. For the query documents that we selected randomly, we suggested the
10 documents that our proposed metapath2vec (see 4.3) model recommends

as the most relevant to the query document.

» Each participant was given a total of 10 documents, including 2 documents
from each category, and 50 documents suggested by our model. Throughout
the experiment, we asked them to annotate the documents suggested by the

model as "Relevant", "Irrelevant" or “Language is not clear”.

o In order to measure the agreement among the participants, we enforce 50% (5
out of 10 documents) overlap between query documents that are given to each

annotator.

e Documents were selected from the categories of "Family', "Property"', "Fi-
nance', "Personal", and "Orphans'. These are the 5 most common categories
in the data.
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Figure 5.3 Category Distribution of Waqfs of Crete Dataset

Figure 5.4 Year Distribution of Waqfs of Crete Dataset

5.3.2 Inter-Rater Reliability (IRR)

In statistics, inter-rater reliability (also called inter-annotator-agreement) is the
degree of agreement among different raters as described by Saal, Downey & Lahey
(1980). Tt is a score of how much homogeneity or consensus exists in the ratings given
by various judges. Different machine learning tasks have always needed labeled data
that is frequently annotated by humans. We conducted two different Inter-Rater
Reliability (IRR) techniques to measure how well multiple annotators can make the
same annotation decision for a certain category on different objects. The annotation
scheme used in this study was to annotate the recommended document for a query

document as Relevant, Not Relevant or Language is not clear . As we have stated
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in the Experiment specifications ( Section 5.3.1), %50 percent of the documents
we provide to users to measure the annotator agreement are mutual to everyone
participating in the experiment. We used Cohen’s Kappa and Percent Agreement
to measure Agreement. The methodologies underlying the techniques and the results

can be seen in the following section.

5.3.2.1 Percent Agreement :

The percent agreement refers to the joint probability of agreement and is the
simplest and the least IRR measure. It is predicted as the percentage of the time
the annotators agree in a nominal or categorical rating system.It does not consider
the fact that agreement may happen only based on chance (Uebersax, 1987). To
calculate the measure of percent agreement between two raters, we followed the

following procedures :
« Calculate the number of ratings in agreement.
o Calculate the total number of ratings.

o Divide the total by the number of ratings in agreement.

5.3.2.2 Cohen’s Kappa Coefficient K :

Cohen’s kappa coefficient is a statistic which measures the inter-rater agreement
for categorical items (McHugh, 2012). Cohen’s kappa is thought to be a more reliable
measure than simple percent agreement calculation, as considering the possibility of
the agreement occurring by chance. K measures the agreement between two raters
who each classify N objects into C mutually exclusive categories. The definition of

Cohen’s Kappa is the following.

Po — Pe _ 1—po
l—-p—e 1—p¢

(5.1) K

where p, is the relative observed agreement among raters , and p, is the hypothetical

probability of chance agreement.
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5.3.2.3 Evaluation of Inter-Rater Reliability

Cohen suggested the Kappa result be interpreted as follows:

values 0 as indicating no agreement

0.01-0.20 as none to slight

0.41- 0.60 as moderate

0.61-0.80 as substantial

0.81-1.00 as almost perfect agreement (McHugh, 2012).

Our experiment yielded an average pairwise agreement of 75.2% and moderate
inter-annotator agreement (Cohen’s = 0.49) between all 10 annotator while aver-
age pairwise agreement of 82% and substantial inter-annotator agreement (Cohen’s
= 0.61) between 5 professional annotator. The results of pairwise agreement scores
among all participants are shown in Figure 5.6, while the scores among only profes-
sional participants are shown in Figure 5.5. Similarly, the results of Cohen’s Kappa
scores among all participants are shown in Figure 5.8, while the scores among only

professional participants are shown in Figure 5.7.

5.3.3 Experiment Evaluation & Results

For comparison, cosine similarity scores between the selected embedding of doc-
uments and the embedding of recommended documents were recalculated using 3
comparison models including TF-IDF, Doc2vec, and BERT. A detailed description
of the recommendations we made using these models is available in Chapter 4.3.3.2,
4.3.3.3 and 4.3.3.4. In summary, the similarity score between the documents pro-
posed by our model (10 documents per query document) for the query documents
and the query documents (10 in total) was re-calculated with these 3 models. In
order to compare the proposed recommendations in the most accurate and objective

way, we have followed the following procedures.

1.1 Participants had annotated the recommended documents for query documents
as Relevant, Not Relevant or Language is Not Clear. An important point here
is that the documents recommended for the query document are the Top - N

recommendation produced by our proposed model ( see Chapter 4.3.3.1, that
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is, the 10 documents with the highest similarity for the query document, as
stated in 4.3.4.

1.2 We produced the similarity score between the Query documents and the docu-
ments our model recommends, with 3 extra models in the same way. In other
words, embeddings are reobtained between the recommended documents and

the query documents with 3 extra different models.

1.3 The similarity scores have been recalculated between document embeddings
produced by the models including TF-IDF, Doc2vec, and BERT.

1.4 We evaluate the results of experiment using the Mann-Whitney U test (Mann
& Whitney, 1947) (see Algorithm 5.2) according to the answers given by the
participants in the experiment. Mann-Whitney U test is a statistical test that
can be used to characterize the degree of separation between two frequency
distributions. Using this test, we wanted to prove that there is a difference

between similarity score distributions of differently labeled documents.

Mann-Whitney U Test : Mann-Whitney U test is a non-parametric statistical
technique that analyzes the differences between the medians of two sets. It tests
the null hypothesis that is equally likely that a randomly selected value from one
sample will be less than or greater than a randomly selected value from the second
sample (Mann & Whitney, 1947).

Formally, Mann-Whitney U statistic is defined as:

1 Y <X
n m
=175=1
- 0 Y>X

We applied the Mann-Whitney U test and compared the test statistics to measure
and compare which model yielded more significant test statistics. According to our
hypothesis, documents annotated as Relevant should yield higher similarity scores
than documents marked as Not Relevant. In this way, we applied the hypothesis
tests in two different ways. First, we calculated the test statistics between the
similarity scores of the documents marked 'relevant" and "not relevant" for each

user. This resulted in 10 different test statistics for 10 participants per model and
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the distribution of user test statistics can be seen in Figure 5.9.In addition, the
methodology we followed while obtaining test statistics for users is illustrated on
Algorithm 2. The kernel density plot of our proposed model and the models we
compared, drawn from the test statistics on a random participant, illustrated in
Figure 5.11.

Second, we analyzed U-statistics by document category, that is, we extracted test
statistics between the similarity scores of annotated documents for each category.
In this way, 5 test statistics for 5 categories per model were extracted and their
distribution is shown in Figure 5.10.In addition, the methodology we followed while
obtaining test statistics for categories is illustrated on Algorithm 3. The kernel
density plot of our proposed model and the models we compared, drawn from the
test statistics on a Families category, illustrated in Figure 5.12. According to the
results in Table the model we presented showed better results than TF-IDF and
Doc2vec models in both types of experiments and is slightly behind BERT.

According to the results in Table 5.1, the model we proposed yields better results
than TF-IDF and Doc2vec models in both types of experiments and is slightly
behind BERT.

Algorithm 2 U-Statistic-Users
Input: model m , participant list P
Output: non-empty list of U-Statistics Uysers
initialize empty list Uysers;
for each p; € P do
Retrieve l;¢jepant and lirrelevantl for p; from m;
Calculate Upi Es(lrelevant> lirrelevant)?
Insert Up; into Uysers;
end for
return Uysers;

Algorithm 3 U-Statistic-Categories
Input: model m , category list C
Output: non-empty list of U-Statistics Uy sers
initialize empty list Ucategories;
for each ¢; € C do
Retrieve Lrejevant a0d Liyrelevant® for ¢; from m;
Calculate Uy; Es(lrelevanta lirrelevant);
Insert U; into Ucategm“ies;
end for
return Ucategories§

llrelevant and l;,elevant T€presents lists of similarity scores for relevant and irrelevant documents annotated
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Model ‘ Experiment Type Mean U-Statistics

Our Model | Among Participants 936.7
TF-IDF Among Participants 371.2
Doc2vec Among Participants 863.8
Bert Among Participants 987.8
Our Model | Among Categories  921.1
TF-IDF Among Categories ~ 389.1
Doc2vec Among Categories 798.9
Bert Among Categories 1035.5

Table 5.1 Evaluation of Models

by p; .
2lrelevant and l;,elevant T€Presents lists of similarity scores for relevant and irrelevant annotated documents

under c¢; .
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Annotator Percent Agreement Among 5 Participator
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Figure 5.5 Percent Agreement Among 5 Professional Participator
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Annotator Percent Agreement Among 10 Participator
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Figure 5.6 Percent Agreement Among All Participators
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Annotator Agreement Cohen's Kappa 5 Participator
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Figure 5.7 Cohen’s Kappa Among 5 Professional Participator

47



Annotator Agreement Cohen's Kappa 10 Participator
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Figure 5.8 Cohen’s Kappa Among All Participators
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U-Statistic Distribution for each Experiment on Candidates
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Figure 5.9 U-Statistic Distribution for each Experiment on Candidates
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Figure 5.10 U-Statistic Distribution for each Experiment on Categories
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Figure 5.11 A kernel density estimate for test statistics distribution on users for each

model.
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Chapter 6. Conclusion & Future Works

In this thesis, two different systems were developed and tested on a collection of
documents in the field of cultural heritage. To access such a collection, we have col-
laborated with archive professionals from a cultural institution, SALT which focused
on public service producing research-based exhibitions, publications, and digitiza-
tion projects in Turkey. The first of the two systems presented throughout the
thesis is a visual analytics tool, and the second is a document recommendation sys-
tem designed using the texts and metadata of the documents in the entire document

collection.

The proposed visual exploratory tool is demonstrated to uncover hidden infor-
mation and stories underlying documents, extracting the key attributes within the
documents, and establishing a network between documents using various NLP and
visualization methods. Thanks to the developed tool we tested on the Archive of
Waqfs of Crete, users may observe people’s specific actions in the documents and
get a chance to witness a person living in the 1900s life. The application was only
tested and designed on the Waqfs of Crete archive, but it needs to be tested on
many more collections in different domains. In this way, the relationships between
documents in different domains are more noticeable. Moreover, user studies with
detailed questionnaires must be carried out on a group of archivists, and received
responses must be analyzed to evaluate further the performance of the tool. And
finally, the designed tool must be compared with the existing solutions in the field

so that a better evaluation of the tool can be obtained.

The document recommendation system we have introduced constructs heteroge-
neous document networks using novel feature extraction procedures, such as using
conjoined n-grams and creating temporal categories to describe the data in the best
way. In the meantime, we only benefited from the textual summaries of the docu-
ments and the metadata of the documents. Then, using the graph structure created,
the system adopts heterogeneous skip-gram and random walk strategies, which are
the techniques used by the recently proposed Metapath2vec algorithm, generates em-

beddings for documents, and uses these embeddings in the recommendation system.

51



The extracted embeddings were especially used to design the document suggestion

system, but visual results were also obtained by visualizing these embeddings.

We designed an experiment with 5 archive professionals and 5 normal users to
test the performance of the recommendation system we propose. During the exper-
iment, we supply query documents and recommended the top 10 results suggested
by our proposed model for query documents. Finally, asked them to annotate these
suggested documents as Relevant , Not Relevant and Language is Not Clear . It
took a long time to organize and perform the experiments, as the language of the
documents was difficult for a normal person to understand. To compare the results,
we used the Mann-Whitney U-test (Mann & Whitney, 1947), a non-parametric hy-
pothesis test, and our hypothesis was that documents marked as "Relevant" had
higher similarity scores than documents marked "Not Relevant" for a query docu-
ment. In this framework, we compared the models with each other according to
their significant test statistics according to the experimental results. As a result
of the experiments, the model we proposed gave better results than the alternative
document embedding methods, these are TF-IDF and Doc2vec, but they gave a
very similar result with the BERT. In a conclusion, considering that BERT is a
model that is trained with very large amounts of data and is too parametric and

very complex, our result is reasonable.

As future work, the different n-grams we extract in the created network actually
correspond to the people, places, and locations living in that period due to the
nature of the data. We do not have a system that can classify what kind of entity
the n-grams we extract correspond to yet, but we can make inferences with certain
heuristic-based methods (e.g. identify n-grams those containing Turkish proper
names and classified them as n-grams expressing persons). We are planning to focus
on this part and classify the entity type represented by n-grams, because with such
an approach, we will be able to better understand and capture the social fabric
under the island of Crete, and we aim to examine entities referring people, locations
and events and the naturally occurring networks among these entities. On the other
hand, we are working on methods that will combine the graph and visualization
parts in the most accurate way. We will visualize the extracted node embeddings in

2 or 3 dimensional planes and integrate them on the application we have presented.
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APPENDIX A

Visualization of Node Embedding

In this Appendix, we present the visualizations of vector embeddings that we
extracted from the constructed heterogeneous graph including node types as docu-
ment - conjoined n-gram - temporal categories. Embedding vectors are reduced to 2
dimensions with the T-SNE algorithm. In Figure A.2, nodes are colored according
to the node types, and among these node types, those that represent real individuals
are shown as a separate node type. To identify n-grams that reflect individuals, we
do not have a system that can classify what kind of entity the n-grams we extract
correspond to yet, but we can make inferences with certain heuristic-based methods.
For example, among the sumgrams (conjoined-n-grams) we extracted, we identified
those containing Turkish proper names and classified them as n-grams expressing
persons. 8792 individuals have been identified using the above heuristic. This ratio

accounts for 27% of the n-grams we extract.

In Figure A.1, we can observe the interaction and clustering of documents written
at different times and belonging to different categories. Many clusters occur mainly
because n-grams that characterize certain events are commonly mentioned in the

documentation.

tsne2dy

Figure A.1 TSNE Visualization of node embeddings, colored by document categories.
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Figure A.2 TSNE Visualization of node embeddings, colored by node type.

60



	LIST OF TABLES
	LIST OF FIGURES
	Introduction
	Related Work
	 Exploratory Visual Interfaces in Cultural Heritage 
	 Representation Learning for Graph Networks
	Random Walk Based Graph Network Embedding Methods
	Representation Learning for Recommendation Systems 
	 Cold-start problem in Recommendation Systems 
	 Document Recommendations 
	 Representation Learning Applications in Document Recommendation Systems 


	A NLP Enhanced Visual Analytics Tool for Archives Metadata 
	Design Rationale
	System Description
	Feature Engineering and Transformation 
	Information Extraction
	 Network Extraction 

	Visual Interface and Components


	Recommendation System Using Metapath2vec 
	Architecture
	Preliminary - Theory
	Graphs and Network Science
	Multi-relational Graphs
	Heterogeneous Graph & Network
	The Metapath2vec Framework
	Metapath Scheme
	Corpus Generation Using Meta-path-based Random Walks
	Skip-Gram 
	Generating Node Embeddings
	Top-N Recommendation System


	System Implementation 
	 Pre-processing and Feature Extraction 
	Temporal Categories
	Conjoined N-grams

	Constructing Heterogeneous Document Network
	Document Representation
	Document Representation Using Metapath2vec
	Document Representation Using TF-IDF 
	Document Representation Using Doc2vec 
	Document Representation Using BERT 

	Document Recommendation
	Top-K Document Recommendation Using Metapath2vec 



	Results
	Dataset Description
	 Testing NLP Enhanced Visual Exploration Tool 
	Use Case: Waqfs of Crete 

	 Experimental Design for Document Recommendation
	Manual Annotation Setup
	Inter-Rater Reliability (IRR)
	Percent Agreement : 
	Cohen's Kappa Coefficient K : 
	Evaluation of Inter-Rater Reliability 

	Experiment Evaluation & Results 


	Conclusion & Future Works
	BIBLIOGRAPHY
	APPENDIX A -4em



