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ABSTRACT

A COLLABORATIVE FILTERING-BASED RECOMMENDATION SYSTEM
FOR AN ONLINE HIGH-END RETAILER

BARDIA ALIZADEH MOGHTADER

Business Analytics M.Sc. THESIS, JUNE 2021

Thesis Advisor: Assoc. Prof. Dr. Ayşe Kocabıyıkoğlu
Thesis Co-Advisor: Asst. Prof. Dr. Burak Gökgür

Keywords: Collaborative Filtering, Recommendation Systems

In online retail platforms, consumers seek to find the products that are best suited
for their needs while limiting their search efforts. With the growing trend in online
shopping, retail companies utilize a range of tools to assist customers in their journey
and improve their purchase experience. One of the tools that can minimize these
exploration efforts is recommendation systems that suggest a tailored set of available
product options to consumers based on their preferences. In this thesis, we focus
on a high-end Turkish retailer that did not utilize such engines in its practice and
study the value that these systems can provide to the company. To that end,
we implement a collaborative filtering-based recommendation system that uses the
similarity of the consumers to derive their preferences and suggest item sets for their
next purchase. We evaluate the recommendation model with transactions data
to acquire the hyper-parameters and test it on the transactions made in the last
month and provide recommendations on three granularity levels. We also analyze
the predicted preferences to suggest bundling options and derive empirical insights.
We found that by generating 20 suggestions for each customer in their shopping
session, the engine can reach an accuracy of 38% at brand-level and 7% at item-
level while using cosine similarity as its similarity metric.
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ÖZET

ÇEVRIMIÇI ÜST DÜZEY BIR PERAKENDECI IÇIN İŞBIRLIĞINE DAYALI
FILTRELEME TABANLI ÖNERI SISTEMI

BARDIA ALIZADEH MOGHTADER

İş Analitiği YÜKSEK LİSANS TEZİ, Haziran 2021

Tez Danışmanı: Prof. Dr. Ayşe Kocabıyıkoğlu
İkinci Tez Danışmanı: Asst. Prof. Dr. Burak Gökgür

Anahtar Kelimeler: Collaborative Filtreleme, Öneri Sistemleri

Çevrimiçi perakende platformlarında tüketiciler, arama çabalarını sınırlandırırken
ihtiyaçlarına en uygun ürünleri bulmaya çalışırlar. Online alışverişte artan trendle
birlikte perakende şirketleri, müşterilere yolculuklarında yardımcı olmak ve satın
alma deneyimlerini iyileştirmek için bir dizi araç kullanmaktadır. Bu keşif çabalarını
en aza indirebilecek araçlardan biri, tüketicilerin tercihlerine göre uyarlanmış bir dizi
mevcut ürün seçeneğini onlara öneren öneri sistemleridir. Bu tezde, uygulamalarında
bu tür motorları kullanmayan üst düzey bir Türk perakendecisine odaklanmaktayız
ve bu sistemlerin şirkete sağlayabileceği değeri incelemekteyiz. Bu amaçla, tercih-
lerini türetmek ve bir sonraki satın alımları için ürün setleri önermek için tüketicilerin
benzerliğini kullanan, işbirlikçi bir filtrelemeye dayalı öneri sistemi uygulamaktayız.
Hiper parametreleri elde etmek için öneri modelini işlem verileriyle değerlendirmek-
teyiz ve geçen ay yapılan işlemler üzerinde test ederek üç ayrıntı düzeyinde öneriler
sunmaktayız. Paketleme seçenekleri önermek ve ampirik içgörüler elde etmek için
tahmin edilen tercihleri de analiz etmekteyiz. Motorun, her müşterinin alışveriş
oturumlarında 20 öneri oluşturarak, benzerlik metriği olarak kosinüs benzerliğini
kullanırken marka düzeyinde %38 ve ürün düzeyinde %7 doğruluğa ulaşabildiğini
gözlemledik.
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1. Introduction

Over the past two decades, personalization has become a core component of on-
line retailing settings. Considering the wide variety of goods found in online retail
platforms, even seasoned customers become overwhelmed by the sheer number of
products presented to them. This leads to a problem when a consumer’s prod-
uct choice is discontinued, and they need to find a substitute for it, causing them
to be reluctant to purchase products. As a result, companies have invested heav-
ily in diverse technologies and analytical tools, such as recommendation systems,
to guide consumers in their purchases. These systems have proven beneficial not
only for users but also for retailers. On the one hand, they assist consumers in
finding interesting items by providing personalized recommendations and filtering
a tailored set from a large pool of products based on their preferences. On the
other hand, they boost the retailer’s revenue by increasing its sales—resulted from
recommending their customers with a personalized assortment that matches their
preferences. Assisting customers in finding their desired products with more ease
will also increase their satisfaction from the retailer and result in a raise in their
loyalty (Ansari & Mela, 2003; Arora et al., 2008). Another way that these systems
are considered necessary is the effects of long-tail phenomena. While the shelf ca-
pacity constraints on physical institutions make them provide only the most popular
items, this phenomenon forces online institutions to recommend items to individual
customers since it is impossible to present all available items to the user (Leskovec
et al., 2014). Moreover, the benefit of these systems is not just limited to the re-
tail industry, and they contribute to other online settings by either offering relevant
topics in content-curation platforms or helping users navigate through web pages
based on their interests.

There are numerous examples where online retailers use recommendation systems
to provide their customers with personalized recommendations. For instance, Ama-
zon.com utilizes collaborative filtering to provide their customers with customized
product suggestions (Arora et al., 2008; Linden et al., 2003). Content curation web-
sites like Digg and Reddit filter and find popular subjects based on user visits to the
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articles and suggest them to people who are likely to find them interesting. In social
media networks such as Twitter and Facebook, a small subset of personalized posts
are created for users based on their friend groups’ feedback on the content post and
their interests. In all these applications, the data from heterogeneous users’ previous
interactions are utilized to generate recommendations.

The potential value that these systems can provide to businesses makes them an
ideal candidate for studying. The primary focus of research in this area has been on
improving algorithmic design and system performance. However, in this paper, we
study the value that these systems can provide to online businesses and the insights
that can be derived from them. Specifically, we focus on Baskasindarama.com, an
online retail company that did not previously benefit from such systems, making it
a great candidate to study the effects of these systems. This Turkish-based retailer
sells lifestyle products as well as perishable items and has provided us transactional
data of their 2020 sales. In this study, we implement a recommendation engine for
this retailer using a collaborative filtering approach to provide an optimal recom-
mendation policy to their customers. We utilize two distinct similarity measures
to derive customers’ preferences and compare the engines’ performance with these
parameters. We also evaluate the performance of the models on a test dataset using
a simple experiment in an offline setting and study the efficiency of these models
based on the number of predictions they have been set to provide for different gran-
ularity levels. After building the models and obtaining the customer preferences,
we analyze the correlation at various levels to find item pairs that can be bundled
and provide insights. Our results illustrate models with the Pearson correlation as
the similarity criteria and the inputs as the transactions’ count would yield lower
RMSE. However, in the experiment we conducted, models with cosine similarity
as the distance measure provided a higher accuracy when predicting the items in
customer baskets with fewer recommendations at the brand level on the test data.
These findings show that various parameters affect the performance of models, such
as normalization choice and distance measures. Moreover, the nature of data, spar-
sity, and duration of the captured data also influence the choice of parameters for
building the models. This enforces that there is no one solution for all and the
need to evaluate the models with different performance measures to access their
performance.

Our study focuses on applying recommendation systems in online retail environ-
ments and the use of personalized item offerings to consumers to facilitate their
search for products that, in return, have benefits both for customers and the re-
tailers’ yield. The use of data with this subject matter makes us contribute to the
data-driven assortment personalization literature. Moreover, using these systems to
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provide bundling options contributes to the literature on product bundling. It goes
without saying that this research builds upon the already existing body of literature
concerned with recommendation systems. More specifically, knowledge discovery,
information filtering, and information extraction from big-data

The organization of this thesis is as follows: Section 2 provides a background and
literature review on the recommendation systems. Section 3 characterizes the em-
pirical setting of the retailer and describes the data utilized for this thesis. In this
section, we will also analyze the data and provide some descriptive information on
the data. Section 4 discusses the methodology used for building the models. Section
5 presents the results derived from applying these models to the data and studies
them. Finally, in section 6 the concluding remarks are presented, and the future
directions for improvements are discussed. The auxiliary information is provided in
the appendices.
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2. Literature Review

In the past, people used to rely on word of mouth to make purchasing decisions.
As the marketing industry grew and companies started to advertise their products,
people became more familiar with the different products and made more conscious
decisions about what they wanted. However, the sheer variety of products in the
long-tail distribution made it impossible to become aware of all the products through
advertisement. The online retailers tried to address this problem by providing the
trending products as suggestions, which were the most sold items in the previous
days. Yet, the heterogeneity in people’s tastes creates the need for more personalized
content. With the adoption of big data and predictive analytics in retail environ-
ments, companies utilized the system to dynamically provide suggestions to their
customers to address customers’ personalization needs and improve their experience
(Bradlow et al., 2017). The emergence of these needs and the need for improvement
also motivated researchers to design optimal performing recommender systems and
improve upon the accuracy of suggestions.

The modern design of recommendation systems was first mentioned in a technical
report as a "digital bookshelf" in 1990 by Jussi Karlgren at Columbia University.
However, the first implementation of these systems dates back to 1992, where the re-
searchers at Xerox Palo Alto Research Center (PARC) invented Tapestry (Goldberg
et al., 1992) to address the employees’ issue of becoming overwhelmed by the vast
amount of incoming emails. Although some of the early recommendation system
designs posed some challenges, such as sparsity, cold start, scalability, and overspe-
cialization (Sharma & Singh, 2016), over the years, much research has been done to
find solutions for these problems (Chen & Chen, 2019; Elahi et al., 2016; Jiang et al.,
2014; Rubens et al., 2015; Schein et al., 2002). These solutions soughted to improve
the engines’ performance and decrease their time complexity, making them more
suitable for fast-paced online retail environments to alleviate the customer purchase
experience.

The study of personalization builds upon the body of research done on both man-
agement sciences and retail operations. The focus of research on personalization in
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management sciences is on three key stages: learning about consumer preferences,
matching offerings to customers, and evaluation of the learning and matching pro-
cesses (Murthi & Sarkar, 2003). In retail operations, personalization falls under the
emerging research category of analytics and prediction and influence of the behav-
ior of consumers, which is making an impact in both academia and industry. One
aspect that the work on personalization in this area is focused on is providing cus-
tomized assortments to the consumers, which is similar to the personalized product
offerings displayed online through the use of recommendation systems (Caro et al.,
2020). The focus of our study is to utilize customers’ previous purchases to de-
rive their preferences for products and provide them personalized recommendations
based on their taste; Thus, relating this thesis to work done on both streams of
literature. One of the most referred works in this literature stream is Amazon’s use
of collaborative filtering to personalize product offerings to their customers (Linden
et al., 2003). In the recent research on this stream, Bernstein et al. (2015) pro-
pose a stylized model with the goal of revenue maximization to explore the revenue
impact of dynamic assortment customization in the presence of heterogeneous cus-
tomer segments and inventory constraints. They conduct their study on Beymen,
a high-end fashion retailer in Turkey, and find the gain of implementing the model
can be as much as 2.4% in optimal conditions. In another study, Bernstein et al.
(2018), proposed a clustering-based recommendation system to maximize cumula-
tive revenue, which adaptively segments customers as they make new transactions.
Their proposed policy utilizes the MNL model to learn their preferences. They test
their system on a Chilean retailer and find that it results in 27% more transactions
than the second-best model they tested.

Moreover, our research utilizes the customer preference values learned for different
granularity levels to suggest finding brands to be bundled. This makes this research
related to another research topic that is concerned with product bundling. With a
different approach, Ettl et al. (2020), construct two classes of approximation that
recommends discounted product bundles to the consumers based on individual pref-
erence to maximize profit while managing the inventory constraints. They present
their findings with two case studies in the retail sector and airline travel industries
and an expected revenue improvement of 2%–7% on average over existing practices
depending on the setting. The recommendation systems’ potential for providing per-
sonalized advertisement and promotions are also studied in the literature. Zhang
and Krishnamurthi (2004) considered micro-level promotion customization and de-
veloped an optimization procedure to derive the optimal discounted price for each
visiting customer in an online environment. In a different research, Ghose et al.
(2019) utilized the temporal duration, spatial dispersion, semantic information, and
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movement velocity of consumers to infer their preferences and found that applying
trajectory-based mobile promotion strategies can provide more robust recommen-
dations. They tested their proposed method in a field experiment conducted in
a major shopping mall in Asia and found that using such a method can generate
higher transaction amounts and increase revenues.

Furthermore, we utilize collaborative filtering-based methods to implement a rec-
ommendation system to predict customer preferences. Using these methods in e-
commerce settings to provide product recommendations based on only previous sales
transactions has been beneficial (Huang et al., 2007). However, the performance of
recommendation systems is dependant on data, and the choice of the algorithm af-
fects the accuracy of these systems. One of the papers that studied the effect of data
on recommendation accuracy was Chen and Chen (2019). This study evaluated the
accuracy of user-level recommendations with different measures and demonstrated
the impact of rating-scheme characteristics on such systems’ performance, namely
rating value, structure, and neighborhood network embeddedness. In another re-
search, Huang and Zeng (2011) discussed an approach for model/algorithm valida-
tion and selection in recommendation systems based on the characteristics of the
setting. Moreover, the use of traditional collaborative filters is associated with a de-
crease in aggregate sales diversity. This finding was demonstrated in a randomized
field experiment by Lee and Hosanagar (2019). They also found that using these
systems is not always accompanied by a decrease in individual-level consumption di-
versity. This indicates that although retailers can benefit from increased sales under
recommendations, using these systems for retailers whose target is to offer greater
product variety will not be consistent with their strategy. In another study, Song
et al. (2019) proposed a multicategory utility model that can dynamically diversify
the suggested items while maintaining the recommendation accuracy.

Additionally, one of the goals in developing new algorithms for recommendation
systems is to improve their performance and address their limitations. Different ap-
proaches for designing recommendation systems have been proposed over the years.
For example, in early works of designing such systems, Ansari and Mela (2003) devel-
oped a scalable content-based stochastic variational Bayesian framework to generate
recommendations. Using a joint space map based on past purchase behavior, Moon
and Russell (2008) suggested a predictive recommendation model that derived the
purchase probability of a product by calculating the customer’s relative distance to
other customers on the map. Bruyn et al. (2008) proposed a framework in which
they used preference models from conjoint analysis to create a questionnaire-based
recommendation system that predicted online user’s preferences with minimum prior
information. Another well-known approach in designing these engines is the use of
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association rule mining to provide suggestions. In a research conducted by Ghoshal
and Sarkar (2014), they adopt associative rule mining technique to develop an in-
formation mining algorithm that obtains disjunctive consequent rules. Following
this study, Ghoshal et al. (2015) proposed a maximum likelihood recommendation
framework to improve the quality of offerings made by combining association rules to
provide alternative choices as product combinations. Using a graph-based approach,
Banerjee et al. (2016) design a collaborative filtering recommendation engine for
content-rich settings where the number of items and the number of item-views by
users are of a similar order. In a more recent study, Farias and Li (2019) proposed
the use of a slice learning algorithm to learn customer preferences with side informa-
tion. Following their methodology, they used the slicing algorithm to recover specific
slices of a three-dimensional tensor from a noisy customer observations tensor.

When utilizing recommendation systems, researchers should also consider the behav-
ioral effects of the recommendation systems on consumers. Although recommenda-
tion engines are designed to provide suggestions by learning preferences for products,
the predictions generated by these systems also impact consumers. In one study, it
was found that the recommendations presented by a recommender system signifi-
cantly influence costumers’ preference and introduce anchoring biases (Adomavicius
et al., 2013). These suggestions can also affect consumers’ willingness-to-pay (Ado-
mavicius et al., 2018). Furthermore, As consumers search through the products or
purchase them, they update and change their valuation for product attributes and
features. Dzyabura and Hauser (2019) empirically demonstrate that consumers learn
preference weights during search and propose a recommendation system that encour-
ages preference-weight-learning. They suggest that these systems can be beneficial
in a setting where product or service categories are multi-attributed, infrequently
purchased, costly to experience without buying, and sufficiently valuable to justify
an extensive and expensive search.

As discussed throughout this chapter, this thesis contributes to the research focused
on personalization, boundling, and the implementation of collaborative filtering rec-
ommendation systems. Next, we will describe the empirical setting and the data
used for this thesis. In the following chapter, first, we will provide some background
on the retailer. Then, we will focus on the data they have provided us and discuss
the changes made. Finally, we will analyze the data and provide some descriptive
insight.
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3. Empirical Setting & Data

In this chapter, we will discuss the retailer understudy. In the first section, we will
provide a description of their background, and explore their operations, objectives,
selling strategy, and their focus for future improvement. Next, we will talk about the
data they have provided for the purposes of this thesis and delineate its structure and
the modifications made to draw out the information. Finally, we dedicate the last
section to the analysis of the raw data and present descriptive information gathered
from it.

3.1 Baskasindarama

Baskasindarama, which will be denoted as the retailer from now on, is an online
retail company founded in 2016 (See Appendix A.1 for an illustration of retailer’s
environment). This retailer is based in Izmir and provides its services from there
to people anywhere in Turkey. It works with over 100 brands, and the number
of the categories it offers can change between 6 – 9 based on the season and the
situation. The co-founders of this retailer, Esra and Melis Sarıhan, started their
business by selling a few local and international brands on their website without
significant investment and initial capital. Initially, they entered the E-commerce
world, intending to provide services that were a bit different from those that already
existed at the time period, and ever since, they have been striving to satisfy their
target consumers by offering and delivering high-quality products. On top of that,
they prioritize creating a friendly relationship and warm environment with their
customers to answer their questions and help them with the emerged problems.
They also promote female entrepreneurship skills by providing women farmers and
producers with opportunities to sell their products on their retail platform and
supporting them by including their brands in their roster, especially people who use
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domestic and native goods as raw input in their practices or use organic material
to produce cosmetics products. The brands that fall under the retailer’s market
category are the best representative of its support for women entrepreneurs who
have developed their brands and have the highest importance.

Beacause of their efforts, aims, and objectives, they were recognized as one of the top
20 successful women entrepreneurs by Startup Turkey event among participants and
business owners from 63 different countries for their services. Gaining this achieve-
ment boosted the retailer’s brand as well as their objective to promote women’s
power to create and manage businesses. In 2019, they were nominated for the Ste-
vie Awards, one of the prestigious international awards given to businesses, for the
best small-scale retailer company of the year and became the winner of the Bronze
Stevie Award. Moreover, in 2020, they again won another Stevie award, making
them the only retailer receiving this award in 2 consecutive years in Izmir.

What makes this retailer different from other retailers and its competitors is the
choice of brands with premium quality products to be marketed and traded on its
platform. Selecting these goods carefully that are either of high quality, or use
pioneer technology, or have trending features, or have a unique design, provides
this retailer an edge on delivering its customers merchandise special in its field or
category. The care for quality satisfaction is also reflected in packaging as well, where
they present customers with their unique packaging on top of the brand’s original
box. The other attribute differentiating them is that they are not a marketplace;
this makes it so to strive to sell products with more honest prices that best represent
the quality of the brands it is collaborating with compared to its competitors in the
retail industry.

3.1.1 Purchase Process

In order for the retailer to procure the customer orders, it follows the subsequent
processes; after the company makes a contract with the brands, the products are
uploaded to the website, and the search engine is optimized to show it to prospective
customers. The customer comes to the retailer’s website and places an order on the
product by adding it to their basket and purchases it either by paying it through
secure payment gateways or bank transfers. Depending on the product’s shelf life
and its inventory status, the goods will be procured either from the stock or the pro-
ducing company itself and it will be sent to the retailer. Since this retailer does not
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keep an inventory of its own and practices dropshipping, it acts as a hub and pro-
cures customer orders from specified warehouses to prepare customer orders. After
collection and quality control, the product will be put into the retailer’s packaging
with its original package and will be sent to the customer with the invoice. The
retailer uses UPS services for the delivery of their products. In case of any damages
to the merchandise during the delivery process, they will resend the product with-
out any additional charges. Building trust and safely while providing high quality
services and products to customers is one of the essential goals for this retailer. For
instance, due to the pandemic, they avoid doorstep payment methods, which can
be unsafe and diminish the brand quality. Instead, they offer online and long-term
payment methods to accommodate the situation.

3.1.2 Brands

When the retailer started its business, it promoted and featured lesser-known im-
ported products, an example of which could be “Roli Doner”, a designer that was
partnered with Beymen and Vakko up until 2015. In 2016, they signed a contract
with this firm and started working with them; this made the company to be per-
ceived as a retailer of luxurious products. Another example of these products that
fit the objective and aim of Baskasindarama was Bugatti, which produced kitchen
and household appliances with unique designs. However, as described before, their
aim was not just to sell the most expensive and luxurious items, but rather prod-
ucts with high quality for all people that best fit their vision and goal. Because of
that, they expanded their product range to include more affordable, high-quality
goods, such as Neutrogena and Simple, which were better known and had a much
broader consumer base. This conversion aided with capturing more of the market.
Also, it helped circumvent some problems caused by Turkey’s 2018 financial crisis.
These problems, such as consumer distrust in brands and diminishing return value,
were due to the discontinuity of some companies in sustaining their imports and
replenishing their stocks. Adding the well-known and trusted brands in its practice
not only secured their customers’ trust it also provided the opportunity to include
other international brands in their roster safely and introduce them to the consumer
base. It added up to a point where now the retailer works with over 50 brands and
hosts over 500 products in its platform in 6 – 9 main categories. To work with a
brand, they check its target market to be aligned with them; In addition to that,
they also investigate the brand’s objectives to consider including them with other
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retailed brands in their platform. In case of stopping sales of a specific product or
discontinuing a particular brand, they would freeze its sales by showing the products
as being out of stock. This way, if the number of click-throughs on that product
page increases or reaches a threshold, the retailer would bring them back and start
selling again.

3.1.3 Price & Promotions

The retailer is in constant communication with the brands they work with, and
the companies provide and determine the retailer’s prices. This retailer knows the
finished product cost and the markups. The companies tell them their desired selling
price and the limits, and when the company wants to create promotions for their
products; Thus, the retailer does not have a pricing policy of its own and follows
the policies determined by the brands. Due to the set margins by these companies,
the number of discounted products offered by the retailer is minute and limited.
Most of the promotions offered on the website are from well-known brands that can
afford a reduction in their prices. Also, since the number of visits to pages with
discounted prices is low, this company tries to focus away from bulk promotions
and differentiate itself from competitors that offer discounts with high frequency.

Moreover, since the retailer follows the brands’ pricing scheme and only includes
the prices’ tax margins, it provides the advantage to work with a plethora of brands
and companies. When the retailer introduces discounts for the products, it includes
them from its own profit margins. Moreover, the retailer obtains the updated prices,
campaigns, and promotions biweekly, issued regularly by the brands. In case of any
interruptions, they ask directly to these companies for the newest changes in prices.
For highly competitive products with rapidly fluctuating prices, they tend to check
the prices on other platforms and compare and adjust them by considering their
set margins. Perishable products with a very limited shelf life, such as food, dairy,
or baked goods, usually have a small profit margin, and their prices rarely have
a significant change; thus, to keep the competitive advantage, the prices of these
products are kept close to the price in the market and their competitors
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3.1.4 Selling Strategy

The retailer’s marketing strategy revolves around offering affordable and high-
demand products to the customers at the first step. After introducing these products
and catching their attention, it offers lesser-known, more expensive products. The
exposure to these new products provides customers the opportunity to compare
them and learn about their advantages and choose from a more extensive product
variety. Also, as a way of promoting new and seasonal products, the retailer shows
on top of websites search results, and in return, it tries to increase the customers’
focus and attention.

Moreover, the retailer has provided some features in their platform, where customers
can ask questions regarding the availability dates of out-of-stock directly. Asking
questions from the retailer not only helps them with the objective of creating a
friendly relationship and warm environment with their customers but also aids them
in learning the interests of their customers and their desires. This way, they can
better target the customer and promote the related products by providing them
with samples while realizing their orders. The added sample size is determined by
considering the order quantity and purchase quota. This helps increase awareness
of the new merchandise and acts as a token of appreciation for people’s purchases,
resulting in sales growth.

The retailer also utilizes a scoring system as a way to track and reward customers for
their purchases. These scores are given to the customers based on specific activities
they perform, such as referring the retailer’s platform to their friends, shopping up
to a certain quota or amount, or purchasing on particular occasions. For instance,
they gain 5000 points when they become a member. When these scores reach a
predetermined threshold, the customers will be provided discount codes for their
subsequent purchases.

For the products whose expiry date is near, the retailer tries to sell them by promot-
ing them to customers who were interested in similar products before while consid-
ering their basket size and their overall spending’s. For instance, if the customer is
purchasing an oven or its total purchase quota is high, they include a product whose
expiry date is near as a complimentary gift. This will motivate the customer to
order more and also become aware of other product types in its product range. This
tactic is specially used for products such as flour as caramelized onion, which can
be gifted in small sample sizes, and helps a great deal in liquidating products that
are nearing their expiry date. This retailer’s strategy for short-lived consumables is
not storing them; however, after the Covid pandemic, they started allocating much
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more space on their stocks of perishable goods.

One of the markets that the retailer tries to enter is the eastern regions of Turkey.
Penetrating this market is challenging since the number of women per capita in these
areas who use or own any financial cards is low, and the utilization of e-commerce
businesses is scarce. Also, people in these regions are generally using social media
to get their needs; Thus, penetrating this market becomes very hard. However,
capturing this market can be beneficial for them since the number of competitors
in these regions is small, and also, people in these regions mainly consist of women
farmers, which fit into the category they try to promote.

Currently, the retailer’s suggestion strategy follows two schemes: first, fixed sugges-
tions, and second, the season-related suggestions. In the first scheme, products are
bundled and mapped to one another based on category and relevancy beforehand.
Then they are uploaded to the platform and provided on the page of the products.
This way, when customers visit the product page, they are presented with some
suggestions. However, the introduced products are not dynamic nor based on cus-
tomers’ behavior, interests, or activity. Sometimes, these suggestions can be coupled
with the best-selling products on the website for special occasions. The other scheme
involves introducing customers to season-specific products to raise awareness. For
instance, during the new year, they would include merchandises that are likely to
be sold during this period and relevant to the winter in their recommendation sec-
tion, such as socks, calendars, and cosmetics. Like the other one, this scheme is
fixed and requires mapping the categories and products manually before uploading
them on the platform. Having a more sophisticated recommendation system can
help to deduce customer interests and preferences. It can also help with offering
present bundles to the correct target audience, such as sending sport sets for sports
enthusiasts or stationery gift sets for people who love writing. Thus, we focus on
implementing such system in their practice.

In the next section, we will discuss the data that the retailer provided for the pur-
poses of this thesis. We will examine the general structure of the supplied reports,
the information they contain, and their relevancy.
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3.2 Data

The retailer mainly accumulates the data generated by Google Analytics as a means
to control and analyze their resources. This data is also used to prepare the reports
provided for the purposes of this thesis. These reports provide information on the
company’s operations and performance, and the reports encapsulate information at
different levels. The first report is daily sales data which contains the purchase
information for each customer. It depicts what was purchased, when it has was
returned, and the amount of turnover from transactions each period. The second
report is the monthly traffic acquisition summary, which shows the sales channels
that the retailer used to promote its products and gain its website’s traffic each
month. The third report illustrates the main categories of goods and brands sold by
the retailer. Next, the page visits report outlines the number of daily views of each
webpage in their websites. Lastly, the demographic data depicts the demographic
of their customers for the first 6 months of 2020. A snapshot of these reports has
been presented in Appendix A.2-A.6.

3.2.1 Daily Sales Data

The sales report provided by the retailer illustrates all transactions and customer
purchases throughout 2020. The sales data is scattered in 11 documents, each
covering monthly purchase information from January to December. Due to the
disruptions caused by the Covid Pandemic, the retailer had no transaction during
March; thus, the file for this month is not included in the report. The sheets in each
report summarize the daily customer purchases. The days that the retailer had no
transactions were excluded from the document.

Each sheet contains 8 columns. The first column shows the ID of the customer
who purchased a product. The IDs are coded by appending ’C’ at the beginning
of the customer number. The second column is the page URLs of the purchased
products. Next, we have the situation column that represents the status of the
placed order. Each transaction takes three different statuses: completed, pending
for payment completion, and canceled. These values are denoted by numbers 1 to
3, respectively. The fourth column indicates how many units have been ordered for
each product. It is worth noting that transactions with multiple items are split into
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consecutive rows, and each row depicts the order amount of one product and not
the overall order amount in the transaction. The product price column indicates
the unit price of each ordered merchandise, and the turnover column is the revenue
generated from that product in the transaction. The values in turnover can also be
derived by multiplying the unit price by the number of orders. The profit margin
column displays the profit percentage for each item in the transaction, and it can
take values starting from 10 up to 50+%. The values in this column are separated
by increments of 10 and are presented with a lower and upper bound. They are
also coded with values 1 to 4. For instance, a transaction item with a profit margin
of 1 shows that the retailer earned a profit of 10 up to 20% of its original price by
selling this product. On special occasions, such as charity campaigns, their yield
can decrease as much as 0 percent. The last column illustrates which items were
promoted with a discount campaign at the purchase time. Additionally, the sheets
also include information about the visitors to their platform; specifically, it counts
the daily number of new visitors along with returning customers.

Working with the data in these documents in their base form is challenging and can
not be used as an input for predictive models. As a result, we combined all the
documents and the sheets into one. To separate the transactions, we also included
a column representing the date of the purchase and another column representing
the transaction ID. The transaction IDs are created by concatenating the date with
customer IDs. Furthermore, we used the links provided in the second column to
access product pages and gathered the product information directly from their plat-
form. A Python script was developed to automatically access the retailer’s platform
and scarp data from each URL to gather this information. We collected the prod-
uct name, its main category, subcategory, and brand from each product page and
included each in a separate column.

3.2.2 Monthly Traffic Acquisition

The monthly traffic acquisition report is a single document that illustrates the dif-
ferent channels’ contribution in guiding the visiting individuals to the platform. Six
sheets are included in this document, and each shows the monthly incoming traffic to
the website from January to June for each channel. In each sheet, two columns are
differentiating the new visitors from returning customers. Also, the rows show the
different channels that customers can gain access to the platform. In the first four
months of 2020, these channels are only composed of direct access, search engines
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such as Google, referrals such as blogs, social media such as Instagram, Facebook,
or Twitter. For May and June, the retailer included two other channels; paid adver-
tisement, and display such as YouTube. The values in the document are expressed
in percentages. Also, the total number of visitors is also included for each month.

3.2.3 Brand Category Lists

The retailer provides information about the brands they are working with and their
assigned categories in the brand list report. The report depicts assignments in a hi-
erarchical manner, where main categories are at the top, and brands are listed under
each, similar to a flow chart. The report indicates that the retailer sells its products
in 7 different categories: apparel, jewelry, baby care, cosmetics, lifestyle, stationery,
and groceries; However, recently, there has been a change. Specifically, the lifestyle
category has been split into life and kitchen product classes. The stationary cate-
gory has been merged with the life category, and jewelry has been combined with
apparel. Also, they launched a hygiene category to respond to their customer needs
emerging from the Covid pandemic. Moreover, the report shows 63 different brands
that are working with the retailer. Additionally, the retailer has also built part-
nerships with new brands throughout the end of 2020. The brand information in
this report combined with the data retrieved from the retailer’s platform is used to
populate the transaction data, which is the primary input of the developed model.

3.2.4 Page Visits

The page visit report shows the daily product pages visit on the retailer’s platform,
and it is provided for the first five months of 2020 in 5 documents. The daily infor-
mation is shown in separate sheets in each Microsoft Excel document and contains
the URL link of the product webpage in the first column and the number of indi-
vidual visits in the second one. The sheets also indicate the total number of visits
as well as the frequency with which visitors leave immediately and the average du-
ration for which they spend on the pages. The information in this report can be
used as the means to see the popular items along with the products that people find
interesting.

16



3.2.5 Demographic Data

The demographic report is presented in a single document in which it provides an
overview of the retailer’s customer demographics for the first 6 months of 2020.
Each sheet is dedicated for every month and includes monthly user information in
five categories: their approximate age, gender, country of origin, devices they use
to access the website, and their interests. The user ages are split into 6 ranges
starting from 18 with increments of 10, and the last range is for people 65 years of
age or more. The values in this category are expressed in percentages. In the third
category, country of origin, only the top 9 countries with the highest visit percentage
are shown. The device category depicts the percentage of different equipment used
for accessing their platform, specifically whether it was a mobile, desktop computer,
or tablet. Finally, the last category illustrates the visitors’ interests by dividing
them into 30 different groups based on their searches in other websites.

3.3 Descriptive Analysis

This section will analyze and provide descriptive insights on the information gath-
ered from the reports and the engineered data (See Appendix A.7). As described
in subsection §3.2.1, the primary input engineered for the recommendation system
comes from changing the data in the sales report. The encoded values in this data
are replaced with their original values, such as order status and profit margin. Also,
new information is scrapped from the retailer’s platform and appended to each trans-
action record, specifically, product name, category, subcategory, and brand name.

The sales data consists of 2125 records and depicts the retailer’s sales over the
12 months of 2020. It contains 1281 unique transactions made by 841 distinct
customers during this period. There are 599 products sold in these transactions
in 98 different subcategories from 59 brands, and their prices differ from 2.25 up
to 9300 TL. The sales data only includes the completed or pending transactions;
otherwise, they were excluded. This dataset contains transactions with up to six
unique products. Each transaction consists of between 1 and 100 products, with
an average of 3.2. The highest purchase frequency among their products belongs to
stone ovens from Tasoven brand and barbeque subcategory; However, the highest
purchase rate among their main categories belongs to items in grocery. This is
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due to having much more variant product roaster and brands selling merchandise
in this category. Figure 3.1 illustrates the aggregate count of categories that were
purchased by customers in each transaction. If customers bought multiple of the
same product in one transaction, they were counted as one instance.

Figure 3.1 Aggregate Count of Purchased Items In Each
Categories

Furthermore, the retailer hosted 12 different promotional campaigns in 2020. They
promote products on several occasions, for instance, when they include new mer-
chandise in their roster or for charity events. The promotions were spread out across
the first two months and the second half of the year and, on average, lasted for two
to three days, except for their Christmas campaign that lasted a month.

Looking at the data, we can see that the retailer’s revenue can vary from 10.5 to
12589 TL for each transaction. Based on the data, the retailer had a comparably low
revenue during the first 6 months of 2020 due to the circumstances created by the
Covid pandemic. During the second half of the year, its revenues had a noticeable
increase, starting from summer. A large portion of this increased yield is selling
products from barbeque subcategories, specifically stone ovens with a large unit
price. This item had the highest purchase frequency throughout this period. Their
revenues had a minor decrease towards the end of the year; however, they increased
at the last month following their Christmas promotional campaign.

Additionally, based on the information provided in the sales data, we can see that
their average monthly new users are 37674, while their average monthly returning
customers are 12439. Likewise, the daily average number of new customers and
returning customers are 1504 and 498, respectively. Figure 3.2 shows the number of
monthly visitors on the platform. Values indicated in orange shows the returning
customers visiting the website, while the blue bars illustrates the new customers.
As seen in the plot, in the last two months, the retailer attracted a large number of
visitors over the last two months of 2020. During this period, the retailer profited
from a high number of purchased products with lower profit margins. Also, their
campaigns, especially ones in December, boosted these sales and helped increase the

18



visitor to the website. Compared to the last two months, the visitors to the website
were much lower during June. However, the products sold during this month were
much more expensive with higher profit margins that made the retailer generate the
highest revenue.

Figure 3.2 Number of monthly visitors to the platform

Based on the page visits report, the rate of immediate exit from the platform after
visiting one page is 71.66%, and the average time spent on the page is 2 minutes
and 7 seconds. Additionally, according to the traffic acquisition report, in the first
three months of 2020, the retailer mostly gained its visitor through search engines.
However, In the second quarter, they mainly attracted new visitors through social
media platforms such as Instagram and Facebook. Also, the second channel that
contributed to this was YouTube and the posted videos. Furthermore, the age
range of people visiting the website is mostly between 25 and 34, with an average
percentage of 38.06%. Next, people aged 35 to 44 comprise the following group that
mostly visits their platform, comprising 24.46% of the total visitors. The website
users are mainly female, and users primarily use their mobile phones to access the
website, precisely 75.61% of users on average.

In the next chapter, we will discuss the developed model and provide specifications
of how it provide recommendations.
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4. Methodology

As discussed in the previous chapter, the retailer utilizes two types of suggestions
for their platform’s visitors: fixed and season suggestions. Employment of these
methods provides value by introducing new and interrelated products to prospec-
tive consumers by guiding them through the platform. However, since they are static
and they do not change from customer to customer, they do not capture the hetero-
geneity among visitors and their preferences. One way to increase the added value
of the suggestions is to incorporate recommendation systems, denoted as RS from
now on, which provide personalized recommendations by considering past consumer
purchases and their individual behavior. There are two approaches for making RS;
collaborative filtering and content-based filtering. Due to the nature of the provided
data-set by the retailer, employing the former approach for implementing the model
is thought to be more feasible since the latter requires much more information on
the products themselves. Utilizing collaborative filtering RS can be helpful in these
situations since it can provide recommendations to customers requiring little to no
features about the items or consumers to be known. Moreover, we focus on appli-
cation domains of recommendation systems for experience goods where consumer
preferences are taste-driven as opposed to being vertical where customers are more
aware of the product quality (Adomavicius et al., 2018). By focusing on this ap-
plication domain providing personalized recommendations to individual customers
becomes more relevant. Furthermore, as mentioned before, the retailer offers fixed
suggestions on each webpage which can sometimes result in overspecialization of of-
fers, for instance, suggesting a pair of sneakers to someone who just bought another
similar pair of sneakers. Using collaborative filtering can reduce this by providing
completely different items from what consumers have already seen based on other
consumers’ purchases. These characteristics were some of the reasons that derived
us to use the collaborative filtering approach in our model.

Throughout this chapter, we will discuss the specifics of the first approach and the
model of the RS used in this thesis. We will also explore the derived results from
implementing such a model and applying it to the retailer’s sales data. In the first
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section, we will start by providing some background on collaborative filtering. Next,
we will move on to describing the model and the characteristics of the RS used in
this thesis.

4.1 Collaborative Filtering

Collaborative filtering is the most common way to provide product recommenda-
tions. It is a method of making automatic data-driven predictions on a given cus-
tomer’s preferences on the basis of other customers’ purchase history. The sugges-
tions are specific to the user but use information gleaned from many users. This
differs from the more straightforward approach of recommending the frequently pur-
chased products based on the overall purchase volume of items. One of the most
trivial applications of such systems is in an online retailing environment where the
retailer can suggest a tailored set of products to individuals based on their behavior.

The underlying assumption of the collaborative filtering approach is that if visitor
UA share the same purchase history as visitor UB on a product, UA is more likely
to share UB’s opinion on other products than that of a randomly chosen person.
The preference of each customer for a product is then teased out to construct a
utility matrix from the data where rows represent the customers, and the columns
represent the items itself (Leskovec et al., 2014). Values for each customer-item pair
in the matrix represent the known information about the degree of preference of that
user for items. These values can either be explicitly derived from customer ratings
of the product or implicitly calculated based on their past purchases. The matrix
is assumed to be sparse, meaning that most values are “unknown.” An unknown
value implies that there is no explicit information about the customer’s preference
or purchase history for the item. The goal of the RS now would be to determine
and predict the unknown values (blanks) in the utility matrix. There are different
methods for finding these values; The first method is a classification-based method
and uses the principles of k-nearest neighbor. This method aims to calculate the
similarity of each customer U ’s preference vector with others in the utility matrix
based on a distance measure and select the top nearest-neighbors K with a size of
n which have the highest similarity values. After finding the closest neighbors, the
predicted preference value of each customer U for an item z, which has a blank value,
will be the average of preference values of all n closest neighboring customers for
that item. Given that each item z is among all items Z found in the utility matrix
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and customer i is not a part of its nearest-neighbor (i /∈ K), Formula 4.1 depicts
how the unknown preference value m of customer i for specific item z is calculated
by averaging the known preference values of neighbors j for item z in utility matrix
M :

(4.1) miz =

∑
j∈K

Mjz

n
, z ∈ Z, j 6= i.

Recommendation for a customer U is then made by looking at the most similar
customers to U in this sense. Given Uiz as the customer i which has an undisclosed
valuation for item z, customer Uj is deemed to be similar if the similarity mea-
sure of their vectors yields a high value. The criteria used in practice are Pearson
correlation;

(4.2) sim(Ui,Uj) =

|Z|∑
z=0

[
(Uiz− Ūi)(Ujz− Ūj)

]
√√√√[

|Z|∑
z=0

(Uiz− Ūi)2
][

|Z|∑
z=0

(Ujz− Ūj)2
] .

Jaccard distance;

(4.3) sim(Ui,Uj) = |Ui∪Uj |
|Ui∩Uj |

.

or Cosine similarity;

(4.4) sim(Ui,Uj) = A.B
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z=0
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√√√√ |Z|∑
z=0

U2
jz


.

The other approach is using UV-decomposition, which is based on matrix factoriza-
tion of the utility matrix and decomposing it into low-dimensional matrices. This
method focuses on reducing the dimensionality of the matrix and finding the two
matrices that their product closely resembles the known values in the utility matrix.
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The assumption in this method is that there exist two U and V matrices with latent
features that their product closely approximates the original sparse matrix. The
product of these two matrices can then derive the targeted unknown values in the
original matrix.

(4.5) M = UT V.

The goal here is to reconstruct r
′ from the product of customer vector u and item

vector v such that r
′ captures most of the variance within the original utility matrix

M ; thus, Formula 4.6 will be an approximation for Formula 4.5.

(4.6) r
′
ij = uT

i vj .

A typical choice of measuring the closeness of r
′
ij to M , is the root-mean-square error,

where this measure is applied to all non-blank entries in M and the corresponding
entry in the product of uT

i vj . Finding the UV-decomposition with the least RMSE
involves starting with some arbitrarily chosen u and v, and repeatedly adjusting
them to make the RMSE smaller. Here, different starting values should be tested
to decrease the chances of finding global minima. Adjusting values in each matrix
only affects certain entries in the product matrix M ; this makes it easy to apply
changes to the matrices concurrently and minimize the RMSE. Given that ui and
vj are matrices of dimensions n-by-d and d-by-m, Formula 4.7 depicts the optimal
value for the entry uiz, denoted as x, that minimizes the overall RMSE if mij is a
is a non-blank entry of the matrix M (full derivation of this formula is provided in
Leskovec et al. (2014));

(4.7) x =

∑
j

vzj(mij−
d∑

k=0
k 6=z

uikvkj)


∑
j

v2
zj

,
∑

j

= sum over all j|mij is nonblank.

The repetitive adjustment of values to optimize the RMSE starts after prepossessing
and normalizing the utility matrix and continues row-by-row in a round-robin fashion
until the RMSE reaches a certain threshold. Ideally, the intent is to reach RMSE
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of 0; however, since there are normally many more non-blank elements in M than
combined elements found in matrices U and V , reducing the RMSE to 0 would be an
indication of overfitting. The technique utilized for finding a UV-decomposition is
gradient descent, where the changes that most decrease the error function is chosen,
and if further improvement falls below a threshold, the optimization is stopped.

The mentioned methods in this section each have their advantages and disadvan-
tages. The K-NN-based method, which used the similarity measures to recommend
the products to customers, provides a much interpretable approach in finding pref-
erence values and produces results strictly based on the similarity of the individuals.
However, it performs poorly in highly sparse matrices, and its performance drops
significantly in big datasets, making it not scalable (Al-Bashiri et al., 2017). Also,
choice of similarity measures along with the input source of model can produce sig-
nificantly different predictions for the unknown values in the utility matrix. On
the other hand, the Matrix Factorization-based methods perform quite well in big
datasets, and it is scalable. They can generate results even for highly sparse datasets.
The drawback of these methods is that they are complex and prone to overfitting if
they are not optimized. In the case of sparse datasets, since there are many matrix
combinations that their product fits the known values of utility matrix, they are
susceptible to generating matrices with the RMSE of local minima.

Several other methods are used for creating RS, such as clustering and Principal
Component Analysis based algorithms. These methods apply different model-based
approaches to find the utility matrix and provide the preference values of target
customers. However, all of them aim to calculate the preference scores and, based
on these scores, sort the corresponding items for each customer and provide the k

high-ranking components as the recommended list to them.

4.2 Model

The two described methods mentioned in the previous section are employed in the
RS used for this thesis. The principle used here is to generate recommendations by
employing the models and evaluating it with the ground truth. First, the similarity-
based method will be utilized to create the unknown values in the utility matrix.
Then, the matrix factorization approach will be used to predict the values that
all of their nearest neighbors are unknown. This approach benefits from the inter-
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pretability of utilizing the preference of similar users while taking advantage of the
performance of the matrix factorization method on predicting values for items with
no preference entry from any customer.

Before utilizing this model and providing the recommendations, the input of the
model needs to be set. As discussed in the section 3.2, the data used as the input
of the model is the preprocessed data from the daily sales report, which was aug-
mented with additional information from the retailer’s website with the provided
links in the report. This data represents customers’ transactions and their purchase
history. The additional information contained the brand, category, subcategory, and
the name of the items. After cleaning up the data and manually imputing the miss-
ing information, the user-item table, which is the utility matrix, is created, which is
the primary input of the model. The rows and columns in this matrix represent the
customers and products, respectively. We tested two different ways to fill out the
matrix values: utilizing the purchase frequency of the products by the customers
and using their purchase amount. For example, in the first approach, if the cus-
tomer A bought item 1 in two transactions throughout the time span of the data,
the corresponding value in the utility matrix would be 2. Further, we tested the
normalized version of these matrices to analyze their performance on three different
granularity levels: Category, brand, and item level. After constructing the input,
we use it for building the model.

Additionally, we have to choose similarity criteria for comparing the customers for
the k-nearest neighbor. We chose Pearson correlation and Cosine distance for com-
paring customers from the three measures introduced in the previous section. The
Jaccard similarity is disregarded since it requires the input to be filled only with
Boolean values indicating whether a purchase happened or not. Choosing this met-
ric would result in loss of information and is not suitable for substantially sparse
data. The two metrics were considered as hyper-parameters of the model to be
tuned. The model is then set to find the k most similar customers and average out
their values in the utility matrix to find their scores and use them to sort the top n

products and recommend them. The choice of nearest neighbors is set to the square
root of number of customers in the input data. The model’s output is a table with
four columns; each indicates users, item codes, and expected items. This output will
then be transformed into a user-item table where the values depict the preference
percentage for each item.

We construct different models with the introduced inputs and evaluate their perfor-
mance with the baseline to choose between the input parameters. The parameters
of the best-performing model with the lowest RMSE are then selected as the final
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model. We designate the transactions in the final month as the test set to test the
model’s prediction accuracy and performance. The final model is then built on the
training dataset and executed on the test data to obtain the predicted values and
recommendations. The predicted products are then compared with the customer
choices from the final month’s purchases and analyzed. The results of this analysis
and hyper-parameter tuning are presented in Chapter 5. Although the model can
recommend all products with respect to their ranking, there is a threshold on the
number of items to be shown on online platforms and a limit for each customer to
retain information. We also analyze the optimal number of items to be shown in
online settings.

The models constructed for predicting customer scores and recommending products
that are expected to be bought by the user are built with the help of Python li-
braries. Specifically, to create and evaluate the recommendation systems used in
this research, we utilized the methods and functions offered by Turicreate’s Python
library. The modules implemented in this library provide a wide variety of function-
ality for making, testing, and evaluating systems such as RS. The following chapter
is dedicated to analyzing the results gathered from applying this model to the test
data and deriving managerial insights.
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5. Analysis & Results

In this chapter, we first characterize the optimal hyper-parameters used along with
the designed RS and determine the performance of this system. Per the description
provided in Section 4.2, we first construct the models with different introduced
parameters and compare their prediction power on the known values against the
baseline. The lower the value of the RMSE, the closer they are to the baseline. Since
this comparison would not be enough, we also analyze their prediction power on the
last month’s data as well. To achieve that, we also conduct a simple experiment
on this data. This experiment will also help us show the effect of the number of
recommendations for an online setting. Further, after finding these parameters, we
use them as inputs to create the RS engine and obtain predictions on all users.
Finally, we analyze the output to derive managerial insights.

5.1 Performance & Hyper-parameters

Before finding the optimal parameters, we need to split the dataset into two parts.
This segmentation defines a test set and obtains a final, unbiased performance mea-
sure of the entire model building process. The first segment will be used in training
the model and its evaluation. The other portion is used to provide the results of this
research. We used the data from the last month as our test set. From the remaining
segment of the data, we used 10% of it to evaluate the model, and the rest was
used to build the model. All models were constructed according to the methodology
described in the previous chapter. Further, the hyper-parameter selection was made
by evaluating the models with the function provided by Turicreate’s Python library.
The models were analyzed in three different levels:
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• Main Category level

• Brand level

• Product level

These models, as described in the literature, tend to be in a high order of complexity.
The use of Turicreate’s python library for implementing these models helped us
reduce the computation time of the models. The functions implemented in this
library are optimized to decrease the time complexities of RS. Moreover, to choose
the similarity criteria discussed in the previous section, we created the model both
with Pearson correlation and cosine similarity criteria. The results presented in
Table 5.1 compares the RMSE performance of RS engines that were made for the
category, product, and brand level while considering different similarity criteria.
The RS models used here were set to predict the known values in the normalized
utility matrix and compare them with the baseline. Note that these values are the
RMSE of predicted values against the known values and are derived by comparing
with the baseline. Also, we only considered normalizing the user-item matrix while
building the engines to analyze and compare the performance difference of them
on the evaluation set. The choice of normalization is to improve the stability and
prediction accuracy of the RS and decrease the variance in the output(Leskovec et
al., 2014).

Transaction Counts Purchased Amount
Similarity Criteria Brand Category Item Brand Category Item

Pearson 0.27390 0.15397 0.29066 0.29625 0.17983 0.43101
Cosine 0.34430 0.18071 0.29059 0.29627 0.18558 0.47417
Table 5.1 RMSEs of models build with different parameter
choices.

To analyze the results in Table 5.1, we should compare the models made for the
same level. The first column of this table depicts the models created by counting
the number of transactions that the customer had purchased an item. The second
column is for data that count the amount that the customer had bought from that
item. The data were also normalized before creating the models. All of the models
from the first column obtained a lower RMSE than the models in the second column,
except for the model made for brand-level data with cosine similarity criteria. Some
of the models in the second column yielded an RMSE of 1.5 higher than their
counterparts. This shows that having the input as the count of the transactions
and then normalizing it would deliver better results. Moreover, by comparing the
results for similarity measure, we can see that in all of the instances, models with
Pearson Correlation as their similarity criteria yielded a lower RMSE in all of the
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cases. This result is aligned with the literature (Albadvi & Shahbazi, 2009) and
findings in one study (Cho & Kim, 2004) which showed that Pearson correlation as
a similarity measure performs better when suggesting items.

However, the experiment we conducted showed a higher accuracy provided by choos-
ing the cosine similarity as our metric at the brand level. This was also the case
when creating the models for transactions made in shorter periods where the results
were reversed and showed that the RMSE of models with Cosine similarity as their
distance measure was lower and performed better at this level. This observation
depicts that the components that affect the choice of similarity metric should be the
type of the data along with the amount of sparsity and the length of data under-
study; also, it is worth mentioning that this finding does not mean that the choice of
similarity metric for all sparse brand-level data should always be cosine distance, but
rather the choice is affected by a plethora of elements such as duration and nature of
data. We should consider these elements while making an RS. The other important
factor here is the normalization of the user-item matrix, which drastically affects the
performance of the recommendation system. Because of close competition between
engines with different similarity measures, we considered both measures for the final
model and tried them both on the test dataset to see which performs better in a
dataset that has not been seen before.

With the choice of normalized utility matrix with the number of transactions for
each item, we conducted a simple experiment to determine the model’s performance
and capture the system’s accuracy. In this experiment, to observe the performance of
the recommendation system in a real-world scenario, we separated the last month’s
transactions based on their date. Then we set the engines to recommend items based
on the customers on brand and item level (the category level was not selected since
the number of categories is minute, and suggesting one item from each category
would yield an accuracy of 100 in this experiment). If the visiting customer were
not in the historical transaction database, the system would recommend the popular
items to that customer. However, if a returning customer made the order, then
based on the algorithm, the engine would compare the customer to the others,
provide top N recommendations, and append the transaction information to the
data used to create the user-item matrix. If even one of the recommendations were
in the respective customer’s transaction, the system would have created value. We
track the number of times this system created value and divide it by the total
number of transactions made by returning customers to compute its effectiveness.
In this setting, each customer visits the store sequentially, and their transactions
are captured and added to the data set to create the recommendation system based
on the transaction observed until then.
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The final month’s data contained 132 unique transactions, 86 of which were returning
customers. We iteratively applied this procedure for all of the returning customers,
and the rest of the 46 customers were recommended popular items. To further
analyze how the number of recommendations provided to customers can create value,
we also set the system to create 0-30 recommendations for each individual. It is
imperative that as the number of suggestions increases, the possibility of them being
in the transaction also increases. However, we have to keep in mind that there are
about 500 items provided by this retailer. Second, the sparsity of the customer
transaction data confines us from accurately predicting their next purchase. Also,
the limitations on the number of items processed by the customers restrict us from
showing too many recommendations. Providing too many recommendations can
overwhelm customers. Therefore, the number of shown recommendations should be
optimized based on the feedback of the customers and the capacity of the website
for the number of items it can display. Figures 5.1 and 5.2 summarizes the results
we gathered from the experiment. The y-axis in these figures is the percentage of
correctly suggesting an item that ended up in the customer’s basket with respect
to the number of provided suggestions. This percentage can also be seen as the
probability that an item from the suggested options will end up in the customer’s
basket, given that the customer will buy products from the platform.

Figure 5.1 Item-level Purchase Accuracy with Respect to the
Number of Suggestions

As seen in Figure 5.2, the curve for the correctness percentage of the recommended
items became flat after 8 to 10 recommendations for item-level suggestions and
provided up to 6% accurate recommendations to customers for items in their basket.
This is to be expected since the number of products in the dataset is around 500
items. Also, cosine similarity converges to the 10% accuracy with a slower pace than
its similarity measure counterpart. Moreover, looking at the brand-level results
(Appendix A.8 shows the predictions of recommendation system for brand-level
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Figure 5.2 Brand-level Purchase Accuracy with Respect to the
Number of Suggestions

utility matrix), it is evident that as the number of recommendations increases, there
is a higher possibility of accuracy, and we can see this increasing trend in both
considered similarity measures. However, using the cosine similarity measure, we
can see that the system reached higher levels of accuracy, much faster, and much
higher compared to its Pearson Correlation. By recommending 10-11 brands to the
customer who wants to make a purchase with this similarity metric for the RS, we
can expect that a product from these suggested brands will end up in the customer’s
basket with an accuracy of 20%.

It can be seen that the implementation of an RS on a retailer proved to be quite
valuable. Although the results derived here are highly dependant on the size of the
dataset provided by the retailers, the accuracy of these recommendations can be
improved by more transactions captured from customer activity.

5.2 Managerial Insights

Next, we will explore the results and output of this engine to derive insights. These
insights are drawn by analyzing the final engine outputs created using Cosine Sim-
ilarity with different granularity levels. As depicted in the previous section, the
recommendation system’s accuracy in providing suggestions for item-level granular-
ity was very low. Thus, we will not analyze the model’s output for this level and
only explore the output generated for main-category and brand levels.
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We derive our insights from a model that was trained on all the data. This model was
set to provide suggestions for all users and all the granularity level classes, not just
the first few suggestions with the highest rank. The outputs depict the prediction of
what each user would buy next with what probability. These probabilities can also
be conveyed as the customer’s desirability percentage of classes in each granularity
level. As mentioned before, rows represent individual customers in each of these
reports, and the columns are unique brands or main categories offered to them. The
values are expressed in percentages which add up to 100% per row. They depict
the customers’ preference for buying from each class of granularity in their next
purchase based on their previous and other customers’ behavior.

5.2.1 Main-Category Level

The first granularity that we are going to analyze is the main category level. This
company has 7 classes at this granularity level, and they are representative of all
items with similar subcategories. For example, all the items in the Coffee or Cooking
Oils subcategories, which are consumable products, fall under the main Market
category.

To obtain an overall preview of preferences in each class of the main category,
we sum the values of each class and normalize them by the total value. Since
the number of brands in each main category was variable, the values were also
normalized by the number of brands in each class to provide a more accurate
measure of desirability. This will provide us the percentage score of category
recommendations with respect to overall suggestions. Figure 5.3 summarizes the
overall desirability of all customers for each category based on the recommendations
made by the model. The higher percentages indicate that customers have more
overall preference customers have for that category. The plot in Appendix A.9
provides the normalized version of this plot where values for each category are
divided over the number of brands.

Recently there have been some changes in these categories. Mainly, the Stationery
category has been merged with Home, and Home & Life has split into two differ-
ent categories. Also, Jewelry is combined with Clothing. By considering all these
changes and looking at Figure 3.1, we can derive that:

• Beauty products, Apparel, Market and Life & Home categories have the high-
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Figure 5.3 Overall Preference Percentage for each Category

est overall percentage of being recommended and having desirability among
other categories. However, based on Appendix A.9, per brand desirability of
items in Apparel and Life & Home categories are highest [By considering re-
cent changes in the in their categories]. Although items in these two categories
have the lowest median profit margin, the brands in these categories can be a
basis for attracting customers.

• The Market category is growing and captures 15% of overall customer pref-
erence. Because of this category’s profit margin, more advertisement in this
category can also increase their profit more.

• Baby & Mom has the lowest overall predicted preference percentage share
among consumers; however, since per brand desirability of this category is
average and has a high median profit margin, investing in this category and
advertising can increase their profits. Based on the median profit margin of
the categories, presented in table 5.2, investing in this category along with the
Market will increase their profits.

Categories Profir Margin
Market %31-%40
Jewelry %21-%30
Apparel %10-%20

Stationery %31-%40
Cosmetics %21-%30

Home & Life %10-%20
Baby Products %31-%40

Table 5.2 Median profit margin of each category

Additionally, analyzing the trend between main category classes can provide useful
information. Since the model’s output is derived from the customers’ purchase
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behavior and depicts each category class’s appeal, finding trends and relationships in
each class can show which classes are behaving the same and which are not. Investing
in one of the class pairs with the same trend can boost the sales of the other one.
Moreover, category classes that either do not show any or have minimal trends may
require more attention and investment to provide profitability. To understand these
trends, we employ Pearson correlation to purchase probabilities in each category
class pair and observe their relation. The results from using this method are outlined
in Table 5.3. Based on this table Baby & Mom category is highly correlated with
other categories, especially the market category, except Life & Home. Life & Home
category has a negative correlation with the market and Life & Home categories.
Apparel is also correlated with the market category. Products from the correlated
categories can be bundled together for promotions.

Baby
Products Market Cosmetics Home

& Life Apparel

Baby
Products 1.000 0.769 0.589 -0.349 0.588

Home
& Life -0.349 -0.210 0.181 1.000 0.225

Market 0.769 1.000 0.439 -0.210 0.532
Cosmetics 0.589 0.439 1.000 0.181 0.360
Apparel 0.588 0.532 0.360 0.225 1.000

Table 5.3 Correlation between different categories offered by the
retailer

5.2.2 Brand Level

Next, we will analyze the brand-level recommendations. Just like the previous
section, an RS was created with cosine similarity that provides suggestions for all of
the customers in which it ranks the brands they will place a purchase next from this
company. This ranking is based on the probability of the next purchase generated
by this model, which considers the similarity of their previous purchases with other
customers’ transactions for the duration of the data provided. In the output, the
rows distinguish different users, and the 57 columns indicate different brands. The
values in the dataset are the future period purchase probabilities, which add up to
100% for each row.

The recommendations provided by this engine show with what probability the cus-
tomers are interested in each brand and will buy from them. To capture the overall

34



desirability of each brand, we summed up the purchase probability of each brand
among all users and normalized it by their total. The figure in Appendix A.11 paints
the picture of the overall brand desirability by order. The highly desirable brand
among all is shown to be Gourmezz.

Finally, we applied Pearson correlation to this output to observe the trend between
each brand pairs. We set a threshold of minimum 40% and maximum -40% to
capture any strong relations between them. This method can reveal any inclination
between the brand pairs and provide valuable results for bundling products based
on customer preferences. Table 5.4 illustrates the captured trend between the set
bounds. As depicted in this table, there are five brands that are highly correlated;
Züber, Cleanwynd, Happy Folks, Trunki, and Ordina Bag. The retailer can bundle
products from these brands to increase their sales. The complete work of this method
is presented in Appendix A.10.

Brand 1 Brand 2 Correlation Value
Cilt1 Beauty Kombuçça 0.608282
Cleanwynd Neutrogena 0.500194
Cleanwynd Ordina Bag 0.629374
Cleanwynd Züber 0.761100
Deep Fresh Filtr Café 0.459283
Deep Fresh Muscle Cheff 0.402172
Fabooks Güzel Gıda 0.455964

Freshbak Crispy Güzel Gıda 0.452624
Gourmezz Tashoven 0.437588

Happy Folks Real Techniques 0.488457
Happy Folks Trunki 0.743980
Italtrike Soul 2 Seven 0.698004

Le Nouveau Shaman’s Secret 0.425933
Neutrogena Ordina Bag 0.514075
Neutrogena Züber 0.623827
Ordina Bag Züber 0.785764

Real Techniques Trunki 0.489345
Table 5.4 Brands that have an absolute correlation higher that
0.4.
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6. Conclusion & Discussion

This research studies the value of recommendation systems in online retail settings.
We present our work by implementing a collaborative filtering recommendation en-
gine for an online retailer that does not take advantage of such technology. The
recommendation system used here utilizes cosine similarity to provide suggestions
to the customer putting orders from this retailer’s website. Also, we used these
preference values derived from implementing the recommendations systems as a
proxy to predict what customers will buy at the next step. The results show that
adopting this system can be valuable for the retailer, and with 20 recommendations,
the system can provide up to 7% correct product predictions in customers purchas-
ing baskets. Also, at the brand level, the system can be as accurate as 38% with
only 11 suggestions on the website. Furthermore, we used the predicted customer
preferences to suggest bundling options for the retailer and derive insights on the
setting.

There is an argument to be made about the feasibility of using collaborative filtering
to suggesting recommendations. Intuitively, items tend to be classifiable in simple
terms. It is easier to discover items that are similar because they belong to the
same category than it is to detect that two users are similar because they prefer
one category in common, while each also likes some categories that the other does
not care for (Leskovec et al., 2014). On the other hand, although it is easier to find
and recommend similar items because they belong to the same category, finding
similar users with the same purchase behavior overcomes the relevancy limitations
of items from different categories. For instance, people who want to enjoy going to
the beach during summer buy sunscreen to protect themselves from sunburn. They
also purchase use sunglasses and hats to protect their eyes and keep themselves
cool. However, the categories of these items are different and not related. This
irrelevancy shows the potential that user purchase similarity holds and justifies the
use of collaborative filtering in these settings. However, utilizing these systems can
have some limitations. For example, when two users both like a category, they may
not have bought any items in common. In these cases, using more sophisticated
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and complex approaches such as hybrid recommendation systems that combine the
predictive power of collaborative and content-based filtering methods can result in
higher accuracy and better recommendations. However, to use this class of systems,
we need to have access to both transactional data as well as product attributes.
Moreover, similarity-based collaborative filtering approaches are relatively simple in
the way they derive customer preferences compared to alternative methods, making
them more interpretable. Furthermore, the size of the dataset and the number of
records in the data negatively affect the rate at which they can provide recommen-
dations, and there is a trade-off between the number of records included for building
the model and the time performance of the system. In other words, these methods
are not scalable. In this thesis, since the dataset used here was small and includ-
ing less data was at the cost of losing valuable information, we included all of the
records. For datasets containing more records and more volume, this problem can be
addressed using the rolling window technique and considering a limited time frame
for each customer to provide recommendations. Also, applying this approach creates
an opportunity to suggest items based on more recent transactions and making the
suggestions more up-to-date and relevant to the trends.

The outbreak of Covid-19 affected many businesses worldwide in terms of their sales
and revenues. This outbreak also impacted the retailer understudy and caused a
decrease in their sales. The reduction in their sales is also reflected in the monthly
transaction data they have provided us. Since recommendation systems are highly
affected by the amount of utilized data and their sparsity, we attribute the scarcity
of sales in some months and its sparsity in general as one limitation of this study.
Having more data is always beneficial in these settings and can improve the accuracy
of recommendation engines. One of the contributions of this work is to utilize a small
dataset where sparsity is a factor in analyzing the information derived from recom-
mendations systems to study the value they can provide to retailers and customers.
Moreover, the number of repeat transactions made by returning customers was low,
which was one of the data attributes that contributed to its sparsity. Having this
characteristic in the data limited our ability to track each customer’s purchases and
analyze the difference in their per transaction expenditure to observe the monetary
effect of the recommendations systems on the retailer and study these engines’ value.
One way to address this issue is to increase the time span of the data analyzed to
include more transactions by these customers. Although having more transactions
in the data can influence the performance of these systems, studying these effects is
an interesting topic for research.

The brand-level suggestions generated by the recommendations engine can be used
as a lever for product substitution recommendations. In future studies, we can
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consider the exploration-exploitation trade-off of the suggestions to offer customers
items that are more relevant to their taste and introduce them to new sets of prod-
ucts to encourage variety and diversity. To that end, we can follow the work of Jiang
et al. (2014) and incorporate a metric that measures the quality of recommendations
suggested to customers. This way, we can provide suggestions based on customers’
preferences and introduce new products to enable substitution. By providing more
diverse options, we can also address the problem of decreased aggregate sales diver-
sity that entails traditional collaborative filters (Lee & Hosanagar, 2019). Improving
upon these areas can be a direction of future studies that can help with increasing
sales, and as a result, customer loyalty. Another focus could be studying the effects
of using revenue maximization techniques in sorting the suggested products and the
impact of order in item sets provided to customers. Studying this approach can
help us understand the revenue impact of offering customized products to individ-
ual customers while maximizing the revenue gain of the retailer. Another avenue for
further research is the use of other metrics to properly evaluate the performance of
recommendation systems and assist in choosing correct hyper-parameters that can
provide the highest accuracy.
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APPENDIX A

Figure A.1 Snapshot of retailer’s environment

42



F
ig
ur
e
A
.2

Sn
ap

sh
ot

of
D
ai
ly

Sa
le
s
re
po

t
pr
ov

id
ed

by
th
e
re
ta
ile
r

43



F
ig
ur
e
A
.3

Sn
ap

sh
ot

of
Br

an
ds

an
d
th
ei
r
as
so
ci
at
io
n
to

ea
ch

re
sp
ec
tiv

e
ca
te
go
ry

44



F
ig
ur
e
A
.4

Sn
ap

sh
ot

of
da

ily
Pa

ge
V
isi
t
re
po

rt

45



Figure A.5 Snapshot of Traffic Acquisition report

Figure A.6 Snapshot of Customer Demographics report
provided by the retailer
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Figure A.9 This plot shows the overall predicted preference of
all customers for each category per number of brands. The values
are divided over the total number of brands in each category.
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Figure A.10 The plot provide a heat map of correlation between
all the predicted preference percentage for all brands for the next
period
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