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Abstract. Facial emotion recognition has been extensively studied over
the last decade due to its various applications in the fields such as human-
computer interaction and data analytics. In this paper, we develop a
facial emotion recognition approach to classify seven emotional states
(joy, sadness, surprise, anger, fear, disgust and neutral). Seventeen action
units tracked by Kinect v2 sensor have been used as features. Classifica-
tion of emotions was performed by artificial neural networks (ANNs). Six
subjects took part in the experiment. We have achieved average accu-
racy of 95.8% for the case in which we tested our approach with the same
volunteers took part in our data generation process. We also evaluated
the performance of the network with additional volunteers who were not
part of the training data and achieved 67.03% classification accuracy.
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1 Introduction

Facial expressions are the integral part of human communication. Along with
intonation and accentuation, facial expressions complement the communication
by shaping the intended meaning. Facial expressions are the most basic and
primitive reflections of human emotions, which are at the same time the most
effective and inevitable part of any communication.

In human to human interaction, non-verbal part of the communication such
as tone and facial expressions are analyzed internally. These supporters allow
a human to comprehend the emotional state of a person and intended mean-
ing of a communication. In 1968, Mehrabian pointed out that 55% of message
conveying information about feelings and attitudes is transmitted through facial
expressions [1]. Thus, facial expression recognition has been widely studied for
measuring the emotional state of human beings.

Being the pioneers of ERFE field (Emotion Recognition via Facial Expres-
sions), Ekman and Friesen proposed a discrete categorization for basic facial
emotions under six groups: anger, disgust, fear, happiness, sadness and surprise;
and the seventh subset can be identified as neutral state of expression [2]. In the
c© Springer International Publishing AG, part of Springer Nature 2018
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research, they have developed the FACS system (Facial Action Coding System)
in which changes in facial expressions deriving from specific muscle activity have
been described as special coefficients - Action Units (AUs). For instance, Orbic-
ularis oculi and pars orbitalis muscles are active in the movement of cheeks.
Upper movement of checks is defined by coefficient “Action Unit 6” which has
been called “cheek raiser”. Using the earlier version of Kinect sensor only 6
action units could be detected, whereas 17 action units (AUs) can be tracked
with the new Kinect v2 and the high definition face tracking API. Enumeration
of action units tracked with Kinect v1 and Kinect v2 sensors is shown in Fig. 1.

Fig. 1. Visualization of action units (AUs) extracted from Kinect v1 and v2, respec-
tively. Color-coded labels of AUs indicate the position of that specific muscle. The
arrow signs are used to illustrate the muscle movement. (Color figure online)

Over the past few decades facial and emotion recognition have attracted
a great deal of research interest. Existing research efforts can be classified as
image-based, video-based, and 3D surface-based methods [3]. While 3D facial
recognition techniques were investigated in the literature to some extent, most
of the studies have focused on two-dimensional (2D) algorithms which are com-
putationally expensive [4–8].

Mao et al. [9] proposed a real-time EFRE method, in which, six action units
(AUs) and 45 feature point positions (FPP) are used as features. Using these two
features respectively, the classification of emotions has been done using support
vector machine (SVM) classifiers and the recognition results of 30 consecutive
frames are fused by the fusion algorithm based on improved emotional profiles
(IEPs). In 2013, Youssef et al. [10] constructed a dataset containing 3D data for
14 different persons performing the 6 basic facial expressions. SVM and k-NN are
used to classify emotions. They have achieved 38.8% (SVM) and 34.0% (k-NN)
accuracy for individuals who did not participate in training of the classifiers,
whereas observed 78.6% (SVM) and 81.8% (k-NN) accuracy levels considering
individuals who did participate in training. Zhang et al. [11] collected the 3D
facial points recorded by Kinect from 52 subjects (34 female and 18 male).
The best accuracy reached was 80% for three emotions in only female data
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with decision tree classification. Lastly, in 2017, Tarnowski et al. [12] performed
emotion classification using 6 action units tracked by Kinect v1 sensor as features
to neural network. They have constructed the dataset with six men performing
7 emotional states, total of 256 facial expressions.

In this paper, we propose a facial emotion recognition approach based on
several action units (AUs) tracked by a Kinect v2 sensor to recognize six basic
emotions (i.e., anger, disgust, fear, happiness, sadness, and surprise) and neu-
tral. Classification is performed through artificial neural networks (ANNs) where
inputs of the network are features obtained from a 3D depth camera. Microsoft
Kinect for Windows sensor v2 and high definition face tracking SDK have been
used for tracking the facial action units (AUs) [13]. Unlike the existing method
[12] where 6 features were employed for classification, we use 17 action units
(AUs) derived from FACS system as features. As it can be seen from Fig. 1,
these newly added 11 action units are mainly located in the lower face and thus
provide a better representation for emotions that involve movement of mus-
cles around mouth area. It should be noted that the new set of features plays
a distinctive role in classifying complex human emotions. Several experiments
are conducted on a homemade dataset which consists of 3 male and 3 female
subjects. Classification results show the potential of our proposed method.

This paper is organized as follows: Sect. 2 describes our method in detail.
Classification results are presented and discussed in Sect. 3. The paper is finalized
with a conclusion in Sect. 4.

2 Method

2.1 Dataset and Experimental Setup

Six volunteers (3 women and 3 men) took part in data generation process. The
participants were seated at a distance of two meters away from the Kinect sensor.
Two sessions were held in which subjects mimicked all seven emotional states:
neutral, joy, surprise, anger, sadness, fear and disgust. Each participant took
10 second breaks between emotional states and performed each emotion for a
minute. Sample images from our dataset is shown in Fig. 2. For each session,
5 peak frames have been chosen per participant per emotion. As a result, 70
frames (5 peak frames × 2 sessions × 7 emotions) were collected for each subject.
Overall dataset consisted of 420 (70 frames × 6 participants) facial expressions.

Fig. 2. Example of facial expressions of one subject from dataset.
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The high definition face tracking API developed by Microsoft, was employed
to extract seventeen action units (AUs). 14 out of 17 AUs are expressed as
a numeric weight varying between 0 and 1 whereas the remaining 3, Jaw Slide
Right, Right Eyebrow Lowerer, and Left Eyebrow Lowerer, vary between −1 and
+1, representing the displacement from a neutral AU expression. The action unit
features coming from each frame can be written in the vector form:

a = (AU0, AU1, AU2...AU16) (1)

Then, these action units were used as features in the classification process.
Table 1 illustrates the exemplary values of action units for different emotional
states (neutral, joy, surprise, anger, sadness, fear and disgust) of one participant.

Table 1. Numerical values of action units corresponding to various facial expressions.

2.2 Classification

Having extracted the action units from Kinect sensor, we provided this features
to our classifier as input. The flowchart of our proposed method can be seen in
Fig. 3.

We have used a neural network classifier with one hidden layer to classify
emotional states. 10 neurons and sigmoid action function have been used in hid-
den layer. Input layer consisted of seventeen action units (AUs). The output was
one of the seven emotional states. We trained the neural network using scaled
conjugate gradient backpropagation algorithm. The structure of the neural net-
work can be seen in Fig. 4.
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Fig. 3. Schematic representation of the methodology.

Fig. 4. The neural network classifier.

3 Experimental Results

We first tested our method for subject dependent case in which all the data
were randomly divided into training, testing and the validation parts. Training
part consisted of 70% of our overall data (294 samples) whereas testing and
validation parts were 15% each (63 samples). The validation data is used to
measure model generalization, and to terminate training when generalization
stops improving. Testing samples which have no effect on training is used to
measure network performance. In subject dependent case, we have tested our
approach for the same volunteers took part in our data generation process. The
network was trained 50 times using scaled conjugate gradient backpropagation.
The average classifier accuracy was 95.8% for testing set and 96.2% for validation
set (Table 2). AQ2

Afterwards, we evaluated our approach through training our network with
samples collected from 5 volunteers and testing it with 6th volunteer who was
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Table 2. Classification performances.

Training data Validation data Test data Test accuracy (%)

70% of dataset 15% of dataset 15% of dataset 95.80

Table 3. Classification performances.

Test subject Classification accuracy (%)

1 74.3

2 57.1

3 80.6

4 52.8

5 66.2

6 71.2

Average 67.03

Fig. 5. The neural network classifier.

not part of the training data. This experiment is repeated for each subject. The
network’s average performance was 67.03% for classifying images which were not
part of its training dataset (Table 3).

It has been known that skin color, facial hair and gender play a significant
role in the quality of emotion recognition system. To examine the effect of gender
in our classification approach, we performed an additional test. We divided our
dataset into half and used the samples collected from men as training data. We
then tested the network with remaining samples coming from our three female
volunteers. For this gender-based test, we obtained 56% classification accuracy.
Samples from both training and test set are shown in the Fig. 5, along with the
classification accuracy.
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Fig. 6. Test confusion matrix.

Confusion matrices are shown in Fig. 6 to determine easiest and most difficult
emotions in term of classification. Distribution of 63 test samples into the classes
neutral, joy, surprise, anger, sadness, fear and disgust can be seen from Fig. 6.
According to the confusion matrix, disgust, neutral and fear are most likely to be
misclassified. Lighting of the environment, head orientation of subject, distance
from the sensor, and distinctive characteristics of human expressions are the
main challenges for which Kinect could identify the feature points.

4 Conclusion

In this paper, we have presented our facial emotion recognition approach to
classify seven different emotional states. We have created our own dataset of 420
samples collected from six volunteers with different gender and ethnicity. Each
sample is labeled as neutral, joy, sadness, anger, surprise, fear or disgust. We
have achieved average accuracy of 95.8% for subject dependent case and 67.03%
accuracy for images of a different subject which did not take part in training.
Moreover, we have examined the impact of gender by training the network with
samples collected from male volunteers and testing it with female subjects. In
this case, we have obtained 56% classification accuracy which is significantly
lower compared to previous cases. In the future work, to eliminate the effect of
gender, we plan to work on a fusion algorithm based on action units (AUs) and
feature point positions (FPPs) and use principal component analysis (PCA) for
feature selection process. Furthermore, we will expand our dataset by adding
people with different ages.
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