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ABSTRACT 

In this study a gain scheduling method for the scaling factors of 

the input variables to the fuzzy logic controller by means of 

policy gradient reinforcement learning algorithms has been 

proposed. The motivation for using PG algorithms is that they can 

scale RL problems into continuous high dimensional state-action 

spaces without the need for function approximation methods. 

Without incorporating any a-priori knowledge of the plant, the 

proposed method optimizes the cost function of the learning 

algorithm and tries to find optimal solutions for the scaling 

factors of the fuzzy logic controller. To show the effectiveness of 

the proposed method it has been applied to a PD type fuzzy 

controller along with a nonlinear model of an inverted pendulum. 

By performing different simulations, it is observed that the 

proposed method can find optimal solutions within a small 

number of learning iterations. 

CCS Concepts 

• Computing Methodologies ➝ Policy Iteration. 
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1. INTRODUCTION 
Reinforcement learning (RL) is among the most popular research 

topics in the field of machine learning and optimal control. 
Among the available RL methods policy gradient (PG) RL 

algorithms have attracted the most attention in the RL domain. [1, 

2] can be considered among the first researches which used PG 

methods. These methods then have been utilized in different 

control and complex robotic problems such as [3, 4, 5]. 

This research focuses on policy search (PS) methods which 

usually work with a parameterized policy. Parameterized polices 

are beneficial since they scale RL problems into high-dimensional 

continuous state-action spaces. Several types of PS algorithms 

have been proposed and applied to real world systems such as 

studies carried out in [6, 7, 8, 9, 10]. 

In this work, we apply a model free PS method which uses 

stochastic trajectory generation via sampling from a real robot 

simulations without the need of a system model. This paper gives 

a general insight on the PG algorithms described by Peters [9] 

and extends the notion to fuzzy logic controllers (FLC). 

Following the first fuzzy control application carried out by 

Mamdani [11] fuzzy control has become an alternative to 

conventional control algorithms to cope with complex processes 

and combine the advantages of classical controllers and human 

operator experience. The most common types of FLCs are 

Proportional Integral Derivative (PID) ones. Besides the existing 

classical gain scheduling methods, other types of tuning 

approaches can be found for both classical and FLCs such as 

fuzzy supervisors [12], genetic algorithms [13, 14] and the ant 

colony algorithms [15, 16]. 

To the best of the authors knowledge the possibility of applying 

PG RL methods in the FLC domain appears to be largely 

unexplored so far. Even though that there have been some 

attempts to make use of RL algorithms in the field of either 

parameter tuning of FLCs such as [17, 18, 19, 20] or extension of 

some value iteration based RL algorithms such as Q-learning in 

fuzzy environments [21, 22, 23]. We employ PG methods to tune 

the parameters of the FLCs which are beneficial because value 

function methods require filling the complete state-action space 

with data which turns out to be a very challenging problem in 

high-dimensional state-action spaces. This paper devotes its 

concentration to the subject of tuning the scaling factors of the 

FLCs by means of PG RL algorithms. Without loss of generality 

the proposed method minimizes the cost function of the RL 

algorithm during the learning process, which assesses the quality 

of the step response of a closed loop system consisting of a fuzzy 

controller and a nonlinear plant of an inverted pendulum. It is 

observed that without including any a-priori knowledge to the 

plant it can tune the scaling parameters of the FLC in a relatively 

small number of iterations and the resulting closed loop time 

response meets the desired specifications. The remainder of this 

paper is organized as follows: Section 2, briefly presents the 

fuzzy system. In section 3, the concept of RL and some PG 

algorithms are presented. In section 4, the proposed method is 

discussed and the simulation results will be incorporated in 

section 5. Finally, Section 6 gives concluding remarks and 

perspectives. 
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2. FUZZY SYSTEM AND CONTROL 
The FLC is described by specifically determining the output for a 

given number of different input signal combinations. Each input 

signal combination is represented as a rule of the following form 

which defines how to best control the plant: 

                 If 1x is 1A ... and nx is nA then O is B .               (1)       

 

where ix , are crisp inputs, iA  are fuzzy sets and '' O '' is output 

placed at center '' B ''. Each rule has a firing strength (matching 

degree) which determines its applicability as: 

nAAk   ...
1

.                              (2)  

where k is the matching degree of the 
thk rule. We say that a 

rule is “on at time t” if its 0>k . Hence, the inference 

mechanism seeks to determine which rules are on to find out 

which rules are relevant to the current situation. Consider a FLC 

which its rule base has two inputs, the error “e”, and the error 

change (derivative) “de”, and one output, the control signal “u”. 

In order to establish the structure of the FLC, for the inputs some 

fuzzy sets which can be Triangular, Trapezoidal or Gaussian 

membership functions (MF) can be selected with corresponding 

linguistic variables. (N as “Negative”, Z as “Zero”, P as 

“Positive”). 

Output can also be represented with either fuzzy sets or 

singletons. An example is shown in Figure 1. 

Defuzzification methods such as the center of gravity or 

weighted mean methods are used to obtain a crisp output. 
 

 

Figure 1. Input output membership functions. 

 

where e  and e  are the universe of discourses of the input and U 

is the universe of discourse of the output MF. It has been shown 

by Qiao [24] that for fuzzy controllers with product-sum 

inference method, center of gravity defuzzification method and 

triangular uniformly distributed MFs for the inputs and a crisp 

output, the relation between the input and the output variables of 

the FLC can be given by: 

                                   eDkePkAU de  .                         (3)  

 

here ek and dk are scaling factors for error and change of error, 

respectively.  

3. RL POLICY GRADIENT ALGORITHMS 

3.1 Reinforcement Learning Formulation 
A Markov decision process (MDP) can be defined by the tuple 

)),(,,,( 0 rSPPAS  where S is a set of d-dimensional continuous 

states, A is a set of continuous actions, P is the probabilistic 

transition function from current state ts to next state 1ts after 

taking action ta according to the density 

distribution ),|( 1 ttt assP  . )( 0sP  is the probability of taking 

an initial state, ),,( 1ttt sasr is an immediate scalar reward for 

transition from ts to 1ts by taking action ta . Let control policy 

be a stochastic parameterized policy denoted by ),|(  sa  with 

 ℝK. The states and actions constitute a trajectory 

],,...,,[ 00 TT asas  with length T which is also called a path, 

or rollout. Then one can judge the performance of a trajectory by 

discounted sum of future rewards which is called return of a path 

with a discount factor ]1,0( : 

                       
 T

t ttt
t sasrR 1 1

1 ),,()(  .                         (4) 

 

The objective of policy optimization in RL is to seek optimal 

policy parameters  that optimizes the expected return: 

                  dRpREJ  )()|()]([)( .                     (5) 

 

where the trajectory has the following distribution: 

           



T

t
ttttt saassPspp

1
10 ),|(),|()()|(  .         (6) 

 

Typically, PG methods use the steepest ascent rule to update their 

parameters: 

                            )(1   Jhh  .                                 (7) 

 

where denotes a learning rate and h  is the number of 

update iterations. The main challenge in PG methods is to 

introduce approaches to produce a good estimate of 

gradient )( J . Relevant algorithms will be briefly 

described in the following subsections. 

3.2 Likelihood Ratio Policy Gradients  
The REINFORCE algorithm introduced by Williams [25] has 

been deduced from the Likelihood-ratio methods: 

                      dRpJ )()|()(  .                         (8) 

 

By using (6) as well as the likelihood ''trick'' which is represented 

as: 

                  )|(log)|()|(   ppp  .                 (9) 

 

the term )( J then can be written in the form of: 

        dRsapJ T
t tt    1 )(),|(log)|()( .  (10) 

 

On account of lack of information about the trajectory 

distributions )|( p the expectation is approximated by taking 

the average over whole trajectories: 
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       


 
N

n

T
t

nn
t

n
t Rsa

N
J

1
1 )(),|(log

1
)(   .   (11) 

 

where N is the total number of rollouts of length T . Since the 

evaluation of the parameter  is performed by Monte Carlo 

estimates, the resulting gradient estimates typically suffer from 

high variance. Without loss of generality, the resulting variance 

can be reduced by introducing a baseline b ℝ for the trajectory 

reward as: 




 
N

n

T
t

nn
t

n
t bRsa

N
J

1
1 ))()(,|(log

1
)(   . (12) 

 

Since baseline can be chosen arbitrarily according to [26], it is 

selected to minimize the variance of the gradient estimate. 

3.3 GPOMDP Algorithm 
From (11) it is observed that REINFORCE uses the returns of 

whole episode to assess a single action performance. Due to the 

relatively large variance of the returns regarding trajectory length, 

the efficiency of the algorithm can get worse even by using the 

optimal baseline. According to this fact, a modified version of the 

REINFORCE algorithm namely called G(PO)MDP has been 

proposed by Baxter [26, 27]. Bearing the idea that instead of 

using the returns of whole episodes it would be better to 

incorporate the rewards of each individual time step in 

calculations of the optimal baseline and gradient which reveals 

the fact that past rewards do not depend on future actions. 

3.4 Natural Policy Gradients 
Natural gradient methods introduced by [28, 29] have evolved 

into several PG learning algorithms such as the Natural Actor-

Critic algorithms (NAC) and episodic Natural Actor-critic (eNAC) 

which does not need complex parameterized baseline [4]. The 

basic idea behind this type of algorithms is that the information 

about the policy parameters contained in the observed paths is 

given by the Fisher information )(F defined as: 

             })|(log)|(log{)( TppEF    .        (13) 

 

This definition of the Fisher information reveals that it is 

equivalent to the variance of the path derivatives. If we deviate 

the policy by a sufficiently small amount of , an information 

loss will occur which can be seen as the size of the deviation in 

path distribution. Therefore, searching for the policy 

change which maximizes the expected return )(  J  for a 

constant information loss, is seeking for the highest values 

around and go in the direction of these highest values. 

4. TUNING SCALING FACTORS OF FLC 

VIA PG ALGORITHMS 
In this work, we intend to employ the PG methods that we briefly 

described in the previous sections to tune the scaling factors of a 

FLC and investigate their effectiveness. For this purpose, a PD 

type FLC with a constant structure for its input-output MFs has 

been considered. This FLC controls a nonlinear plant with 

continuous state space representation. The procedure constitutes 

running the FLC for a specified period and collecting the relevant 

data regarding state transitions of the plant, control signal and 

reward. This process continues until a predetermined number of 

episodes is reached. Then REINFORCE, GPOMDP or eNAC 

used to calculate the incremental value that is needed to update 

the scaling factors of the FLC. This procedure is illustrated 

schematically in Fig. 2. 

 

             Figure 2. Schematic of the proposed tuning 

mechanism. 

One typical symmetrical rule base that can be used for most of the 

FLC rule bases is summarized in Table.1 

Table 1. A typical symmetrical rule base of a FLC. 

       

error 

 error derivative 

         

        N      Z        P 

  N 
1C    1C     0C  

  Z 
1C    0C     1C  

  P 
0C    1C    1C  

 

The output of the PD type FLC is: 

                             eDkePkAU de  .                         (14) 

 

(14) 

where  ∼ ),0( 2 is a Gaussian distribution with zero mean 

and standard deviation . The goal is to optimize the parameter 

vector ],[ de kk  so we need a parameterized policy that can model 

the action generation procedure given the parameters and states as 

(14). By considering (14) it can be observed that we can take 

],[ de kk as the parameters of the policy. On the other hand, 

Tee ],[  is the state vector of the plant. By considering these facts, 

the model that best suits for our objective and can be considered 

as an equivalent model to (14), is a Gaussian policy whose 

parameter vector is ],[    where  is the mean vector and  

is its standard deviation. Then the corresponding parameterized 

policy would be: 

                 )
2

)(
exp(

2

1
),|(

2

2








sa

pi
sa


 .              (15) 

 

Here s and a  are the continuous state and action, respectively, 

where for this problem the action is actually the control signal.  

Now we can relate ],[ de kk  to the mean vector  of the 
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parameterized policy ),|(  sa . Once the parameterized policy 

is determined, as discussed in previous sections it is required to 

calculate the gradient of the logarithm of the parameterized policy 

with respect to its parameters and use (7) to update them. This 

gradient can be calculated as: 

                   s
sa

sa
T

2
),|(log







 .                    (16) 

             
3

22)(
),|(log









sa
sa

T

.               (17) 

 

5. SIMULATIONS AND RESULTS 
The plant to be controlled under a PD type FLC is a nonlinear 

inverted pendulum with two continuous states consisting of the 

angle and angular velocity of the pendulum i.e., ],[   . The 

system dynamics of the pendulum are given in [30] which are 

defined as following: 






cos3)(4

cos66sin)(6cossin3 2

mlmMl

bugmMml









                                                                                                  (18) 





cos3)(4

44cossin3sin2 2

mmM

bumgml
x







 . 

 

where )(8.9 2 msg , friction coefficient
1)(1.0  msNb , 

length of the pole )(6.0 ml  , mass of the cart )(5.0 kgM  , 

mass of the pole )(5.0 kgm  . The control objective is to 

stabilize the pendulum at the upright position. The inputs to the 

fuzzy controller are error and change of error whose 

corresponding fuzzy sets are taken as three equidistant triangular 

MFs. The output of the FLC which is control signal is defined 

with symmetrical triangular MFs, as well. Input-output MFs are 

illustrated in Fig. 1. 

Here we take the universe of discourses of the input MFs to be 

2

pi
En


 ,

2

pi
Ep  ,

4

pi
Dn


  and 

4

pi
Dp  . The 

parameters of the output MFs are taken as 20nu , 

10
1


cu , 0

0
cu , 10

1
cu  and 20pu . The deffuzzified 

output obeys the center of gravity method producing a crisp 

control signal as: 

                                              








M

i
i

i

M

i
ib

1

1





.                                  (19) 

 

with totally M rules and ib is the center of the MF of the 

consequent of the 
thi rule. 

During the simulations two reward functions introduced namely 

called as ''Interval based'' and ''Absolute value based'' rewards 

which are written in the following form: 

                     








10;

0(deg);8(deg)8

rotherwise

rif 
.        (20) 

 

                     |||||| uwwwr udd     .    (21) 

 

Here terms d  and d stand for the desired values of pendulum 

angle and its angular velocity and w , w and uw are the 

weights on pendulum angle, angular velocity and force applied to 

the cart, respectively. These values are taken as 3w , 

85.0w  and 1.0uw . Consider that in (21) if pendulum 

leaves its accepted vicinity the simulation will be stopped and it 

will receive a reward value of 1000 . During the experiments 

discount factor is 9.0 . For simulating the nonlinear plant 

using MATLAB, “Fourth-Order Runge-Kutta” method has been 

used. 

In this study for the sake of simplicity, the standard deviation for 

the parameterized policy was assumed to be fixed 2 therefore 

in calculating the gradient of the logarithm of the policy only 

equation (16) was considered. In all experiments during the 

learning, number of episodes are 100N  and in each individual 

episode the inverted pendulum runs for 1000T  time steps 

with a sampling time of (sec)01.0 . Performance of the 

algorithms are tested after every 100  episodes with starting from 

random initial states for the pendulum's angle between (deg)8  

and (deg)8 . 

For testing process, the Gaussian noise of the policy set to 0. It is 

worth mentioning that this problem is challenging since it starts to 

learn without any a-priori knowledge of the system i.e., both 

parameters of the scaling factors of the FPD controller are set to 

zero. To show the performance of the individual algorithms we 

averaged each experiment over 20 times. In the experiments 

REINFORCE method could only find optimal solution for the 

parameters with ''Absolute value reward'' and when 001.0  

therefore we just incorporated time response plot for 

REINFORCE algorithm. The resulting figures for the eNAC and 

GPOMDP performances are depicted in Fig. 3 with a confidence 

interval representation. Note that average rewards are normalized 

in the interval ]1,0[  to have a fair comparison between both 

reward structures. 

As can be seen from Fig. 3 in case of comparing eNAC and 

GOPMDP, GPOMDP converged in less iterations than eNAC. 

GPOMDP exhibited a very similar convergence performance in 

both types of rewards. If we also consider the performance of the 

algorithms in case of the time response, we notice that an early 

convergence of the GPOMDP algorithm is due to getting stuck in 

a local optimum whereas eNAC with ''Absolute reward'' struggled 

to search an optimal solution and ended up with a satisfactory 

solution with a relatively high standard deviation of the average 

return and converged in more iterations in comparison with others. 
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  Figure 3. Performance of eNAC and GPOMDP algorithms. 

 

In Fig. 4 and Fig. 5 time responses of the corresponding 

algorithms with both types of RL rewards have been illustrated. 

From the figures, it is apparent that eNAC algorithm with the 

''Absolute value reward'' structure outperforms its counterpart in 

closed loop specifications by inheriting satisfactory settling time 

and less overshoot in its response. eNAC with ''Interval based 

reward'' performs better in case of settling time but it expresses 

overshoot in its responses. In the case of GPOMDP, ''Absolute 

value based reward'' displayed a better settling time by almost 

three times less than that of ''Interval based reward''. 

 

 

Figure 4. Time responses of eNAC algorithm 

 

 

 

 

 

Figure 5. Time responses of GPOMDP algorithm. 

 

In Fig. 6 time responses of the REINFORCE algorithm based on 

the ''Absolute value reward'' is depicted and it is obvious that the 

settling time is larger than that of related to eNAC and GPOMDP. 

 

 

Figure 6. Time responses of REINFORCE algorithm. 

 

6. CONCLUSIONS AND FUTURE WORK 
In this research, we utilized PG RL algorithms: REINFORCE, 

GPOMDP and eNAC methods to tune the scaling factors of the 

FLCs. To show the effectiveness of the proposed method we 

applied it to a nonlinear inverted pendulum model which is being 

controlled by a fuzzy PD controller with two scaling factors for 

error and change of error. For the reward function of the RL 

algorithms we described two structures namely called here as 

''Interval based'' and ''Absolute value based'' rewards. 

By investigating different simulations, we found out that for this 

problem eNAC and GPOMDP algorithms can find optimal values 

for FPD scaling factors with a reasonable time response 

specifications while REINFORCE showed a weak performance.  

To improve the performance of the FLC system, it is important to 

realize that the scaling factors are not the only parameters that can 

be tuned. Indeed, sometimes it is the case that for a given rule-
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base and MFs you cannot achieve the desired performance by 

tuning only the scaling factors. Often, what is needed is a more 

careful consideration of how to specify additional rules or better 

MFs. In future studies, we will strive to apply PG methods to 

modify the universe of discourses of the input-output MFs. 
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