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Abstract

This work presents an energy based state estimation formalism for a class of
dynamical systems with inaccessible/unknown outputs and systems at which sensor
utilization is costly, impractical or measurements can not be taken. The physical in-
teractions among most of the dynamical subsystems represented mathematically in
terms of Dirac structures allow power exchange through the power ports of these sub-
systems. Power exchange is conceptually considered as information exchange among
the dynamical subsystems and further utilized to develop a natural feedback-like in-
formation from a class of dynamical systems with inaccessible/unknown outputs.
The feedback-like information is utilized in realizing state observers for this class of
dynamical systems. Necessary and sufficient conditions for observability are stud-
ied. In addition, estimation error asymptotic convergence stability of the proposed
energy based state variable observer is proved for systems with linear and nonlinear
dynamics. Robustness of the asymptotic convergence stability is analyzed over a
range of parameter deviations, model uncertainties and unknown initial conditions.
The proposed energy based state estimation formalism allows realization of the mo-
tion and force control from measurements taken from a single subsystem within the
entire dynamical system. This in turn allows measurements to be taken from this
single subsystem, whereas the rest of the dynamical system is kept free from mea-
surements. Experiments are conducted on dynamical systems with single input and
multiple inaccessible outputs in order to verify the validity of the proposed energy
based state estimation and control formalism.
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Ozet

Bu çalismada; ulasilamayan/bilinmeyen çikislara sahip olan, algilayici kullan-
iminin maliyetli veya elverissiz oldugu, ya da üzerinde ölçüm yapilmasi mümkün
olmayan dinamik sistemler sinifi için bir enerji tabanli durum kestirim formalizmi
sunulmaktadir. Dinamik alt sistemler arasindaki fiziksel etkilesimlerin matematik-
sel olarak dirac yapilari ile temsil edilmesi sayesinde bu alt sistemler arasindaki
güç degisimlerinin güç portlari üzerinden gerçeklesmesi saglanmistir. Söz konusu
güç degisimi kavramsal olarak dinamik alt sistemler arasindaki bilgi degisimi olarak
düsünülmekte ve ulasilamayan/bilinmeyen çiktilara sahip olan dinamik sistemler için
dogal bir geribesleme-benzeri bilgi olarak gelistirilmektedir. Geribesleme-benzeri
bilgi, bu sinif dinamik sistemler için durum gözlemleyicilerinin gerçeklenmesi amaciyla
kullanilmaktadir. Gözlemlenebilirlik için gerekli ve yeterli sartlar incelenmektedir.
Ayrica, önerilen enerji tabanli durum degisken gözlemleyicisinin kestirim hatasinin
asimtotik yakinsaklik kararliligi dogrusal olan ve dogrusal olmayan dinamiklere sahip
sistemler üzerinde ispatlanmaktadir. Asimtotik yakinsaklik kararliliginin gürbü-
zlügü, bir takim parametre sapmalari, model belirsizlikleri ve bilinmeyen baslangiç
kosullari karsisinda analiz edilmektedir. Önerilen enerji tabanli durum kestirimi
formalizmi, bir dinamik sistem içerisindeki alt sistemlerden sadece biri üzerinden
alinan ölçümler ile tüm sistem üzerinde hareket ve kuvvet kontrolü yapilmasini
saglamaktadir. Böylece ölçümler sadece söz konusu alt sistem üzerinden yapilmakta
ve dinamik sistemin geri kalan bölümleri her türlü ölçümden muaf kalabilmektedir.
Önerilen enerji tabanli durum kestirimi formalizminin geçerliliginin dogrulanmasi
amaciyla tek girisli ve ulasilamayan çikislara sahip çok çikisli dinamik sistemler üz-
erinde deneyler gerçeklestirilmistir.
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Chapter 1

Introduction

THE recent research efforts in the design of mechatronics systems have been
partially devoted to the problem of how to have sensors embedded to these

systems and how to overcome their associated problems. Mechanically, mechatronics
systems have to be designed and manufactured such that several sensors criterions
are met such as accuracy, alignment and including enough space for sensors with
their associated electronic setups and complex wirings. From a control viewpoint
on the other hand, sensors utilization requires considering many aspects such as
their limited bandwidth, measurements noise, uncertainties, hysteresis and non-
collocation problems. Therefore, it would be natural to devise observers to estimate
dynamical system state variables. However, the current state observers require
having measurements to be used as basis of the estimation process that in turn
necessitates having at least few sensors embedded within these systems. The sensors
associated problems limits the usefulness of many state variables estimation and
control frameworks due to several aspects including, but not limited to, their noisy
outputs, their limited bandwidth due to their physical structure and the complexity
they add to the control system. It would be fair to say that, effectiveness and
usefulness of state variable observers and controllers have been evaluated by their
capability to handle the previously mentioned sensors associated problems. Many
attempts have been proposed to overcome these problems, but few were proposed to
provide a comprehensive solution for sensor problems through exploring alternatives
to the undesirable, possibly unavailable, measurements. This motivates carrying out
an irregular attempt by conceptually considering the control and the state variables
estimation problem of a dynamical subsystem with state variables that are not
available for measurements. Such conceptual consideration allows not only avoiding
the problem of inaccessibility of the outputs and state variables, but also solving the
numerous sensor related problems as the dynamical subsystem are assumed to have
state variables that are not accessible for measurements. It follows immediately that
the state estimation and the consequent control system cannot be realized due to
the absence of information from these dynamical subsystems. However, the energy
based formalism which is commonly agreed to be a very powerful tool in modeling
and controlling a wide class of dynamical nonlinear systems [Ortega 2001], can be
utilized to provide a comprehensive alternative in designing state variables observers
for these class of dynamical subsystems with state variables and outputs which
are not available for measurements. The interconnection and the power exchange
between these dynamical subsystems can be utilized in the realization of natural
feedback-like signals [O’Connor 2007a] which can be used as basis in designing state
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variables observers and controllers for these class of dynamical subsystems. This
work is concerned with utilizing the energy based formalism in realizing a natural
feedback from these class of dynamical subsystems in terms of power exchange
along the interconnection power ports of these subsystems. The work is further
concerned with investigating whether it is possible to acquire such natural feedback-
like signals from a dynamical subsystem in the complete absence of its state variables
and outputs, then how to utilize such signal as basis in estimating state variables
observers and control systems.

1.1 Problem Statement

Considerable attention has been given in the last few decades to the control problem
of systems with inaccessible/unknown outputs, e.g., microsystems and micromanip-
ulation operations are classes of systems at which sensors utilization is costly or
even measurements can not be taken. Pushing, pulling and many other operations
form the backbone of any micromanipulation operation. The workspace at which
these operations are performed is of few millimeters or even less. However, measure-
ments are required to be taken from this limited workspace that in turn requires
utilization of sensors to obtain proper feedbacks to the control system. First, one
has to think about how to have these sensors embedded to each end-effector dur-
ing the design stage which represents quite an engineering problem as these sensors
have to fit into a very limited workspace. Second, one has to consider the numer-
ous problems associated with each embedded sensor within the system including,
but not limited to, sensor limited bandwidth, measurement uncertainties, sensor
noise and the complicated electronic setups. In addition, the additional cost due
to sensor utilization increases the cost of any mechatronics system tremendously.
Therefore, different control frameworks have to be developed for dynamical systems
with inaccessible/unknown outputs and operations such as micro-manipulation and
micro-assembly at which measurements are costly or even impractical. These appli-
cations require realization of the motion, vibration and force control in the absence
of system outputs.

A question naturally arises: Can we estimate and control dynamical system
states when neither of its outputs are measured or when these dynamical systems are
required to be free from any attached sensors to overcome their associated problems
or even when it is impractical to make measurements due to limited workspace
constraints ?

It is important to note that success to reduce the number of attached sensors to
a certain dynamical system is of great importance due to the numerous drawbacks
associated with sensor utilization such as:

• Measurements noise:

The effect of sensor noise on the performance of a typical feedback control system
is depicted in Fig. 1.1 where C(s) and G(s) are the controller and plant transfer
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Figure 1.1: Sensor associated problems.

functions, respectively. R(s), U(s), Y (s), Ycl(s), W (s) and V (s) are the reference
input, control input, closed loop output, sensor output, disturbance input on the
output and measurement noise, respectively. The output is related to the sensor
noise input with the following relation,

Ycl(s) =
C(s)G(s)

1 + C(s)G(s)
R(s) +

1
1 + C(s)G(s)

W (s)− C(s)G(s)
1 + C(s)G(s)

V (s) (1.1)

the equation of error E(s)

E(s) = R(s)− Ycl(s) (1.2)

E(s) = R(s)−
[

C(s)G(s)
1 + C(s)G(s)

R(s) +
1

1 + C(s)G(s)
W (s)− C(s)G(s)

1 + C(s)G(s)
V (s)

]

=
1

1 + C(s)G(s)
R(s)− 1

1 + C(s)G(s)
W (s) +

C(s)G(s)
1 + C(s)G(s)

V (s)

it is clear from the previous equation that sensor noise input and disturbance are re-
lated with the error through the following sensitivity and complimentary sensitivity
functions

S(s) =
1

1 + C(s)G(s)
=

Y (s)
W (s)

∣∣∣∣
V (s)=0
R(s)=0

=
E(s)
R(s)

∣∣∣∣
V (s)=0
W (s)=0

= − E(s)
W (s)

∣∣∣∣
R(s)=0
V (s)=0

(1.3)

T (s) =
C(s)G(s)

1 + C(s)G(s)
=

Y (s)
R(s)

∣∣∣∣
V (s)=0
W (s)=0

= −Y (s)
V (s)

∣∣∣∣
R(s)=0
W (s)=0

=
E(s)
V (s)

∣∣∣∣
R(s)=0
W (s)=0

(1.4)

therefore,
E(s) = S(s)R(s)− S(s)W (s) + T (s)V (s) (1.5)

Equation (1.1) along with error equation (1.2) show how sensor noise influence
error between the desired input and the measured output Ycl(s). However, due to
the sensor noise, the feedback control system depicted in system does not guarantee
that the actual system output Y (s) would follow the desired input. The dashed
line in Fig. 1.1 represents the output that cannot be ideally fed back due to the
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additional sensor noise input. Therefore, it would be natural to devise observers to
estimate variables such as positions, velocities and forces rather than using sensors.
Indeed, utilization of observers allow reducing the number of attached sensors to
the dynamical system, in addition to estimating the inaccessible state variables.
However, for a system with inaccessible outputs, all current observers can not be
designed as they depend on injecting some of the dynamical system outputs onto
the observer structure so as to guarantee convergence of the estimated states to the
actual ones.

• Narrow bandwidth problems and frequency separation

Due to the sensor noise problem, most of the measurements especially the force and
velocity measurements have to be realized through a low-pass filter. Therefore, the
bandwidth of these sensors are limited by the bandwidth of the sensor noise. In
addition, in order to obtain satisfactory tracking of the reference signal along with
good rejection of the disturbances, we need S(s) ≈ 0 and T (s) ≈ 1.

These conditions can be satisfied by setting | C(s)G(s) |À 1. However, in order
to prevent propagation of measurement noise to the error and output signals, we
have to set T (s) ≈ 0 and S(s) ≈ 1. These conditions are only satisfied when
| C(s)G(s) |¿ 1. Therefore, in order to achieve the previous objectives, there must
be a frequency separation between the reference and disturbance signals on one hand
and the measurement noise on the other hand, i.e., if the sensor noise bandwidth
is limited with a filter with cut-off frequency ωc, | C(jω)G(jω) | has to satisfy the
following constrains,

| C(jω)G(jω) |À 1 ∀ ω < ωc , | C(jω)G(jω) |¿ 1 ∀ ω > ωc (1.6)

• Complexity and non-collocation

It is commonly agreed that utilization of certain sensors adds an extra degree of free-
dom to the control system. Without any loss of generality, force sensor adds an extra
degree of freedom to the control system due to its soft structure, i.e., an energy stor-
age element and possibly energy dissipation element will exist between the actuated
degree of freedom and the end-effector in contact with the environment. In order
to illustrate the non-collocation problem associated with force sensor utilization, we
consider a robot with single degree of freedom in contact with an environment with
stiffness ke. In order to impose the desired force on the environment, the interaction
force between the end-effector and the environment has to be sensed by means of
force sensor which in turn adds an extra degree of freedom to the control system.
Fig. 1.2 illustrates the effect of this extra degree of freedom on the root locus of
this simple force control system for different values of environmental stiffness. The
extra degree of freedom shapes the root locus of the system such that the system is
unstable for certain environmental stiffness as shown in Fig. 1.2-b that is not the
case for the collocated control system shown in Fig. 1.2-a.

Generally, force sensors are replaced with force observers. This however requires
velocity (flow) measurement in order to realize the force observer. For the dynamical
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(a) collocated system
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(b) non-collocated system

Figure 1.2: Root locus of system with/without force sensor ( ke = 0 −→ 300).

system we consider in this work, velocity or flow information might be inaccessible or
cannot be measured. Therefore, realization of the force observers and force control
for this class of dynamical systems is considered in this work in the absence of force
sensing and velocity or flow information.

• Instability

The previous sensor and measurement related problems might cause instability,
e.g., due to the limited bandwidth of force sensors due to their physical structures,
stable force control can be realized within a certain frequency range out of which the
control system can be oscillatory and possibly unstable. Increasing this bandwidth
can be achieved if the force sensor is replaced with the well-known force observer
which depends on measuring the velocity (flow variable) of the interacting degree of
freedom with the environment. This measurement, however limits the bandwidth
of the force control with the flow variable sensor bandwidth.

• Complex electronics setup and their associated wirings

Each embedded sensor to the control system has its own electronics and associated
wirings that in turn add more complexity to the overall mechatronics system.

Fig. 1.3 illustrates the previous sensor and measurement associated problems.
This motivates exploring control systems which do not depend on measurements
taken from dynamical systems but rather depend on some natural feedback-like
signals that are going to be studied and further explored in the next sections. In
the sequel, it is assumed that the dynamical system has (n − r) state variables
that are not available for measurement, where n and r are the dimensions of the
dynamical system and dimension of the active degrees of freedom representing a
subsystem from which state variables can be measured. By assuming that the
(n− r) are inaccessible state variables, the control system have to be realized in the
absence of physical measurements. Therefore, success to realize the control system
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Figure 1.3: Sensor associated problems.

in the absence of these measurements allows avoiding the sensor related problems
mentioned previously.

This work is concerned with developing and analyzing an energy based state
estimation formalism along with a control framework that allows controlling mo-
tion, residual vibration and forces of a class of dynamical system with inaccessi-
ble/unknown outputs. Neither of the dynamical systems (excluding the active de-
grees of freedom) are accessible, model is uncertain, parameters are inaccurate and
the initial conditions are not known. The previous assumptions are equivalent to
keeping the dynamical system free from any attached sensors along with considering
the unmodeled dynamics and parameter deviations.

At first sight, realization of the motion, vibration and force control for systems
with inaccessible outputs seems impossible since one has to sense or measure some
variables and use them as basis for any estimation process. If we further consid-
ered the real life problems, e.g., parameter deviations, model uncertainties and the
inaccurate initial conditions, realization of the motion control for these class of dy-
namical system would be unrealistic. Therefore, system measurements or outputs
have to be replaced with some other variables that can be used as basis for the esti-
mation processes. The goal of this work is to study and present a control framework
that enables realization of the motion control in the absence of system measurements
and in the presence of parameter deviations, model inaccuracies and unknown initial
conditions.

Based on the energy based formalism, the proposed state estimation and control
framework allows realization of motion, vibration and force control for dynami-
cal systems through measurements taken from their actuators, whereas, dynamical
plants are kept free from any measurement which in turn implies that these plants
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can be kept free from any attached sensors while estimating and controlling their dy-
namical states. In addition, the proposed energy based formalism presents a unique
way of combining two very important criterions, namely robustness and sensorless
control. The first has to be achieved in order to guarantee that control system
is less sensitive to parameter variations, model uncertainties and external distur-
bances while the second allows eliminating all the previously mentioned drawbacks
associated with sensors utilization.

The sensorless control problem of non-collocated end-effectors or points of in-
terest along a flexible systems with inaccessible unknown outputs is addressed in
this work. Flexibility, non-collocation and unavailability of system outputs make
realization of the motion, vibration or the force control nearly impossible. However,
it is commonly believed that dynamical systems are excited by means of at least
one actuator. Availability of actuator variables enables realization of feedback-like
signals in terms of power or information exchange along the power ports of the in-
terconnected subsystems which build up any complex dynamical system. Strictly
speaking, the energy based formalism allows studying complex linear and nonlinear
systems by decomposing them into simpler subsystems that, upon interconnection,
add up their energies to determine the full system’s behavior. In this decomposition,
there might exist dynamical subsystems with inaccessible state variables or outputs
in interconnection with other subsystems. The energy based formalism allows realiz-
ing an information exchange between these subsystems regardless to the availability
of their state variables and outputs for measurements. Therefore, the interconnec-
tion of a dynamical subsystem with inaccessible outputs allows realizing a natural
feedback from another subsystem in terms of flow or effort variables. The nature
of these variables can be specified upon the nature of the power exchange along the
power ports of the interconnected subsystems. Therefore, the energy based formal-
ism allows realizing a natural feedback from dynamical subsystem with inaccessible
state variables or outputs providing that some power-conserving interconnection
exist between these subsystems.

It would be natural to split the dynamics of the entire system into two subsystem,
the first has state variables that are available for measurement while the second has
inaccessible state variables or outputs. In the sequel, the first system is considered
as the actuator or the active degrees of freedom subsystem while the second can be
any subsystem with linear, nonlinear, lumped or distributed dynamics. In addition,
the claim that a dynamical subsystem has inaccessible state variables is equivalent
to an attempt to avoid utilization of sensors so as to avoid their associated problems
and complexities. The state variables of the first subsystem has to be sufficient
in realizing the incident natural feedback effort or flow variables from the second
subsystem with inaccessible state variables. Then these natural feedback effort or
flow variables have to be sufficient to perform regular procedures on the second
subsystem with inaccessible state variables such as parameter identification, state
variables estimation, motion control, active vibration suppression and force control.

Utilization of the energy based formalism allows using actuators as single plat-
forms for measurement and control where the whole dynamical system is split into
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two portions; actuator and plant sides. Actuator variables are available, whereas
plant outputs are inaccessible. Actuator variables can be used to realize the in-
cident feedback-like effort or flow variables due to the power exchange along the
power ports of the interacting subsystems. In the absence of plant outputs, these
feedback-like variables can be considered as the only available information from the
plant.

Generally, control input consists of two portions. The first is an excitation con-
trol input while the second is an additional control input to suppress disturbances
that assists in the attainment of robust acceleration control. Therefore, one can
say without any doubt that in any event a dynamical system will be excited and
the incident disturbances have to be realized then suppressed for the sake of ro-
bustness attainment. Based on the energy based formalism, the excitation or the
interconnection means that the subsystem that imposes the excitation can impose
either flow or effort variables, regardless to their nature that can be specified upon
the nature of the exchanged power. The subsystem that imposes the excitation can
only impose either of the power variables not both. In addition, the imposed output
excitation of any of the power variables is instantaneously followed by a received
input variable that belong to the dual space of the imposed output excitation vari-
able. Therefore, whenever a subsystem with accessible state variables interacts with
another subsystem with state variables that are not available for measurements, the
latter would impose power variables that can be either effort or flow variables on
the first subsystem.

Figure 1.4 illustrates a set of well-known dynamical systems from which mea-
surements have to be determined in order to realize their control systems. In order
to stabilize the inverted pendulum depicted in Fig. 1.4, the angular position and/or
velocity of the pendulum have to be measured. However, unavailability of these
measurements makes it hard to realize the control law for such system. The delta
robot depicted in Fig. 1.4 consists of three kinematical chains, the combination of
the constrained motion of these three chains ensures a resulting translatory degrees-
of-freedom for the robot tool base. However, there exist six passive angular position
and six angular velocities that have to determined in the realization of the motion
control law. It is commonly believed that these angles can be obtained through the
active angles of the robot by iteratively solving a set of non-linear algebraic equa-
tions representing the robot’s holonomic constrains. The real-time implementation
of the controller doesn’t recommend the iterative solution of these equation. In ad-
dition, it is not recommended to embed a velocity or position sensor with each joint.
Therefore, the delta robot depicted in Fig. 1.4 can be considered as a dynamical
system with inaccessible outputs.

The flexible robot arm depicted in Fig. 1.4 was extensively studied over the
last few decades. The non-minimum phase property along with the insufficient
measurements and actuation are some of the challenges for the control system design
of such system. Generally, a measurement can be taken from a non-collocated point
and used in the realization of the control law. However, this procedure depends on
the accuracy of the kinematical map that is not only complicated but also inaccurate.
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Figure 1.4: Energy based state estimation formalism possible applications.

Therefore, outputs of the flexible robot arm are considered inaccessible.
Non-linearity, non-minimum phase property, end-effector position non-collocation

with the input, flexibility, model uncertainties, parameter deviations, existence of
external disturbances along with the inaccessibility of system outputs are consid-
ered during the realization of the motion, vibration and force control of dynamical
systems such as the ones depicted in Fig. 1.4.

1.2 Literature Review

Observer design for dynamical systems has been a long standing challenging problem
in the field of motion control and system dynamics. A typical design procedure is to
inject the measured states onto the observer structure so as to enforce the estimation
error dynamics to be stable. Therefore, design of state observers requires the pres-
ence of at least few dynamical system states to be used as the basis of the estimation
process. In other control system applications, such as the optimal control problem
for a linear dynamical system with a quadratic objective function, feedback of every
state variable is required that in turn restricts the usefulness of optimal control. The
previous restriction motivated many authors in the last few decades to investigate
the validity of realizing the optimal control when system states are inaccessible. In
[Liou 1972], the authors proposed to differentiate the the optimal control law a num-
ber of times to obtain an equivalent control law based on those state variables which
are measurable. In addition, it was shown that through suitable transformations,
the optimal control law can be obtained in terms of the output alone. However, in
the complete absence of system outputs and state variables, the previous method
can not be used in the realization of the optimal control law. The high-gain ob-
server presented by Khalil and Esfandiari shows excellent robustness properties for
large enough observer gains [Esfandiari 1992, Ball 2008]. The practical difficulty is,
however, the determination of proper observer gain due to the trade-off between the
desired bounds on the observer error and the sensitivity to noise. An adaptation
scheme was presented in [Bullinger 1997], for adjustment of the high-gain observer
gain such that its advantages are retained. The trade-off between speed of state re-
construction and the immunity to measurements noise is studied in [Ahrens 2009],
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and a method is proposed by switching the high-gain matrix between two values,
high gain during the transient to quickly recover the state reconstruction, then once
a steady state error threshold has reached, the observer gain is switched to another
gain to reduce the effect of measurement noise.

The well-known Luenberger observer provides a comprehensive solution for the
estimation problem where system states can be observed along with the disturbances
which can be considered as state variables providing that dynamical system model
is known a priori, inputs are known and outputs are accessible [Luenberger 1971,
Luenberger 1964]. The Luenberger observer is a very useful tool for estimating the
internal variables of the system, the main challenge is, however, the complete depen-
dance of the mathematical model accuracy. Based on the sliding mode approach,
robustness over a range of system uncertainties was enhanced by the sliding mode
observer presented by Utkin in [Utkin 1992]. A key feature in the Utkin observer is
the introduction of the well-known switching function in the observer to achieve a
sliding mode and stable error dynamics. This switching function is claimed to result
is an excellent system performance, i.e., disturbance rejection and insensitivity to
parameter variations. In [Darouach 2000, Aldeen 1999], a sliding mode functional
observer is introduced, including the same switching function so as to inherit the
benefits of robustness and insensitivity of the conventional sliding mode observer.
The sliding mode functional observer, in addition, has a lower order that is the char-
acteristic of functional observers. Authors in [Rundell 1996], utilized sliding mode
observer to estimate derivative of measured signals in the presence of unmatched
disturbances by filtering discontinuities approximations of the derivatives. A non-
linear extended state observer was proposed by Han [Han 1995], where the non-linear
model is treated as extended state. Moreover, the non-linear model along with its
derivative are assumed unknowns. Trajectory tracking controller for robots with
flexible joints was presented in [Talole 2010], based on feedback linearization, an
extended state observer showing robustness in the presence of model uncertainties.

The concept of functional observability and detectability was introduced in
[Fernando 2010], that ascertains the ability to estimate a given linear function of
the state vector using dynamical observer. Zhang proposed a functional observer
for singular systems in the polynomial fraction form that requires no prerequisite
impulsive mode elimination [Zhang 1990]. Necessary and sufficient conditions for
the existence of disturbance decoupled functional observers for linear time-invariant
systems were studied in [Hou 1999, Murdoch 1974]. A non-linear state observer was
proposed by Thau and further extended by Kuo [Hou 1999]. Necessary and suffi-
cient conditions under which nonlinear system can be transformed into an observable
canonical form have been investigates in [Krener 1985, Xiao 1989]. These methods,
however, do not include a systematic procedure for the construction of the observer
and the gains adjustment that satisfies the sufficient conditions of the estimation
error asymptotic stability. Thau’s well-known inequality which relates the Lipschitz
nonlinearity constant with the minimum and maximum eigenvalues of the arbitrary
matrices of the error dynamics inequality, can be used in the design and selection
of the observer gain vector [Thau 1973]. However, Thau’s method is not straight-
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forward and can be violated. Therefore, it can serve as a check after the selection
of the observer gain. Another attempt was made by Raghavan [Raghavan 1994]
to formulate condition for stabilizing the error dynamics, the condition however
fails for some observable pairs (A,C). Similarly, a condition was proposed by Zak
in [Zak 1990], which relates the singular values of the matrix (A − LC) with the
Lipschitz nonlinearity constant through an inequality which have to be satisfied by
the observer gain vector L. Necessary and sufficient conditions for stability of the
nonlinear estimation error dynamics for Lipschitz nonlinear system were proven by
Rajamani [Rajamani 1998, Rajamani 1995a]. In most of these approaches, a typ-
ical procedure is to classify the nonlinearities according to the role they play in
the derivative of a certain Lyapunov function candidate that is very tied up with
the particular selection of the Lyapunov function, which, stemming from the linear
inheritance, is systematically taken to be a quadratic function in the estimation
error.

The well-known Luenberger observer can be extended to estimate disturbance
signals when disturbances are treated as state variables. Therefore, the disturbance
observer [Kobayashi 2007, Murakami 1993b] can be considered as a special class of
the Luenberger observer. In general, disturbance observers are used for the attain-
ment of robust acceleration control by identifying and suppressing the total mechan-
ical load and parameter variation [Murakami 1993a, Ohnishi 1994, Ohnishi 1996].
Hori and Umeno proposed a disturbance observer with a Butterworth Q filter based
on the parameterization of two degree of freedom controllers [Umeno 1991]. Adap-
tive robust control makes the closed-loop system robust to plant model uncertainties
with better tracking performance and transient in the presence of discontinuous dis-
turbances such as coulomb friction [Yao 1997, Yi 1999]. Model based disturbance
attenuation is used to attenuate load variations and frictional forces in [Choi 1999].

The observers described above either focused on state variables observation or
disturbance estimation. Few schemes, however, were developed to simultaneously
estimate state variables along with disturbances. State and disturbance estimation
scheme was developed in [Stein 1988, Park 1988], by differentiating the output mea-
surement. The method is based on the singular value decomposition concept and
are applicable when a rank condition between the output and disturbance matrices
is satisfied. Without differentiating the outputs, rank and norm conditions have to
be imposed on the unknown inputs in simultaneously estimating dynamical system
state variables and disturbances [Tu 1998, Corless 1998].

The previous state observers differ in the sense of their characteristics and draw-
backs, non is completely satisfactory under all headings. However, they all have
a common feature. These observers depend on measuring the energy flow infor-
mation. In other words, most of the dynamical systems are in physical contact.
Energy exchange occurs along the points of interactions or the energy ports of these
systems [Macchelli 2003]. The energy exchange means exchanging the effort and
flow information along the energy ports of any power-conserving interconnected
subsystems. The previously mentioned observers can be categorized as flow -based
observers as they all depend on injecting the measured flow information onto the
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observer structure so as to enforce asymptotic stable estimation error dynamics.
However, for a class of dynamical system at which measurements cannot be made,
such observers cannot be designed. Without any loss of generality, Manianna and
Heikki [Savia 2009], pointed out that there exist at least two major problems that
makes it difficult to automate the micromanipulation systems, namely, the poor un-
derstanding of the interaction phenomena and the difficulty of making measurements
at micro scale. Therefore, the previous state observers are hard to be implemented
for such applications as measurements cannot be made. In [Rakotondrabe 2009],
a 2-DOF (linear and angular) positioning device is introduced based on the stick-
slip motion principle, the linear and angular motions delivered to the end-effector
are measured by the mean of laser interferometers which add more complicity to
the system, require accurate alignments and above all they require enough space
for the retroreflectors [Hung 2007, Alici 2005]. Due to the lack of space, Hwee and
Bijan utilized capacitive sensors to obtain position measurements from the piezo-
actuated four-bar flexure-based mechanism rather than using laser interferometry
based sensing system [Liaw 2009].

The previous attempts to embed sensors with sophisticated mechatronics sys-
tems is due to the dependence of the state observers and control systems on cer-
tain measurements which are necessary for the realization of observers and con-
trollers. To be more precise, realization of control systems and their associated ob-
servers depends on measuring the flow energy variables. If the power flow along
the physical system interconnection or energy port is specified, one can define
the nature of the flow and effort energy variables. In the case of a mass-spring
system, without any loss of generality, the energy exchange between the inter-
connected systems can be described with the force (effort) and velocity (flow)
[Macchelli 2002a, Macchelli 2002b]. Each mass integrates the force (effort) in order
to determine its speed (flow), while the spring integrates the speed to determine
the amount of deformation and consequently computes a force that depends on this
deformation. In this case, the subsystems of the mass-spring system interact by
exchanging the effort-flow or the generalized force-velocity information. The state
observers presented so far in the literature are flow -based, i.e., the flow information
is measured and injected onto their structures so as to enforce certain asymptotic
error dynamics behavior. A question naturally rises, Is it possible to design state ob-
servers based on the effort information rather than the flow information which might
be inaccessible. To be more precise, this work attempts to provide a feedback-like
signal or a natural feedback from dynamical system with inaccessible outputs.

The natural feedback concept was first introduced by O’Connor [O’Connor 2007a,
O’Connor 2007b]. The concept of natural feedback was presented and utilized to
control motion and vibration of flexible structures such as lumped robots, robots
with flexible arms and gantry cranes. O’Connor considered the mechanical waves
that propagates back and forth between an actuator and an end boundary condition
as natural feedback signals or feedback-like forces from the flexible system on the
actuator. Conceptual consideration of the propagating mechanical waves as natural
feedback was utilized to construct a control framework known as the wave based
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control. The previous controller was utilized to precisely position a non-collocated
point to a target position by using the actuator to launch and absorb the mechan-
ical waves which propagate through dynamical flexible systems [O’Connor 2003].
Although the natural feedback was presented and utilized in O’Connor work, it was
not fully utilized and measurement is required to be taken from the plant subsystem
for the realization of the wave based control along with assuming that the actuator
subsystem has its own controller [O’Connor 1998]. However, if the dynamical sub-
system has inaccessible outputs, the wave based control cannot be realized since it
requires measuring the position of the first non-collocated mass along the interface
plane of the actuator subsystem with the dynamical subsystem. Nevertheless, the
wave based control introduces the natural feedback concept which can be further
investigated in order to provide an alternative for the inaccessible measurements.

It is worth noting that the wave based control idea is quite similar and can be
studied under the framework of wave variables and scattering operators. Wave vari-
ables and scattering operators were utilized in control theory for the attainment of
stable teleoperation systems in the presence of network time delay [Niemeyer 1991].
Changing the basis of the teleoperation system from power variables to wave vari-
ables that are independent of the time-delay makes the communication passive or
even lossless [Anderson 1989]. On the one hand, Spong and Anderson utilized the
wave variables and scattering operators in order to achieve robust stable teleopera-
tion systems under varying transmission time-delay, on the other, O’Connor utilized
the wave ideas in order to control motion and suppress residual vibration of dynam-
ical flexible systems through a single measurement from the dynamical sub-plant.
Van der Schaft [Cervera 2006] studied the composition of Dirac structures, both
in power variables and in wave variables (scattering representation) to formulate
equational representation of the composed Dirac structure.

Sensorless motion control was realized in [Khalil 2010a, Khalil 2009b], where the
reaction torque signal is conceptually considered as a natural feedback from a flexi-
ble system with multi degree of freedom. In addition, system parameters and state
variables are identified and estimated, respectively, through this natural feedback
used in recursive observers in cascade. However, this recursive observer is model
dependent. Therefore, it is sensitive to parameter deviations, unmodeled dynam-
ics and unknown initial conditions due to the unavailability of any induced injected
measurement which can enforce asymptotic estimation error stability [Khalil 2009a].
A similar approach was proposed in [Khalil 2009c], to control the interaction forces
between a non-collocated end-effector and an environment by estimating the in-
teraction forces through a reaction force observer and a recursive state variables
observer. A sensorless motion and vibration control for flexible system was pro-
posed in [Celebi 2010], where a quadratic energy cost function is minimized in order
to minimize the energy content of the system during a motion control assignment,
through a sensorless optimal control law based on the estimated states obtained
using a reaction force and state observers. In [Khalil 2010c], the action reaction
law of dynamics is realized at the plane of interface of an actuator subsystem with
a dynamical subsystem with three degrees of freedom, then reaction forces are in-
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duced in the structure of an action reaction state observer. Injection of the reaction
forces guarantees the convergence of the estimates states to the actual ones. In addi-
tion, residual vibration control is realized by minimizing an energy-like performance
index. In [Khalil 2011], the authors proposed an effort-based state observer to over-
come the inaccessibility problem of dynamical system states, the effort information
is estimated from the energy port or the interaction point of a dynamical subsystem
with inaccessible state variables and an actuator subsystem. Injecting this estimated
effort information onto the observer structure, allows enforcing the estimation error
dynamics to be asymptotically stable. In addition, necessary and sufficient condi-
tions of observability of dynamical subsystems with inaccessible states were proved.
The previous observer can be considered as the first attempt to alter the dependence
of all relevant existing observers on the flow variable space with the effort variable
space. It was shown in [Stramigioli 2000, Macchelli 2002a], that the interactions
among physical system is in feedback, i.e., interaction of the dynamical subsystems
results in an exchange of power which can be represented as a product of the system
input and output or the effort and flow, respectively.

In order to design state observer for dynamical subsystem with inaccessible state
variables, the energy exchange along the energy ports of physical systems can be
utilized in realizing a natural feedback. This natural feedback can then be used as
basis of the state variables estimation process. It is worth noting that, the port-
Hamiltonian formalism provides a comprehensive framework for modeling physical
systems based on energy concepts, power ports and energy exchange. Much effort
has been expanded in the last few decades in modeling and controlling physical
system through energy based methods [Ortega 2001, Ortega 1999]. Starting from
the port-Hamiltonian model, it is possible to identify the energetic properties that
have to be controlled in order to achieve a desired interactive behavior and it is
possible to build a port-Hamiltonian controller that properly regulates the robotic
interface. The port-Hamiltonian formalism allows dealing with complex interactive
systems, both linear and nonlinear in a very intuitive way due to its generality. In
addition, the port-Hamiltonian formalism can be further utilized in order to provide
a tool for designing state observers for a class of dynamical system with inaccessible
state variables and outputs. The interactive components of the physical system are
in feedback. Therefore, there exist a natural feedback from a dynamical subsystem
with inaccessible outputs that can be determined form another subsystem with
accessible outputs by making use of the energy exchange along the system energy
ports [van der Shaft 2002].

The central idea behind the utilization of the port-Hamiltonian formalism in
designing state observers for dynamical subsystems with inaccessible state variables
is based on breaking down any complex system into simpler subsystems. The inter-
connections, namely the exchange of information or energy (effort and flow), takes
place along the system power ports. Therefore, we can conceptually consider the
incident information from a subsystem with inaccessible state variable as a natural
feedback. This natural feedback will occur whenever physical systems interacts, in-
teraction is nothing but an energy exchange. Therefore, if a dynamical subsystem
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has inaccessible state variables, due to its interaction with other subsystems, an
energy exchange will occur along the energy ports which in turn results in a natural
feedback that can be determined from those subsystems which have accessible state
variables.

It can be easily shown that, all of the relevant existing state observers are flow
based observers. In general, for any physical system, there exist flow variables space
and its dual space, namely the effort variables space [Macchelli 2002a]. Indeed, one
cannot specify the nature of the effort and flow variables spaces unless the power
exchange along the energy ports is specified, e.g., the space of currents is the dual
space of voltages if the power exchanged through the energy ports is electrical. Sim-
ilarly, the space of generalized forces is the dual space of the generalized velocities if
the power exchange through the energy ports is mechanical [Macchelli 2002b]. The
current state observers mentioned in this literature review depends on the avail-
ability of the flow energy information. For the case at which mechanical power is
exchanged through the energy ports of the physical system, the flow information is
the generalized velocity. Therefore, these observers can be classified as flow based
observers. Similar to the energy based formalism that has been introduced for mod-
eling and control [Ortega 2001], the energy based formalism can be extended to
state observers. The energy based formalism would allow state observers to fall un-
der one of the following categories, flow or effort-based state observers. All current
state observers are flow -based, therefore, they require the dynamical system to have
accessible state variables or outputs. On the other hand, considering that observers
can be designed based on the effort variables, allows designing state observer when-
ever the flow variables are not accessible. This will not only allow designing of state
observer for dynamical subsystem with inaccessible state variables, but also will al-
low control systems to overcome the numerous drawbacks and limitations associated
with sensor utilization. These limitations and drawbacks are commonly believed to
constrain the performance of any control system and motivated many authors to
study the several control system tradeoffs.

1.3 Thesis Outcomes and Contributions

One of the fundamental concepts in science and engineering practice is energy, where
it is common to model and view dynamical systems as energy transformation de-
vices. The main contribution of this thesis is to extend the energy based formalism
which has been used in control and modeling to assist designing state observers for
dynamical systems with inaccessible state variables. The energy based formalism
would result into a classification for state observers, namely flow and effort-based
state observers. The proposed effort-based state observer would definitely provide
a solution for the control problem of dynamical subsystem with inaccessible state
variables. Unlike the current flow -based state observer which requires the presence
of system outputs or state variables, the effort-based state observer dose not re-
quire the availability of system outputs, it is rather standing on the idea of energy
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exchange between the interacting dynamical subsystem through the system energy
ports. The proposed effort-based state observer inherits the benefits of the current
flow state observer, on the one hand. It does not require availability of dynamical
system outputs, on the other. Jeffrey and Khalil proposed to switch the observer
gain matrix values in order to reduce sensitivity to output measurements noise while
achieving fast reconstruction of the estimated states [Ahrens 2009]. A similar idea
was also included in [Mayne 1997] by Goodwin. These simple examples along with
the previous literature review illustrate how many researchers attempted to solve
the tradeoffs between state estimation reconstruction speed and sensitivity to mea-
surements noise. In other words, the proposed energy based formalism would allow
to increase the gain of certain observer with less sensitivity to measurement noise
due to the less dependency on system state variables and outputs measurements.
To be more precise, the proposed state variables observer energy based formalism
allows inheriting the benefits proved by numerous researchers throughout the last
decades, along with providing a unique solution for the inaccessible state variables
or outputs. In this work, necessary and sufficient conditions for asymptotic stability
convergence of the estimation error for the effort-based state observer are investi-
gated and proven for a general class of systems with linear and nonlinear dynamics.
A hybrid state observer is introduced and the error dynamics is analyzed in order to
investigate the contribution of the injected effort variables on the overall estimation
error dynamics.

Necessary and sufficient conditions for observability of dynamical subsystem with
inaccessible outputs and state variables are proven and a correlation between these
conditions and the energy based formalism is studied. The proposed energy based
state observer formalism allows enhancing the tradeoffs between robustness, perfor-
mance and measurements noise sensitivity. This claim was proven experimentally,
by applying many control techniques on a dynamical system with multi degrees
of freedom and inaccessible state variables and outputs, including optimal control,
vibration control, force and impedance control.

Robustness of the proposed effort-based state observer to parameter deviations,
model uncertainties and unknown initial conditions are investigated. In addition,
procedures of the observer gain adjustment are developed in order to facilitate prac-
tical implementation of this observer which represents a powerful tool whenever
dynamical subsystem states or outputs are inaccessible or cannot be measured or
the sensor associated noise and problems are required to be completely avoided.

The author of this thesis believe that one of the most important applications of
the proposed energy based state observer formalism is microsystems and microma-
nipulation operations. Automation of such applications is commonly agreed to be
blocked by the fact that, measurements cannot be made due to the tiny workspace at
which operations have to be conducted. Nevertheless, simulations and experimental
results were conducted on dynamical system with finite and infinite dimensions with
linear and nonlinear dynamics in order to demonstrate the validity and generality
of the proposed energy based state estimation formalism in motion control theory.
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1.4 Possible Applications

The following applications are believed to be applicable for implementation using
the proposed energy based state estimation formalism. Experimental results are
conducted and included throughout the thesis to verify the validity of the proposed
energy based state variables estimation formalism in assisting the following appli-
cations.

• Effort based observers

The energy based formalism allows inheriting most of the useful properties of most
of the relevant existing state observer including, but not limited to, sliding mode
observer and high-gain observer. These observers have superior performance under
a satisfactory range of parameter deviation, model uncertainties and unknown initial
conditions, their usefulness however is limited with the sensor noise. Therefore, the
proposed energy based formalism allows inheriting their useful properties along with
avoiding the limitations associated with sensors utilization.

• Vibration control

Usefulness of light structures in control systems is limited with their ever lasting
vibration even due to the simplest manoeuvre and the difficulty of making measure-
ments. Although, many works have been proposed in the vibration control literature
concerning with the active vibration suppression of light flexible structures, the sen-
sor related problems and the measurement uncertainties are yet, not solved. The
energy based state estimation formalism, however provides a comprehensive solution
for the vibration control problem as it provides estimates of the full observable state
variables of a dynamical subsystem required to be actively vibration suppressed.

• Force control

The energy based force observer proposed outlined in this work can be used as an
alternative to both force sensor and the well-known reaction force observer. There-
fore, the energy or the effort-based force observer would allow realizing the force
control without measuring interaction forces of a robot end-effector with the envi-
ronment, in addition it does not require measuring the flow variable of the degree
of freedom that interacts with the environment as in the case of the reaction force
observer.

• Distributed Systems Control

The energy based state estimation framework can be implemented on systems with
distributed dynamics such as flexible robot manipulators and flexible shafts. This
requires determination of the optimal reduced order model in the Hankel norm
in order to utilize the energy based state estimation formalism in estimating the
dynamical states of these systems from measurements taken from their active degrees
of freedom subsystems.



18 Chapter 1. Introduction

• Optimal control

The proposed energy based state variables estimation framework allows estimating
the full observerable state variables of a dynamical subsystem. This in turns allows
realizing the optimal linear control system as its usefulness is dependent on the
presence of each and every state variable.

• Microsystems and Micromanipulation

The proposed energy based state variables estimation formalism can assist in au-
tomating microsystems and micromanipulation operations which are commonly agreed
to be blocked by two facts, one of which is the limited capabilities of making mea-
surements.



Chapter 2

Interconnections in Dynamical
Systems

ENERGY exchange is one of the most fundamental concepts that has been
used to view, model and control complex physical systems by decomposing

these systems into simpler subsystems. Due to the interconnection between these
subsystems which happened to be in feedback, energy exchange in terms of input and
output or flow and effort occurs among the interconnected subsystems through the
what’s called system energy ports. The purpose of this chapter is to briefly introduce
the energy-based formalism in modeling and control of dynamical systems so as to
extend this formalism to design state observers and sensorless controllers. Naturally,
the energy based formalism will lead to a natural feedback-like signals which can be
used as basis for the design and construction of energy based state observers.

2.1 Modeling and Dirac Structure Representation

2.1.1 Basic definitions and properties

A dynamical system is a mathematical entity that describes a particular dynamical
relation between a set of input and a set of output signals. Strictly speaking, in
order to define a dynamical system it is necessary to specify: a time domain τ , an
input manifold υ, a set of admissible input functions υf such that υ : τ → υ, a state
manifold χ and an output manifold Y. A continuous-time dynamical system Σ is
given by the sets τ ≡ R, υ, υf , χ and Y, by a state transition function f : χ×υ×τ →
Tχ, such that

ẋ = f(x(t), u(t), t) (2.1)

which has a unique solution for every initial state x0 ∈ χ and admissible input
function u : τ → υ, υ ∈ υf , and by an output function g : χ× υ× τ → Y, such that

y = g(x(t), u(t), t) (2.2)

Now, it makes sense to write a dynamical system representation with as Σ :=
(τ, υ, υf , χ,Y, f, g). From the previous definition, a set of dynamical systems Σi, i =
1, . . . , n elaborate an information flow received as input and results in another infor-
mation flow as output, based on the input and the initial states as depicted in Fig.
2.1. These systems are interconnected if the output information flow of one of these
systems becomes the input of the other. Consider a simple mass-spring system with
mass m, stiffness k and deformation q in the spring.
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Figure 2.1: System network representation.

According to the previous definitions, the mass-spring system can be represented
by two subsystems, namely the mass subsystem Σm and the spring subsystem Σs.
These two systems can be modeled as follows

Σm : ṗ = F , y =
p

m
; Σs : q̇ = v , y = −kq (2.3)

where, p, F , and v are the mass momentum, spring force and mass velocity, respec-
tively. It can be easily shown that the output of spring subsystem is the input to
the mass subsystem, similarly the output of the mass subsystem is the input to the
spring subsystem. Strictly speaking, the subsystem interconnection is in feedback.
The mass integrates the force in order to determine its own velocity, whereas the
spring subsystem integrates the velocity in order to determine its own deformation
and upon this deformation a force is generated according to (2.3). Therefore, it
would be fair to say that the mass-spring subsystems interact by exchanging the
generalized force and generalized velocity information.

To be more precise, we consider an n-dimensional linear spacez, a linear function
on the vector space z is e : z→ R. ε := z∗ is the dual space of the linear space z.
The product space z×ε is defined as a space of power variables. For each f ∈ z and
e ∈ ε the power variable can be expressed using the duality product P =< e, f >

[van der Shaft 2002, der Schaft 2002]. In the mass-spring system example, if z is a
space of generalized forces, then its dual space ε is the space of generalized velocities,
consequently, the duality product space < e, f > defines the mechanical power
exchanged upon the interaction of the two subsystem defined in (2.3). Generally,
the velocity variables are called flows, whereas the force variables are called efforts.
For a set of dynamical subsystems in interconnection such as the previous mass-
spring system, the flows and efforts are nothing but the inputs and outputs for each
of these dynamical subsystems. The output of the spring subsystem is effort or the
generalized force which acts as an input to the mass subsystem, the mass subsystem
by its turn integrates this force to determine its own flow or generalized velocity.
The velocity of the mass acts as an input to the spring subsystem, which integrates
this velocity to determine its own deformation then the generalized force. A better
understanding of the behavior of the mass subsystem and spring subsystem can be
obtained by considering the distinction between the energy storage elements and the
energy dissipation elements. In the sequel, mass-like elements, spring-like elements
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and energy dissipation-like elements are considered as the basic elements which can
be used to model the more complex physical systems. Therefore, behavior of each
is categorized into energy storage elements and energy dissipation elements, and
studied in details in the following subsection of this chapter.

The previous definitions indicate that the mass subsystem behaves in a dual way
with respect to the spring subsystem. Input and output of the mass subsystem are
the effort or generalized force and flow or generalized velocity, respectively. Inputs
and outputs of the spring subsystem are, however, the flow or generalized velocity
and effort or generalized force, respectively.

It is worth noting that it is not possible to impose both flow and effort to
any given physical system. For the dynamical system we consider so far, it is not
possible to impose both force and velocity at a time. Considering the space of
power variable (z×ε) and the symmetric bilinear form << (f1, e1), (f2, e2) >>:=<

e1, f2 > + < e2, f1 >, the Dirac structure of z is a linear subspace D ⊂ z × ε

such that D = D⊥. The fact that, dim(D) = dim(z) indicates that it is not
possible for any interconnection to impose both effort and flow variables. Based
on this observation, a natural feedback can be obtained from the interconnected
dynamical subsystems. Whenever a dynamical subsystem imposes an effort on
another subsystem, flow will be received by the subsystem which imposed the effort.
Similarly, due to the duality behavior of the interconnected dynamical subsystem,
if the other dynamical subsystem is subjected to an effort, it would result in a flow
as output.

We can conclude that, information can always be obtained from a dynamical
subsystem even if its outputs and state variables are inaccessible, providing that it is
interconnected with other dynamical subsystem and efforts or flows are imposed on
this dynamical subsystem with inaccessible outputs or state variables.

• Definition 2.1 (Natural Feedback)

Consider a set of dynamical systems {Σi where i = 1, . . . , n}; composed out of
subsystems with inaccessible state variables and outputs, and subsystems with ac-
cessible state variables. A natural feedback [O’Connor 2007b] can be obtained from
the dynamical subsystem with inaccessible state variables and outputs providing
that the following conditions are satisfied:

1. The set of dynamical systems are physically interconnected;

2. The interconnection is power-conserving ;

3. Effort or flow is imposed by at least one of the dynamical subsystems of the
set Σi.

The natural feedback can be either flow or effort information. For the mass-
spring system we consider, if one of its subsystems has inaccessible outputs or state
variables, an incident natural feedback can be obtained from the other. The state
variable of the mass subsystem can be the mass momentum (p), whereas the state
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Figure 2.2: Energy storage element.

variable of the spring is the spring deformation (q). Conceptually considering that
the state of the mass subsystem is inaccessible, due to the interconnection between
these two subsystems, the flow (velocity) of the mass is acting as an input to the
spring subsystem. Therefore, despite of the fact that state of the mass subsystem is
not accessible conceptually, there exist a natural feedback, namely the flow informa-
tion, from the mass subsystem on the spring subsystem. In the next chapters, the
idea of natural feedback will be used in order to design energy based state observers
for dynamical system with inaccessible outputs and state variables.

In order to formulate a comprehensive understanding of the energy based for-
malism that is going to be used extensively in the subsequent sections, the basic
elements which can be used in building up any complex physical system are analyzed.
Such elements include energy storage elements such as masses, springs, capacitors
and inductors, energy dissipation elements such as dampers and resistors.

2.1.2 Energy storage elements

Energy storage elements are characterized with the ability of storing energy within
their elastic elements. every energy storage element has to be characterized by: an
input u(t), an output signal y(t), a state variable x(t) and a scaler energy function
E(x), with the following mathematical representation,

ẋ(t) = u(t) , y(t) =
∂

∂x
E(x) (2.4)

which indicates that an energy storage element has an integral representation as
depicted in Fig. 2.2. However, the only distinction between the different energy
storage elements is the nature of input and output, i.e., energy storage elements
outputs and inputs differ in the sense of being described with effort or flow variables.
Mass is an energy storage element, its state variable is the mass momentum, input
is the force and its output is the mass velocity. For the mass element, the effort of
the spring is the input which is integrated by the mass to provide the momentum,
then the output flow (velocity) is obtained by differentiating the kinetic energy
scaler function with respect to the momentum. The spring, on the other hand, is
an energy storage element which has a dual behavior to the mass. Its state variable
is the spring deformation, its input is the velocity while its output is force. The
spring is subjected to a flow input, i.e., velocity. In order to determine the amount
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Figure 2.3: Energy storage element interconnection.

of deformation the spring integrates this velocity input (flow) and then determine
the force output (effort) by differentiating the potential energy with respect to the
deformation. Fig. 2.2 illustrates the block diagram representation of the mass and
spring energy storage elements, whereas the interconnection between the mass and
spring energy storage elements is depicted in Fig. 2.3 at which the duality nature
of the interconnection is clear. The effort which is the output of the spring energy
storage element is the input to the mass energy storage element. Similarly, the flow
which is the output of the mass energy storage element is the input of the spring
energy storage element. It should be clear from Fig. 2.3 that the interconnection is
in feedback. This will be further used in the realization of a natural feedback from
dynamical subsystems with inaccessible state variables and outputs.

To be more precise, the potential energy stored in the spring element can be
represented by the Hamiltonian energy function Hs(q) = 1

2kq2. Therefore, (2.4) can
be expressed as

q̇ = fs , es =
d

dq
Hs(q) (2.5)

the mass Hamiltonian energy function on the other hand is Hm(p) = 1
2mp2. Simi-

larly, (2.4) can be shown as

ṗ = fm , em =
d

dp
Hm(p) (2.6)

the previous energy storage elements are connected via the following Dirac structure

f s = em = y , fm = −es + u (2.7)

through the previous Dirac structure, (2.5) and (2.6) can be expressed as
[

q̇

ṗ

]
=

[
0 1

−1 0

][
∂
∂qH(q, p)
∂
∂pH(q, p)

]
+

[
0

1

]
u (2.8)

y =
[

0 1
] [

∂
∂qH(q, p)
∂
∂pH(q, p)

]
(2.9)

It is worth noting that the previous interacting energy storage elements belong
to different energy sub-domains. The mass energy storage element belongs to the
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mechanical kinetic sub-domain, whereas the spring energy storage element belongs
to the mechanical potential sub-domain. Nevertheless, information exchange occurs
upon the interaction defined through the Dirac structure (2.7) regardless to the
nature of the energy sub-domains to which the interacting elements belong. In
general, energy storage elements falls under two categories, passive and active energy
storage elements, the first is discussed in details in this section while the second is
equivalent to position feedback controller.

2.1.3 Energy dissipation elements

Energy dissipation elements such as dampers and resistors models the irreversible
phenomena of conservation of energy and can be represented by a statical relation-
ship between the flow and the effort depending on whether the system is admittance
or impedance type, i.e., admittance type energy storage elements can be written as
f = Y (e), whereas the impedance type energy storage element can be expressed
as e = Z(f) providing the Z(f)f ≤ 0 and eY (e) ≤ 0 holds, which indicate the
dissipative behavior of the energy dissipation elements.

Considering the previous mass-spring system described by (2.8), presence of an
energy dissipation element would result in adding another extra energy port to the
Dirac structure (2.7). Adding a damper element with viscous damping coefficient c

to the mass-spring system with the constitutive relation ed = cfd changes the Dirac
structure to

fs = em = y , fm = es − ed + u (2.10)

the spring-mass-damper system therefore can be shown as
[

q̇

ṗ

]
= (

[
0 1

−1 0

]
−

[
0 0

0 c

]
)

[
∂
∂qH(q, p)
∂
∂pH(q, p)

]
+

[
0

1

]
u (2.11)

y =
[

0 1
] [

∂
∂qH(q, p)
∂
∂pH(q, p)

]
(2.12)

(2.8) and (2.11) can be rewritten using the following compact notation

ẋ = [J(x)−R(x)]
∂

∂x
H + G(x)u , y = G(x)T

∂

∂x
H (2.13)

where J(x) ∈ R2×2 is the interconnection skew symmetric matrix and R(x) ∈ R2×2

is the damping matrix. It should be clear from (2.8) and (2.11) that the interconnec-
tion matrix is derived upon the definition of the Dirac structures (2.7) and (2.10),
respectively. In general, for dynamical system with n-dimension, the interconnection
matrix is J(x) ∈ Rn×n encodes all the power-conserving interconnections among the
energy ports of the system, whereas the damping matrix R(x) ∈ Rn×n encodes all
the ports which are terminated with energy dissipative elements.

The previous mass-spring-damper example illustrates the power or information
exchange between physical elements from similar energy domain, i.e., the mechani-
cal power, through continuous conversions between the kinetic energy and potential
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energy of the mass and spring elements, respectively. Therefore, the Hamiltonian
energy function (H(q, p)) in (2.8) and (2.11) is the sum of the kinetic and potential
energies of the interacting elements. (2.8) and (2.11) illustrates how the flow and
effort variables are getting exchanged in the absence and presence of power dis-
sipation and external input u. Similar to the energy storage elements, dissipation
elements fall under two categories, passive dissipative elements and active dissipative
elements, the first is discussed in details in this section while the second is equiv-
alent to the velocity feedback controllers. Therefore, these basic (energy storage,
dissipation and transformation elements) elements can model both the dynamical
system and their controllers.

2.1.4 Energy domains

The energy domain we considered so far is mechanical which consists of mechanical
potential and mechanical kinetic energy sub-domains. The mass and spring energy
storage elements store kinetic and potential energy, respectively. Rather than the
mechanical energy domain, there exists several domains such as the electromagnetic
domain which consists of the electrical and magnetic sub-domains, and the hydraulic
energy domain which consists of the kinetic and potential energy sub-domains. The
mechatronics systems we consider in this work are composed of several physical
elements which belong to different energetic domains. Nevertheless, the previous
argument is still valid, regardless to the energy domain to which each mechatronics
systems elements belong. Therefore, it would be fair to say that the mass-spring-
damper system we considered so far is fairly general especially when we consider
the analogy which exists between this mechanical and electrical systems. Fig. 2.4-a
illustrates the oscillatory impulse response of the mass-spring system due to the
energy transfer between the mass and spring energy storage elements in the absence
of dissipation element, while in the presence of a dissipation element, the sinusoidal
function is decaying exponentially due to the energy loss in the damper as depicted
in Fig.2.4-b.

The previous mass-spring-damper system is an example of the energy interaction
between elements which belong to the same energy domain. On the other hand, the
DC motor, for instance, includes physical elements which belong to different energy
domains, namely the electromagnetic and mechanical energy domains which consist
of storage elements such as the inductor and the rotary inertia that belong to the
electrical and mechanical energy domains, respectively.

The DC motor also consists of energy dissipative elements such as the resistance
and the viscous friction that belong to the electrical and mechanical energy domains
as well. The state variable of the rotor inertia is its momentum, while the state vari-
able of the inductor is its current. Therefore, the flow and effort pairs through the
energy ports between the electrical and mechanical energy domains are the (volt-
age and current) and (force and velocity), respectively. Then many other energy
ports can be added to model the interaction with the environment and ports can
be terminated with energy dissipation elements. Nevertheless, the energy exchange
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Figure 2.4: Energy transfer between the mass-spring.

occurs among the different element of the physical system whenever they interact.
Therefore, for any complex physical system, every element that belongs to a specific
energy sub-domain with specific nature such as dissipation, transformation or stor-
age has its on flow -effort pair and power port through which it can interact with
the environment and other elements.

To be more precise, the previous DC motor example shows how interactions
between elements which belong to different energy domains result in an exchange
of power and mapping between the effort and flow variables of each energy port.
Since the incoming power is equal to the outgoing power, the incoming electrical
power is equal to the outgoing mechanical power

Pele = eelefele = emecfmec = Pmec (2.14)

the incoming flow is mapped to the outgoing effort and the incoming effort is
mapped to the outgoing flow. This can be better presented if the interaction matrix
(J(x)) is driven based on the Dirac structure of each energy port. The Hamiltonian
energy function can be expressed as follows

H(p, φ) =
1
2

p2

I
+

1
2

φ2

L
(2.15)

where, I and L are the rotary inertia and inductance of the DC motor, respectively.
p and φ are their associated momentum and flux, respectively. Therefore, (2.13) can
be expressed as

[
ṗ

φ̇

]
= (

[
0 K

−K 0

]
−

[
c 0

0 R

]
)

[
∂
∂qH(p, φ)
∂
∂φH(p, φ)

]
+

[
0

1

]
u (2.16)

J(x) =

[
0 K

−K 0

]
, R(x) =

[
c 0

0 R

]
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where c and R are the coefficients of the mechanical and electrical dissipative
elements associated with the DC motor. K is the torque constant which control
the mapping between the input flow and output effort and input effort and output
flow.

The interaction matrix of (2.16) indicates that the input electrical flow is mapped
into output mechanical effort, while the input electrical effort is mapped into out-
put mechanical flow. In other but equivalent words, the torque is related to the
current through the torque constant and due to the power-conserving property, the
remaining flow and effort variables are relating the e.m.f and the angular velocity.
Therefore, the power-conserving interconnected structure has the property of ex-
changing and mapping the flow and effort variables through their different energy
ports. This in turn inspires the idea of having a natural feedback from interacting
dynamical subsystems which have inaccessible state variables or outputs. Then use
this natural feedback as basis for the states estimation process and further designing
controllers for such systems.

2.2 Power Exchange

2.2.1 Power conserving interconnection

It was shown in section 2.1.1 that a Dirac structure D on z × z∗ is a subspace
D ⊂ z × z∗ such that D = D⊥. Therefore, it follows that the effort-flow pair
< e | f >= 0 for all (f, e) ∈ D, and hence any Dirac structure is power-conserving. In
addition, ifz ∈ Rn, then any Dirac structure D ⊂ z×z∗ satisfies dim(D) = dim(z).

This reveals a very important property for the realization of a natural feedback
from dynamical systems with inaccessible state variables or outputs. If a dynamical
system with inaccessible state variables is in physical contact with another dynamical
system from the same energy domain. The effort-flow pair along the energy port
between these two systems can be used in the realization of a natural feedback
from the first system on the second. Strictly speaking, even in the absence of one
of the dynamical systems state variables and outputs, due to the power-conserving
interconnection between the dynamical subsystems of the same energy domain, the
power flow along the energy port that models the interaction would ensure the
presence of a natural feedback from one system on the other.

On the other hand, if the dynamical interconnected subsystems are from differ-
ent energy domains, the previous argument holds, except that the flow and effort
variables will be mapped from one energy domain to another as it was explained in
2.1.4, since the Dirac structure is power-conserving and the dim(D) = dim(z), this
can be shown by considering the following effort-flow pairs (f1, e1), (f2, e2) ∈ D, this
implies that (f1 +f2, e1 +e2) ∈ D and since the Dirac structure is power-conserving,
then for every (f, e) ∈ D,

< e, f >= 0 (2.17)
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therefore,

< e1 + e2, f1 + f2 >=< e1, f2 > + < e2, f1 > + < e1, f1 > + < e2, f2 >= 0 (2.18)

which can be written in the following symmetric bilinear form,

<< (f1, e1), (f2, e2) >>= 0 (2.19)

Then, D ⊂ D⊥ and dim(D) = dim(z) = n, then D = D⊥. Since the dimension of
the Dirac structure is equal to the dimension of the linear space z, the effort-flow
pair cannot be imposed at the same time.

A spring subsystem is imposing an effort (generalized force) on the mass sub-
system while receiving a flow (generalized velocity). Similarly, the mass subsystem
has a dual behavior, it imposes flow (generalized velocity) and receives effort (gen-
eralized force). Due to the power-conserving interconnection the power is getting
transformed between kinetic and potential mechanical sub-domains, indefinitely. By
the same token, the power-conserving property along with the ideal transformation
assumptions, the two ports that models the interaction between the electrical and
mechanical elements of the DC motor are behaving in a similar way except that
the electrical variables are mapped into the mechanical ones. The input flow (cur-
rent) and effort (voltage) are mapped into output effort (generalized force) and flow
(generalized velocity). In either ports, only one power variable can be imposed at
a time. Therefore, there exists a continuous information flow along the interacting
dynamical subsystem regardless to their energy domains or sub-domains.

Van der Schaft [Cervera 2006] proposed an equivalent Dirac structure matrix
representation that is going to be used in the sequel. The Dirac structure D ∈ z×z∗
with dim(z) = n can be represented as

D = {(f, e) ∈ z× ε | Ff + Ee = 0} (2.20)

where F and E are n× n matrices s.t,

EFT + FET = 0 (2.21)
rank[F ] = n

2.2.2 Lumped mass spring system example

Considering a flexible mechanical system with 2 degrees of freedom and single input
u and flexible element with stiffness k as depicted in Fig. 2.5. The state variables
are (xi, pi), the position and momentum of each degree of freedom, i = 1, 2.

The total energy of the system can be written using the Hamiltonian energy
function as

H(x, p) =
1
2

p2
1

m1
+

1
2

p2
2

m2
+

1
2
k(x2 − x1)2 (2.22)

which represent total energy stored within the masses and spring energy storage
elements of the dynamical system. It can be easily shown using the previous anal-
ysis of section 2.1.2 that the power variables through the energy port between the
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Figure 2.5: Dynamical system with 2 degrees of freedom.

mass (m1) and spring subsystems are the effort ( input forces) and flow (1st mass
velocity). Similarly, the power variables of the energy port between the second mass
and the spring subsystems are the effort (spring force) and flow (2nd mass velocity).
Using (2.13) the system dynamical equations can be written as follows.




ẋ1

ṗ1

ẋ2

ṗ2




=




0 1 0 0

−1 0 0 0

0 0 0 1

0 0 −1 0







∂
∂x1

H(x, p)
∂

∂p1
H(x, p)

∂
∂x2

H(x, p)
∂

∂p2
H(x, p)




+




0

1

0

0




u (2.23)

The previous effort-flow analysis can be directly interpreted from the skew-symmetric
interaction matrix of (2.23). In addition, the power-conserving property can be in-
vestigated through (2.20) and (2.21) as E and F are,

E =




0 1 0 0 0 0

−1 0 0 0 0 0

0 0 0 1 0 0

0 0 −1 0 0 0

0 −1 0 0 1 0

0 0 0 −1 0 1




, F =




1 0 0 0 0 0

0 1 0 0 1 0

0 0 1 0 0 0

0 0 0 1 0 1

0 0 0 0 0 0

0 0 0 0 0 0




(2.24)

then, it can be easily verified that EFT + FET = 0 and rank[F ] = n. As shown in
Fig. 2.6, the interconnection of the different energy storage elements is in feedback,
regardless to the nature of the physical elements and the energy domains to which
they belong, i.e., if a DC motor is connected to the system depicted in Fig. 2.5, the
interconnection would still be in feedback regardless to the mapping between the
effort-flow pair from the electromagnetic to mechanical energy domains.

2.2.3 Discussion

Interconnection between different elements of any dynamical system is in feedback.
Due to the fact that, such interconnection is described by Dirac structures which
is equivalent to a power-conserving interconnection, along with the fact that the
dimension of the Dirac structure itself is equal to the dimension of the effort variable
space or its dual space, we can conclude that power is getting exchanged through the
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Figure 2.6: Block diagram representation of the dynamical system with 2 DOF.

energy ports of the interconnected elements from particular energy domain or sub-
domain to another. In addition, imposing both effort and flow through power ports
cannot be realized. Therefore, through every power port between the interconnected
dynamical elements, if an input effort is imposed, an output flow would be received.
The problem we consider is related to realizing a feedback-like signal from dynamical
system with inaccessible outputs and state variables. It should be clear from the
previous argument that, if such system is interconnected with other elements, upon
the power-conserving interconnection between this system and those elements, a
natural feedback can be realized which is either a flow or effort variable.

2.3 Underactuated Mechanical Systems

Underactuated mechanical systems have fewer control inputs than degrees of free-
dom and arise in several applications including, but not limited to, flexible robot
arms, undersea robots and mobile robots. The Lagrangian dynamics of these sys-
tems can be expressed as follows,

d

dt

∂L
∂q̇

− ∂L
∂q

= F (q)u (2.25)

where u ∈ Rm is the control input vector and F (q) ∈ Rn×m is a non-square matrix
with m < n and full column rank ∀q which denotes that the number of control inputs
is less than the degrees of freedom n. q ∈ Rn is a vector of generalized coordinates.
The equations of motion for the underactuated mechanical system (2.25) can be
expressed as

M(q)q̈ + C(q, q̇)q̇ + g(q) = F(q)u (2.26)

for a suitable partition of the system, the vector q can be written as qT = (qa, qi),
where qa ∈ Rn−m and qi ∈ Rm, therefore we may write (2.26) as

M11q̈a + M12q̈i + h1(qa, q̇a, qi, q̇i) + φ1(qa, qi) = F (qa, qi)u (2.27)
M12q̈a + M22q̈i + h1(qa, q̇a, qi, q̇i) + φ2(qa, qi) = 0

where hi(q, q̇) and C(q, q̇) include Coriolis and centrifugal terms, whereas φi(q) and
g(q) contain the term derived from the potential energy such as the elastic gen-
eralized forces and the gravitational forces. It can be easily shown that upon the
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Figure 2.7: Underactuated dynamical system with coupled masses via flexible and
rigid links.

power-conserving interconnections among the power ports of the system (2.26). It
is important to note that, in the case of underactuated systems, the interconnection
can happen between physical elements not only from the same energetic domains
but also from the same type. So far, we have analyzed the case at which different
elements from different energetic domains and sub-domains interact. yet, intercon-
nection between coupled masses, for instance, is not analyzed. The underactuated
systems may have coupled masses or inertias few of which are actuated.

Consider l masses m1,m2, . . . ,ml that are rigidly linked to each other. Such
system can be described by the following system,

ṗi = Fi , vi =
pi

mi
, i = 1, 2, . . . , l (2.28)

for simplicity, we assume that l = 2, therefore we can write

F1 = −F2 , v1 = v2 (2.29)

this yields the following system
[

ṗ1

ṗ2

]
=

[
1

−1

]
,

[
1 −1

] [ p1

m1
p2

m2

]
= 0 (2.30)

this is not the case when the underactuated masses or the degrees of freedom are
interconnected via different energy storage element such as linear springs. From
(2.30), the effort and flow pair can be determined and further extended to systems
of the form (2.26).

2.3.1 Underactuated system example

Consider the underactuated dynamical system depicted in Fig. 2.7, it consists of
three degrees of freedom, one of which is active. The first and second masses are
connected to each other and with the single active degree of freedom via spring
energy storage elements. The last mass, however, is rigidly linked with the second
mass. As shown in Fig. 2.7, in the absence of energy dissipation elements, the Dirac
structure of the power-conserving interconnections between the underactuated sys-
tem physical elements are describing how the power variables are getting exchanged
along the systems power ports.
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The net force acting on the first mass energy storage element Σa
m is getting

integrated my the mass Σ1
m to result in its momentum. This momentum is used

in integrating the scaler energy function of the element Σ1
m to result in a velocity

input to the first spring energy storage element Σ1
s which also receives a velocity

flow from the second mass energy storage element Σ2
m. The difference between these

two velocities is integrated by the spring energy storage element Σ1
s to determine

its own deflection then the resulting force which acts on both the mass energy
storage elements Σ1

m and Σ2
m. Similarly, the second spring energy storage element Σ2

s

receives velocities generated at the second and third masses energy storage elements,
Σ1

m and Σ2
m, respectively. Then Σ2

s integrates these velocities difference to determine
its own deflection. The generated force at Σ2

s is then generated by integrating the
stored potential energy in Σ1

m with respect to the determined deflection obtained
through the previous integration process. The generated force at the spring energy
storage element Σ2

s is then integrated by the mass energy storage element Σ3
m to

determine its own momentum which is then used in the determination of its own
velocity through differentiating the scaler kinetic energy function of Σ3

m with respect
to this momentum. Due to the rigid link between the energy storage elements
Σ3

m and Σ4
m, their velocities are similar and they are both constrained with the

ṗ2 + ṗ3 = 0. In the presence of energy dissipation elements along the dynamical
system depicted in Fig. 2.7, the power ports have to terminated with dampers or
energy dissipation elements in general.

The previous example indicates how the underactuated elements interact among
each other. Input is only supplied to the first Dirac structure D1, then upon the
power-conserving interconnections between the different elements of the system, flow
and effort power variables are getting exchanged indefinitely. It is worth noting that
the underactuated system depicted in Fig. 2.7 can be used to represent or approxi-
mate more complicated systems with continuous dynamics and infinite modes such
as flexible robot arms and manipulators.



Chapter 3

Natural Feedback

FEEDBACK is a key element in the realization of control systems and state
variables observers. Therefore, the presence of measurements in terms of state

variables and outputs is a must since these measurements have to be used as basis
for the estimation process in order to enforce specific estimation error dynamics.
The class of dynamical system we consider, however, has inaccessible state variables
and outputs. Thus realization of their state observers and controllers have to rely
on some different alternatives, namely, natural feedbacks or feedback-like signals
[O’Connor 2003] which can be determined in the absence of these systems state
variables or outputs.

In the previous section, it was shown that that the power-conserving intercon-
nection is in feedback form. Therefore, having a dynamical system with inaccessible
state variables interconnected with other elements with accessible outputs would
allow realization of an incident natural feedback from these system. Providing that
the interconnection is power-conserving and at least one degree of freedom imposes
either flow or effort variables into any of the system power ports. In the sequel,
we will show that a natural feedback-like signal can be determined from these class
of dynamical systems from measurements taken from other elements that are in
power-conserving interconnection with these systems.

3.1 Effort Feedback-Like Forces

Consider a dynamical system with three degrees of freedom, composed of three
masses mi, i = 1, 2, 3, linked by elastic springs with stiffness kl, l = 1, 2, and
subjected to a single input u which is collocated with the first degree of freedom as
depicted in Fig. 3.1. The state variables are the positions and momentum of each
degree of freedom xi and pi, respectively. The Hamiltonian of this system is

H(x, p) =
1
2

p2
1

m1
+

1
2

p2
2

m2
+

1
2

p2
3

m3
+

1
2
k1(x2 − x1)2 +

1
2
k2(x3 − x2)2 (3.1)

which is the total energy stored within the energy storage elements of the dynami-
cal system. The interconnection along the system energy ports can be interpreted
through the dynamical motion equation. The power variables through the power
port between the first mass and spring are the input effort (input and spring forces)
and output flow (1st mass velocity). Similarly, the power variables through the
power port between the second mass and springs are the input effort (spring forces)
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Figure 3.1: Block diagram representation of the dynamical system with 3 DOF.

Figure 3.2: Flow and effort pairs along the dynamical system power ports.

and output flow (2nd mass velocity). Finally, the power variables through the power
port of the last mass and second spring are the input effort (spring force) and out-
put flow (3rd mass velocity). The power variables through the energy ports of the
system are shown in Fig. 3.2 at which the effort and flow variables are acting as
input and outputs of for the different elements of the dynamical system.
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ẋ2

ṗ2

ẋ3

ṗ3
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u (3.2)

The energies stored in each mass and spring storage element are,

E1 =
1
2

p2
1

m1
, E2 =

1
2

p2
2

m2
, E3 =

1
2

p2
3

m3
, E1 =

1
2
k1∆x2

12 , E2 =
1
2
k2∆x2

23 (3.3)

where ∆x12 and ∆x23 are the elongations in the first and second springs, respectively.
By conceptually considering that the dynamical system starting from the first

spring to the last non-collocated mass has state variables and outputs that are
not available for measurements, labeled with (B) as depicted in Fig. 3.1. Due to
the power-conserving interconnection between the first mass and first spring energy
storage elements, even in the absence of states and variables of the system B, we
can realize a natural feedback from system B, namely the effort-force. The energy
storage element A imposes flow input (velocity) on the first element of system B, the
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spring integrates the velocity to determine the amount of deflection which is then
used in computing the corresponding amount of stored potential energy, eventually,
the spring or system B imposes a natural feedback or effort-(force) on system A.
Therefore, if states variables of system A are utilized in order to determine this
natural feedback effort-force, we would be able to realize a natural feedback from
the dynamical system B even in the absence of its state variables and outputs. This
natural feedback effort-force is instantaneous, it occurs whenever system A imposes
flow input on system B. As shown in Fig. 3.2, in every power-conserving port,
information exchange occurs between the interconnected elements. The presentation
depicted in Fig. 3.2 illustrates that, upon the interaction of the dynamical subsystem
B with the subsystem Σ1

m, a natural feedback would always exist in terms of effort
or flow variables along the power port of the interconnected subsystems.

It is worth noting that the current analysis holds for wide range of dynamical
systems with linear and nonlinear dynamics, thus it would be fair to say that the
current energy based formalism is fairly general. Simply, we have to split the dy-
namical system into two portion, the first portion with inaccessible state variable
and the second with accessible state variables or outputs. As soon as the dynami-
cal system is partitioned, the Dirac structure which describes the power-conserving
interconnection has to be specified. This can be done through the kernel/image
representation of the Dirac structure explained in the previous chapter. The ker-
nel/image representation of the system (3.2) is,

F =



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


, E =
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0 1 0 0 0 0 0
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0 0 −1 0 1 0 0

0 0 0 −1 0 1 0

0 0 0 0 −1 0 0

0 −1 0 0 0 0 1




(3.4)

then, it can be easily verified that EFT + FET = 0 and rank[F ] = n. The im-
portance of specifying the Dirac structure of the power-conserving interconnections
among system (3.2) is to understand the interaction between systems A and B,
or the interconnection between the dynamical system with inaccessible states with
the other with accessible state variables. However, the previous kernel/image Dirac
structure representation is showing the whole interconnections among the various
elements of system (3.2).

The effort and flow pairs of the dynamical system (3.1) are depicted in Fig.
3.3, it can be easily shown through Fig. 3.3 that the interconnections of system
(3.2) elements are in feedback. Therefore, the natural feedback effort-force can be
realized through subsystem A state variables or subsystem Σ1

m in the representation
depicted in Fig. 3.2. In the sequel, the first active degree of freedom will be used to
model the actuator, whereas the rest of the multi-degree of freedom system would
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Figure 3.3: Block diagram representation of the dynamical system with 3 DOF.

represent a dynamical system with inaccessible state variables or outputs. It is
commonly believed that the a special class of the well-known Luenberger observer
can be used in the estimation of the incident natural feedback effort-force, namely
disturbance and reaction force observers. In addition, conceptually considering the
natural feedback effort-force as disturbance, would allow utilization of few solid
techniques for disturbance decoupling from the literature [Hao 2007].

3.1.1 Natural feedback (effort-force) modeling

Since the effort-force (e) is a function of time, it can be therefore approximated by
a polynomial with the proper order k [Ohnishi 1996],

dk

dtk
e(t) = 0 (3.5)

if the effort-force is approximated by a step function, the order of the polynomial
(3.5) is k = 1, and if approximated by a ramp function, the order of the polynomial
is k = 2, similarly, a parabolic approximation of the effort-force requires the order
of the polynomial to be k = 3, and so forth.

It will be shown in the upcoming subsections that the approximation of the
effort-force affects, both the performance and robustness of the estimation process,
selecting a higher order polynomial to model the effort-force would require designing
observers with higher order which induces certain amount of phase lag that might
affect the estimation process if it was not considered properly.

3.1.2 Effort-force (disturbance) observer

The incident natural feedback (effort-force) from the dynamical system B can be
determined from system A or Σ1

m state variables and inputs, namely the flow (ve-
locity) and supplied input u,

eo = u− P−1
n (v − n) (3.6)

= (P−1 − P−1
n )v + e + P−1

n n
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Figure 3.4: Effort-force observer.

where, Pn is the nominal model of the plant P , n is the measurement input noise.
Due to the presence of differentiators in the inverse plant dynamics, the effort-force
has to be determined through a low-pass filter G(s),

êo = G(s)eo (3.7)

where the bandwidth of the filter (3.7) is limited by the sensor noise bandwidth.
The order of the low-pass filter associated with the effort-force observer depends on
the degree of the polynomial that models the effort-force. It can be easily shown
that there exist a tradeoff between stability and performance during the estimation
of the effort-force through (3.7). The higher the order, the better performance and
ability to realize the nominal system for various types of plants. However, stability is
deteriorated due to the increase of the induced phase lag. Therefore, the bandwidth
of the observer is limited to the bandwidth of the sensor noise while its order depends
on the dynamical system.

The effort-force observer illustrated in Fig. 3.4 has to be oriented within the
power port of the interacting system as it utilizes the outgoing flow variable in order
to estimate the incoming effort variable. The nature of the effort-flow pair can be
specified upon the definition of the power transformed through the power port. For
the dynamical system depicted in Fig. 3.3, mechanical power is transformed through
the power port, therefore the effort-flow pair represent the generalized force and
velocity, respectively.

In general, the previous observer is implemented for the attainment of robust
motion control by estimating the disturbance forces/torques at robots joint spaces
and using them in the realization of an additional control inputs to suppress the
unknown disturbance inputs.

The effort-force observer is illustrated in Fig. 3.5 in order to estimate the esti-
mated incident effort-force from the dynamical subsystem B on the subsystem Σ1

m.
As shown in Fig. 3.5, the effort observer utilizes the available flow variable along
with the input of the subsystem Σ1

m in order to estimate the effort feedback-like
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Figure 3.5: Effort-force observer.

Figure 3.6: Equivalent block diagram representation of the force observer.

force from the dynamical subsystem B which is conceptually assumed to have state
variables that are not accessible for measurements.

3.1.3 Observer robustness and performance tradeoffs

In order to understand the tradeoffs between stability and performance of the ob-
server (3.7), we consider that the estimated effort-force is fed back to provide an
additional input. Therefore, the overall input uref ,

uref = u + G(s)eo (3.8)

then, it can be shown that observer (3.7) along with the modified input (3.8) can
be represented by the system depicted in Fig. 3.6, This can be shown by rewriting
u in terms of uref and êo as follows

u =
G(s)

1−G(s)
P−1

n

(
G(s)−1Pnuref − y + n

)

and Zi is

Zi(s) =
G(s)

1−G(s)
P−1

n (3.9)
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Table 3.1: effort observer transfer functions
Z0(s)

G0(s)
1−G0(s)P

−1
n G0(s) g1

s+g1
s2

Z1(s)
G1(s)

1−G1(s)P
−1
n G1(s) g2

s2+g1s+g2
s2

Z2(s)
G2(s)

1−G2(s)P
−1
n G2(s) g2s+g3

s3+g1s2+g2s+g3
s2

Z3(s)
G3(s)

1−G3(s)P
−1
n G3(s) g2s2+g3s+g4

s4+g1s3+g2s2+g3s+g4
s2

where the subscript i is used to indicate the order of the filter associated with
the observer. In order to study the tradeoffs between the observer stability and
performance, the nominal plant is modeled with a double integrator plant ( 1

s2 ). The
filters associated with the transfer function (3.9) are included in Table. 3.1 in order
to analyze the effect of utilizing higher order filters during the estimation of the
effort-force. The observer scaler gains has to be selected such that gi ∈ R+.

The phase and gain diagrams of the transfer function (3.9) for the filters included
in Table. 3.1 are depicted in Fig. 3.7. It can be easily concluded from the phase
diagram that at the low-frequency range, the phase of Z(s) lags by π/2 due to the in-
creased order of the filter G(s) associated with Z(s). Since the objective of realizing
a natural feedback-like force from dynamical systems which have inaccessible state
variables and outputs, is to utilize this feedback-like force as basis to design state
observers and controllers for these class of dynamical systems, the phase lag associ-
ated with the observer can deteriorate the upcoming observers and controllers that
are going to be designed based on this feedback-like force or estimated effort-force.
Therefore, the tradeoffs between the performance of the effort-force observer and its
stability has to be considered such that the phase lag induced during the estimation
process does not affect the subsequent processes that are going to be explained in
the upcoming sections. The gains of the effort-observer have to be selected such
that the observer bandwidth doesn’t exceed the bandwidth of the sensor noise, the
order of the observer on the other hand has to be selected according to the order
of each particular dynamical system. Nevertheless, a higher order observer might
cause instability due to the induced phase lag.

3.1.4 Effort-force observer implementation

Due to the presence of uncertainties and parameter deviations over the dynamical
model of the plant P or Σ1

m over which the effort-force observer is implemented,
the estimated effort-force is coupled with many other terms, namely the parameter
deviation induced disturbances. Without any loss of generality, plant P or Σ1

m in
general represents the actuator dynamics. Therefore, it can be shown that the es-
timated effort-force is coupled with the actuator force ripple and self-varied mass
forces [Ohnishi 1996]. These two forces are coupled with the estimated effort-force
due to the deviation between the actuator force constant and mass nominal values
and their actual values. These nominal values are utilized in the structure of the
observer (3.7) due its dependence on the nominal plant that is known beforehand
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Figure 3.7: Observer performance stability tradeoff.

up to a certain level. The actuator force ripple is the product of the reference input
current and the deviation over the force constant, while the self-varied mass force is
the product of the actuator acceleration and the deviation over the actuator mass.
Therefore, if the deviation between the actual and nominal values of the force con-
stant and mass are known, the estimated effort-force can be decoupled out of the
total estimated disturbance or force obtained through (3.7). A parameter identifi-
cation procedure can be carried out in order to determine the deviation between the
nominal and actual parameters, then the estimated deviation can be incorporated
in the previous observer in order to decouple the effort-force.

Considering the interaction between an actuator and a dynamical system with
inaccessible outputs and state variables. The actuator reference current iref and
velocity ẋa are available. The deviation between the actuator torque constant and
mass actual values and their nominal values are ∆kf = kf − kfn and ∆ma =
mm − mmn, respectively. Therefore, the actuator induced disturbance force dpar

which can be estimated through the disturbance observer is composed out of the
actuator force ripple and self-varied mass, ∆kf ia and ∆maẍa, respectively.

dpar = ∆kf ia −∆maẍa (3.10)

The actuator parameter deviations from the actual values are obviously inherent
properties of the actuator, their values are independent to the system with which
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the actuator interacts. Therefore, one can determine the parameters deviation using
(3.10) through a parameter identification experimental procedure at which the actu-
ator has to perform any arbitrary manoeuvre in the absence of any interconnection
with the plant so as to allow the disturbance observer to provide an estimate d̂par

for dpar [Khalil 2010b]. The actuator reference current, acceleration and parameter
deviation induced disturbance during this arbitrary motion manoeuvre have to be
recorded and considered as vectors of data points with length equal to r, im ∈ R1×r,
ẍm ∈ R1×r and d̂par ∈ R1×r, respectively. The previous vectors can be utilized in
formulating the following over-determined systems

[
4kf −4mm

]
1×2

[
im

ẍm

]

2×r

=
[

d̂par

]
(3.11)

H ,
[
im ẍm

]T

[
4̂kt −4̂mm

]
= H†[d̂par

]
= [HTH]−1HT

[
d̂par

]
(3.12)

4̂kt and 4̂mm are the optimum coefficients that minimize the norm square of errors
of the over-determined equations set (3.12), H† is the pseudo inverse of H. The
parameter deviation induced disturbance can be determined through an observer
similar to (3.7),

d̂par =
gpar

s + gpar
[gparmmnẋm + imkfn]− gparmmnẋm

=
gpar

s + gpar
[imkfn − smmnẋm] =

gpar

s + gpar
dpar (3.13)

where gpar ∈ R+ is the cut-off frequency of the low-pass filter associated with ob-
server (3.13). Once the actuator or system P parameter deviations are identified
through the previous procedure or any other parameter identification method, the
estimated effort-force can be decoupled out of the total disturbance force. The fol-
lowing observer can be used in order to estimate the total incident disturbances on
plant P ,

d̂ =
gdist

s + gdist
[gdistmmnẋm + imkfn]− gdistmmnẋm

=
gdist

s + gdist
[imkfn − smmnẋm] =

gdist

s + gdist
d (3.14)

gdist ∈ R+ is the cut-off frequency of the low-pass filter associated with observer
(3.14), then the identified parameters obtained through (3.12) are used in order to
decouple the feedback-like force or the effort-force estimate ê out of the estimated
disturbance force d̂,

ê =
geff

s + geff
[geff ∆̂mmẋm + im∆̂kf + d̂]− geff ∆̂mmẋm (3.15)
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Figure 3.8: Estimated disturbance force.

geff ∈ R+ is the cut-off frequency of the low-pass filter associated with effort-force
observer.

It is worth noting that the difference between observer (3.13) and (3.14) is not
only the scaler cut-off frequency gains, observer (3.13) is implemented in the absence
of interconnection between a plant and the actuator or system P in order to esti-
mate the parameter deviation induced disturbance force so as to use it in (3.12), on
the other hand, observer (3.14) is used to estimate the total disturbance force which
includes the parameter deviation induced disturbance along with the feedback-like
effort-force in the presence of normal interconnection between the actuator sub-
system or system P and the dynamical system with inaccessible state variables or
outputs.

3.1.5 Results

In this section, experimental results are included in order to illustrate how the
feedback-like effort-force can be estimated through the effort-force observer (3.15).
The experimental setup consists of a linear motor from which a single measure-
ment can be taken, namely its position through a linear position encoder with 1µm
resolution. The linear actuator is interconnected via a flexible element with a lin-
ear mass-spring system with three degrees of freedom. Firstly, the linear actuator
parameter deviation have to be identified through (3.12) and (3.13) in order to
decouple the actuator force ripple and self-varied mass forces from the estimated
interconnection forces.

Experimentally, the actuator has to perform an off-line arbitrarily motion ma-
noeuvre in the absence of any interconnection, meanwhile vectors of actuator sup-
plied reference current input, acceleration and estimated parameter deviation in-
duced disturbances have to be recorded. These vectors are used in realizing the
over-determined set of equations (3.12). The estimated parameter deviation in-
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Figure 3.9: Estimated feedback-like effort-force.

duced disturbance forces are plotted against the reconstructed ones through the
estimated parameters obtained through (3.12) as shown in Fig. 3.8. The estimated
parameters are utilized in (3.15) in order to decouple the feedback-like effort-force
from the actuator force ripple and self-varied mass forces. The estimated effort-force
is illustrated in Fig. 3.9 versus the actual effort-force. The estimated one is obtained
from measurements taken from the actuator, whereas the actual one is determined
through measurements taken from both the actuator and the interconnected dynam-
ical system along with the knowledge of the interconnected system parameters and
the mathematical expression which model the interconnection, namely the Dirac
structure. Therefore, in the absence of these information, the estimated effort-force
can be conceptually considered as a natural feedback from the interconnected dy-
namical system to the actuator.

In order to further examine the sensitivity of the effort-force observer to micron
scale interconnection forces, since a possible application of this work is oriented
toward microsystems and micromanipulation applications at which measurements
cannot be made or states are inaccessible, an additional experiment is performed
by allowing a single degree of freedom robot to interact with a flexible environment
(biological cell) with 1mm diameter. The estimated effort-force obtained through
(3.15) is illustrated in Fig. 3.10-a and Fig. 3.10-b. The sensitivity of the observer is
relying on the sensitivity of the position or velocity sensor utilized in the realization
of (3.15). In this experiment, a position sensor is utilized with 1µm resolution then
the velocity signal is obtained by differentiation through a low-pass filter with a
proper cut-off frequency that is limited with the sensor noise. Therefore, it can be
concluded from Fig. 3.10 that the effort-force observer sensitivity is defined by the
sensitivity of the position or velocity sensor. In addition, the observer can be utilized
in applications at which the interconnection forces are of micron scale. As shown
in Fig. 3.10, the effort-force observer is able to sense the peak forces that occur
up on the interaction between a single degree of freedom robot end-effector and
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Figure 3.10: Effort-force observer sensitivity.

a flexible biological cell. Such experiments are commonly conducted for biological
cell characterization and cell manipulation. More details about the experimental
procedures included in this chapter can be found in Appendix A along with the
experimental parameters and setup description.

3.2 System Decoupled Representation

Since we are seeking a natural feedback-like signal which happened to be a power
variable in terms of flow or effort variable that can be specified upon the nature of
the power being exchanged between the physical elements of the system, the system
have to represented such that we can decouple the entire system into two subsystems,
the first is the one from which state variables can be measured, whereas the second
has state variables that are not accessible for measurements. In addition, we are
seeking a presentation which reveals the feedback-like signal or the effort feedback-
like force between these two interconnected subsystems.

Considering a plant with (n − r) state variables xp
i , that are not available for

measurements and the remaining r state variables xa
l , are available for measurement,

where i = r + 1, . . . , n − r and l = 1, . . . , r. So far we have been considering the
phase space with state variables (x, p) in order to illustrate the power-conserving
interconnection among different systems, in order to be consistent with the relevant
existing state observers in the literature, we are going to use the state space variables
(x, ẋ). Dynamics of this system is described by

ẋ = Ax + Bu (3.16)
y = Cx + Du

where x = [xp
i | xa

l ] ∈ Rn and y ∈ Rm are the state and measurement vectors,
respectively. A, B, C and D are the system matrix, distribution vector of input,
observation column vector and feed forward matrix with the appropriate dimensions,
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respectively. In order to represent the state space equation (3.16) such that available
state and non available state variables are separated in addition to revealing the
effort feedback-like forces between the interacting systems, it can be shown that the
state space equation (3.16) can be written as



ẋa

−−
ẋp


 =




Aa | ∅
−− | −−
∅ | ∅







xa

−−
xp


 +




∅ | ∅
−− | −−
∅ | Ap







xa

−−
xp


 +




Ba

−−
∅


u

+







∅
−−
Bp


 +




Beff

−−
∅





 e(xa, xp) (3.17)

Therefore, the state equation of the dynamical system (3.16) can be represented as,

ẋa = Aaxa + Bau + Beffe(xa, xp) (3.18)

ẋp = Apxp + Bpe(xa, xp) (3.19)

where, Aa ∈ Rr×r and Ap ∈ R(n−r)×(n−r) are the system matrices of the dynamical
subsystems with accessible and inaccessible state variables, respectively. Ba ∈ Rr×1,
Beff ∈ Rr×1 and Bp ∈ R(n−r)×1 are the distribution vector of the input u ∈ R1×1,
distribution vector of the effort-force e(xa, xp) for system (3.18) and (3.19) with
the proper dimensions, respectively. It is worth noting that putting the state space
equation (3.16) in the form (3.17) requires defining the Dirac structure of the inter-
connection between dynamical subsystems with and without accessible state vari-
ables for measurements. Appendix B includes a detailed derivation of (3.17) from
the state space representation (3.16).

The purpose of putting the state space equation in the form (3.18) and (3.19)
is to reveal the effort-force that is conceptually considered as a feedback-like signal
from system (3.19) which has inaccessible state variables (xp

i ) on system (3.18) which
has accessible state variables (xa

l ). It was shown in the previous chapter that, the
effort-force can be estimated from system (3.18) through the effort-force observer.

we further consider a dynamical system with Quasi-nonlinear dynamics of the
form

ẋ = Ax + Bu + Φ(x, u) (3.20)

where Φ(x, u) is a Lipschitz nonlinearity with a Lipschitz constant γ ∈ R+, i.e.,

‖ Φ(x, u)− Φ(x̂, u) ‖2 ≤ γ ‖ x− x̂ ‖2 (3.21)

it can be shown that system (3.20) have the following partitioned form,



ẋa

−−
ẋp


 =


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−− | −−
∅ | ∅


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
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−−
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
 +


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∅ | ∅
−− | −−
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




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−−
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
 +


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−−
∅


u
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+







∅
−−
Bp


 +




Beff

−−
∅





 e(xa, xp) +




∅
−−

Φ(x, u)


 (3.22)

through which we can partition the dynamical subsystem with accessible state vari-
able for measurement from the dynamical subsystem with state variables that can-
not be measured along with revealing the natural feedback-like signal or effort-force
between these two dynamical subsystems. The effort feedback-like force in the
representation (3.17) has a linear function of the dynamical state variables of the
system (3.16), whereas the feedback-like effort-force of the representation (3.22)
may or may not be nonlinear function of the state variables of the dynamical sys-
tem (3.20) depending on the Dirac structure representation of the power-conserving
interconnection of the two subsystems.

3.2.1 Summary and discussion

In the absence of a certain dynamical systems state variables and outputs, the power-
conserving interconnection of these systems with other elements can be utilized in
order to realize a natural feedback-like signals, namely the effort-forces or their dual
variables. Nevertheless, this effort does not have to be force, its specific nature can
be defined up to the nature of the power being transferred or transformed through
certain power port.

This effort variable is conceptually considered as a natural feedback as it can
be determined from the power port of the interconnected systems in the complete
absence of one of the interconnected systems state variables, outputs and even math-
ematical model.

Along the power ports of the power-conserving interconnections, effort-force
observers can be designed in order to estimate the instantaneous incident natural
feedback-like forces. Issues such as the order of the observer and its robustness
versus performance tradeoffs were investigated. The order of the observer is based
on the polynomial order that models the effort-force. However, the induced phase
lag due to the utilization of higher order observer would result in instability. It was
shown using the gain and phase diagram that a phase lag of π/2 is induced when
a forth order third order observer is utilized. Therefore, the enhanced performance
of the observer comes with the cost of instability if their tradeoff is not properly
considered.

In general, the estimated effort-force is coupled with parameter deviation in-
duced forces such as the force ripple and self-varied mass force due to the dependence
of the effort-force observer on a nominal plant with nominal parameters that differ
from their actual ones. A parameter deviation identification procedure is proposed
and its effectiveness was demonstrated with few experimental results. In addition,
sensitivity of the effort-force observer for micron-scale forces was experimentally
evaluated as one of the possible potential applications of the proposed energy based
state observer formalism is microsystems or micromanipulation operations at which
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sensor utilization is problematic. All experiments included in this chapters are ex-
plained in more details in Appendix A.

Eventually, it was shown that the dynamical system can be partitioned into two
dynamical subsystems, one of which has state variables which are not available for
measurement while the second has state variables which are accessible for measure-
ments. In addition, this presentation reveals the natural feedback-like effort-force
from the first subsystem on the second.



Chapter 4

State Observer for Systems with
Inaccessible Outputs

S INCE the innovative work of Luenberger, many state variables observers were
proposed based on different approaches that make them different in their es-

timation robustness to dynamical model uncertainties, unknown initial conditions,
parameter deviations and presence of disturbances. Regardless to the different ap-
proaches these observer are based on, the estimation error is enforced to asymp-
totically converge to zero by injecting the measured outputs or the available state
variables onto their structures then designing and selecting the observer gains ac-
cordingly such that the desired estimation error dynamics is accomplished. In the
absence of the dynamical system state variables, we have to make a distinction
between the flow -based state observers and effort-based state observers. A quick
and careful look at the state observers literature would allow us to realize that all
the proposed state observers are flow -based. They depend on the availability of
the dynamical system state variables or outputs, for the space of state variables,
the flow -variables are velocities. This chapter is however, concerned with altering
the unavailable flow variables with the effort feedback-like forces in designing state
observers for situations in which flow variables or dynamical system states are not
available for measurement.

4.1 Effort based State Observer

Considering a plant with (n− r) state variables xp
i , that are not available for mea-

surements and the remaining r state variables xa
l , are available for measurement,

where i = 1, . . . , n− r and l = 1, . . . , r. So far we have been considering the phase
space with the variables (x, p) in order to illustrate the power-conserving intercon-
nection among different systems. In order to be consistent with the relevant existing
state observers in the literature, we are going to use the state space variables (x, ẋ).
Dynamics of this system is described by

ẋ = Ax + Bu (4.1)
y = Cx + Du

where x = [xp
i | xa

l ] ∈ Rn and y ∈ Rm are the state and measurement vectors,
respectively. A, B, C and D are the system matrix, distribution vector of input,
observation column vector and feedforward matrix with the appropriate dimensions,
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respectively. It was shown in the previous Chapter that the state space realization
(4.1) can be partitioned and expressed in the following form,



ẋa
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ẋp
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∅


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
 e(xa, xp) (4.2)

ẋa = Aaxa + Bau + Beffe(xa, xp) (4.3)

ẋp = Apxp + Bpe(xa, xp) (4.4)

where, Aa ∈ Rr×r and Ap ∈ R(n−r)×(n−r) are the system matrices of the dynamical
subsystems with accessible and inaccessible state variables, respectively. Ba ∈ Rr×1,
Beff ∈ Rr×1 and Bp ∈ R(n−r)×1 are the distribution vector of the input u ∈ R1×1

and distribution vector of the effort-force e(xa, xp) with the proper dimensions,
respectively. It would be natural to devise a state observer of the following form,

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ẋa
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+
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
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
 e(xa, xp) + M[ê(u, xa)− e(xa, x̂p)] (4.5)

to estimate the state variables xp of the subsystem (4.3) with state variables that
are not available for measurements, based on the available state variables xa. M ∈
Rn×1 is the effort-based state observer (4.5) vector gain. e(.) is a function that ca
be derived based on the power-conserving interconnection between the dynamical
subsystems with and without accessible state variables for measurements, denoted
with the superscript a and p, respectively. ê(u, xa) is the estimated feedback-like
effort-force through the accessible variable of the subsystem denoted with a, e(xa, x̂p)
is the reconstructed feedback-like effort-force using the estimated state variables x̂p

and the available state variables from the subsystem a.

4.1.1 Convergence stability

In order to estimate the state variables of the dynamical system (4.3) in the absence
of its state variables, we have to inject the natural feedback-like force or the effort-
force e(xa, xp) onto the observer structure so as to achieve the desired estimation
error asymptotic convergence stability. Therefore, this feedback-like force has to be



50 Chapter 4. State Observer for Systems with Inaccessible Outputs

estimated first through the effort-force observer outlined in the previous chapter.
The effort-based state observer can be expressed as follows

˙̂x = Ax̂ + Bu + M
(
ê(u, xa)− e(xa, x̂p)

)
(4.6)

ê(u, xa) =
geff

s + geff
[geff ∆̂maẋa + ia∆̂kf + d̂]− geff ∆̂maẋa (4.7)

d̂ =
gdist

s + gdist
[gdistmanẋm + iakfn]− gdistmanẋa (4.8)

Here we assumed that the state space equation (4.3) is modeling an actuator, with-
out any loss of generality. ê(u, ẋa) is the estimated effort-force that is determined
through the effort-force observers (4.7) and (4.8) as it was outlined in the previous
chapter. e(xa, x̂p) is the model based effort-force which depends on the estimated
states and the available ones. M ∈ Rn×1 is effort-based state observer gain vector.

In order to study the estimation error dynamics, we have to define the Dirac
structure that describes the interconnection between the dynamical subsystems (4.3)
and (4.4). If the Dirac structure of the interconnection between these systems is
described with

fs = em = y , fm = es − ed + u (4.9)

the interaction matrix can be driven from the port-Hamiltonian representation,
[

ẋ

ṗ

]
= (

[
0 1

−1 0

]
−

[
0 0

0 c

]
)

[
∂
∂xH(x, p)
∂
∂pH(x, p)

]
+

[
0

1

]
u (4.10)

Therefore, the effort-force represented using the state space variables instead of the
phase space variable can be written as

e(xa, xp) = c(ẋa − ẋp
i ) + k(xa − xp

i ) (4.11)

where, the index i refers to the degree of freedom of the dynamical subsystem
(4.4) which interact with the dynamical subsystem (4.3). Ideally, the estimated
feedback-like effort-force ê(u, ẋa) would converge to the actual one e(xa, xp) in finite
time through proper design of the effort-force observers (4.7) and (4.8),

ê(u, xa) 7−→ e(xa, xp) (4.12)

To be more precise, the estimated effort-force is perturbed with the estimation
error over the effort-force ∆e(xa, xp). According to the effort-force observer struc-
ture described in the previous chapter or through (4.7), it can be shown that the
perturbation over the estimated effort-force is

(
1−G(s)

)
∆e(xa, xp). Therefore,

ê(u, xa) = e(xa, xp) +
(
1−G(s)

)
∆e(xa, xp) (4.13)

as it was shown in the previous chapter, G(s) is the sensitivity function to the
sensor noise, while (1−G(s)) is the sensitivity function to the perturbation over the
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estimated effort-force. (4.13) indicates that the estimated effort-force will eventually
converge to the actual one.

Now, the estimation error e = x − x̂ can be computed, using (4.11) along with
(4.12) or (4.13), the effort-based state observer can be rewritten as

˙̂x = Ax̂ + Bu + M
(
ê(u, xa)− e(xa, x̂p)

)
(4.14)

= Ax̂ + Bu + M
(
e(xa, xp)− e(xa, x̂p)− (

1−G(s)
)
∆e(xa, xp)

)

subtracting (4.14) from (4.1), we obtain the following error dynamical equation

ė = Ae−M
(
e(xa, xp)− e(xa, x̂p)

)
(4.15)

= Ae−M
(
c(ẋa − ẋp

i ) + k(xa − xp
i )− c(ẋa − ˙̂x

p

i )− k(xa − x̂p
i ))

)

= Ae−M
(
c ˙̂x

p

i − cẋp
i + kx̂p

i − kxp
i

)

therefore, the error dynamics can be expressed as

ė = Ae + M
[
cėp

i + kep
i

]
(4.16)

where ep
i = xp

i − x̂p
i and ėp

i = ẋp
i − ˙̂x

p

i , which can be expressed as

ep
i =

[
0 · · · 0︸ ︷︷ ︸

r

l1 0 . . . 0︸ ︷︷ ︸
n−r

]
e = L1e (4.17)

similarly,

ėp
i =

[
0 · · · 0︸ ︷︷ ︸

r

l2 0 . . . 0︸ ︷︷ ︸
n−r

]
ė = L2e (4.18)

where L1 ∈ R1×n and L2 ∈ R1×n, l1 = l2 = 1 with the index (r + i) and (r + i + 1)
along the vector L1 and L2, respectively. Using (4.17) and (4.18) in (4.16) we obtain

ė = Ae + M
[
cL2e + kL1e

]
= Ae + M

[
cL2 + kL1

]
e = Ae + MZe (4.19)

rearranging the previous terms, the estimation error dynamics can be written as
follows

ė =
(
A + MZ

)
e = Ae (4.20)

where I ∈ Rn×n is the identity matrix, M ∈ Rn×1, Z ∈ R1×n. (4.20) indicates
that the estimation error will vanish if the matrix

(
A + MZ

) ∈ Rn×n is Hurwitz.
Therefore, the effort-based state observer vector gain vector (M) has to be selected
such that

(
A+MZ

)
is Hurwitz which can be achieved through a regular pole place-

ment procedure upon the required behavior of the observer, in general, M has to be
selected such that the observer is at least twice faster than the control system.

The effort-based observer gain vector can be determined by direct substitution
of the desired dominant observer poles in,

|sI− (
A + MZ

)| = (s− µ1) . . . (s− µn) (4.21)
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Figure 4.1: Effort based state observer.

where |sI − (
A + MZ

)| is the desired characteristic polynomial and µ1, . . . , µn are
the desired observer poles.

The effort-based state observer which consists of three observer in cascade is
depicted in Fig. 4.1, the disturbance force observer, the effort-force observer and
a Luenberger effort-based like state observer. Therefore, the overall effort-based
state observer has at least three degrees of freedom as the estimated state variables
depends on the gains of each observer associated with the overall effort-based state
observer. As shown in Fig. 4.1, the effort-based state observer starts by estimating
the feedback-like effort-force along with the parameter deviation induced forces.
Then the effort-force is decoupled out of these forces and injected onto a Luenberger-
like effort-based state observer. The associated gains with the effort-based state
observer depicted in Fig. 4.1 are at least, the scaler gains gdist ∈ R+, geff ∈ Rm

and the gain vector M ∈ Rn×1 associated with the disturbance force, effort-force
and the Luenberger-like effort-based state observer, respectively. This is due to the
utilization of first order filters within the effort-force observers.

First order observer are utilized in the effort-based state observer, therefore
a single scaler observer gain is associated with the effort-force observer and the
disturbance observer. If higher order observers are used to estimate the effort-force
when its is modeled with a higher order polynomial, the number of scaler gains
will be larger depending on the order of each observer associated with the overall
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effort-based state observer.
The function e(.) depicted in Fig. 4.1 depends on the definition of the Dirac

structure. Therefore, the error dynamics cannot be determined unless the Dirac
structure is defined. Nevertheless, this is not a problem at all and does not constrain
or limit the efficiency of the analysis as the interconnections between dynamical sys-
tems described by the power-conserving Dirac structures are limited to few models
that are going to be discussed in details in the upcoming subsection of this chapter
with linear and nonlinear dynamics.

It is worth noting that due to the structure of the effort-based state observer,
each of its observers induces a specific amount of phase lag which contributes in
increasing the convergence time of the estimated state to the actual ones. Therefore,
stability margins have to be studied in terms of phase and gain margins in order
to analyze sensitivity of the effort-based state observer to the parameter deviations
and the induced phase lag due to its cascaded structure.

4.1.2 Mass-spring system example

Consider a flexible lumped mass spring system with three degrees of freedom (n−r =
3), non of its state variables are accessible. The system is non-collocated with an ac-
tuator via an energy storage element and energy dissipation element with stiffness
k and viscous damping coefficient c, respectively. Therefore, the Dirac structure
representation of the power-conserving interconnection between the dynamical sub-
systems with inaccessible and accessible state variables for measurement is,

f s = em = y , fm = es − ed + u

therefore, the state space representation which decouples the state variables of the
subsystems with and without available state variables for measurements is




ẋa

−−
ẋp


 =




Aa | ∅
−− | −−
∅ | ∅







xa

−−
xp


 +




∅ | ∅
−− | −−
∅ | Ap







xa

−−
xp


 +




Ba

−−
∅


u

+







∅
−−
Bp


 +




Beff

−−
∅





 e(xa, xp)

or

ẋa =

[
0 1

0 0

]
xa +

[
0
kf

ma

]
ia +

[
0

− 1
ma

]
e(xa, xp) (4.22)
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Table 4.1: Experimental and simulation parameters
Actuator force constant kfn 6.43 N/A

Actuator Nominal mass man 0.059 kg

Lumped masses m1,2,3 0.019 kg

Identified spring constants k1,2,3 503.96 N/m

Identified viscous damping coefficients c1,2,3 0.262 Ns/m

Effort-force observer gain geff 628 rad/s

Disturbance observer gain gdist 628 rad/s

Low-pass filter gain gl 1000 rad/s

Sampling time Ts 1 ms

ẋp =




0 1 0 0 0 0
−k
m1

−c
m1

k
m1

c
m1

0 0

0 0 0 1 0 0
k

m2

c
m2

−2k
m2

−2c
m2

k
m2

c
m2

0 0 0 0 0 1

0 0 k
m3

c
m3

−k
m3

−c
m3




xp +




0
1

m1

0

0

0

0




e(xa, xp) (4.23)

Table. 4.1 includes the numerical parameters of (4.22) and (4.23). If matrix
(
A +

MZ
)
was stable, the estimation error will converge to zero for any initial error vector

e(0), i.e., the subsystem states x̂p(t) will converge to xp(t) regardless to the initial
value of the estimated and actual states x̂p(0) and xp(0), respectively.

Assuming that the dominant poles of
(
A + MZ

)
are required to be placed at

(−0.5±1j) in the left-half plane which is twice faster than system (4.1) poles. There-
fore, the state observer gain vector can be shown to be [17.9635 2.0113 12.4557 −
0.0885 0.8429 − 0.1570 − 10.3876 3.6523]. The previous observer gains can be ob-
tained by directly substituting the desired dominant observer poles in (4.21). The
estimated states versus the actual ones are depicted in Fig. 4.2 where the transient
time of the estimated states to the actual ones is due to the phase lag induced by
each observer associated with the overall effort-based state observer. Therefore, the
transient time can be shortened by adjusting the observer scaler and vector gains,
values of the observer gains are included in Table. 4.1.

In order to investigate sensitivity of the outlined state observer to parameter
uncertainties used in (4.22), we consider parameter uncertainties. Therefore, the
state observer can be written as

˙̂x = Ax̂ + Bu + M
(
e(u, xa)− e(xa, x̂p)

)
(4.24)
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Figure 4.2: States estimation results of a dynamical subsystem with 3-Dof through
measurements taken from its single input.
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A = A + ∆A (4.25)
B = B + ∆B

∆A and ∆B represent deviation of the system parameters from the nominal ones. A
and B are the perturbed system matrix and input vector, respectively. In the pre-
vious example we assume that the nominal stiffness differs from the actual one with
50% while nominal masses and viscous damping coefficients differ from the actual
ones with 25%. The dominant poles of the observer are required to be placed in the
same location as the previous test. Fig. 4.3 illustrates the estimated states versus
the actual ones when parameter uncertainties are considered. Thus, the proposed
observer can be used even if the identified system parameters are uncertain. Similar
to Fig. 4.2, Fig. 4.3 illustrates that state observer accuracy and response depend
entirely on the disturbance and reaction force observers. Thus, depending on the
amount of phase lag each low-pass filter induces. This in turn implies that accuracy
and response time of the outlined state observer can be improved by adjusting the
cut-off frequencies of these force observers. It can be shown from Fig. 4.3 that in
the presence of parameter deviations, the convergence time of the state variables is
increased. Therefore, it is crucial to study robustness of the outlined effort-based
state observer so as to understand its performance under certain conditions. Al-
though the results depicted in Fig. 4.3 are obtained in the presence of parameter
deviation, stability margins have to be studied to indicate how much the observer
can tolerate with both parameter uncertainties and induced phase lags.

4.1.3 Robustness analysis

Robustness of the effort-based state observer is a key issue that has to be ad-
dressed in order to anticipate its performance in the presence of parameter de-
viation, unknown initial conditions, model uncertainties and external disturbances
[Bor-Sen 1989]. In order to study the robustness of the effort-based state observer we
consider the outlined dynamical system with three degrees of freedom (n−r = 3) in-
terconnected with another system with single degree of freedom (r = 1) via a spring
energy storage element and energy dissipation element. Considering the transfer
functions between the input u and the estimation error vector e. Then by some
algebraic manipulations and block diagram algebra we can derive the transfer func-
tions between the input u and each scaler estimation error ei where i = 1, . . . , n− r

that is equal to the degree of the dynamical subsystem with inaccessible or not
available state variables for measurement.

The mappings between the input and the estimation error output ei includes
the dynamics of the control system, the plant and the effort-based state observer.
Robustness of the observer depends on few issues such as model uncertainty, un-
known initial conditions and parameter deviations. Therefore, if we examined the
gain margins of the these mappings we can conclude whether the effort-based state
observer can withstand greater deviations in its parameters before becoming unsta-
ble in closed loop. On the other hand, due to the structure of the effort-based state
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Figure 4.3: States estimation results of a dynamical subsystem with 3-Dof under
parameter uncertainties (25% deviation of viscous damping coefficient and masses -
50% deviation of stiffness).
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observer, each single observer induces certain amount of phase lag into the system
open loop. Therefore, it would be natural to examine the input and estimation
errors mappings phase margins in order to provide a measure for system tolerance
to the induced effort observer phase lag before making the closed loop system un-
stable. The gain and phase margin for the input and estimation errors mappings
are included in Fig. 4.4 and Fig. 4.5 through the Nyquist and frequency response
plots.

It can be shown from these analysis and the illustrated results that the phase and
gain margins of the mapping between the input and the estimation error between
the actual first mass position and its position estimate are Gm = 23.2 dB and
Pm = 97.8 deg, respectively as depicted in Fig. 4.4-a and 4.5-a. For the input and
estimation error of the fourth state (first non-collocated mass velocity) mapping,
the gain and phase margins are Gm = 37.5 dB and Pm = 97.8 deg, respectively as
depicted in Fig. 4.4-b and 4.5-b. Similarly, the mapping between the input and the
estimation error of the second mass position and its estimate has gain and phase
margins of Gm = 28.4 dB and Pm = 74.8 deg, respectively as depicted in Fig. 4.4-c
and 4.5-c. The gain and phase margins for the input and estimation error of the
actual second mass velocity and its estimate are Gm = 44 dB and Pm = 97.8 deg,
respectively as depicted in Fig. 4.4-d and 4.5-d.

The gain and phase margins of the input and estimation error mappings illus-
trates that the estimation error has a satisfactory stability margins for both the
deviation in the parameters used to construct the effort-based state observer in
terms of gain margin, and has satisfactory tolerance to the induced phase lag by the
observer in terms of phase margin. We further illustrate a time domain representa-
tion of the error dynamics in Fig. 4.6. An impulse input is induced to the system
as the input, then it can be shown from Fig. 4.6 that the estimation error converges
to zero in finite time.

The previous analysis and results are obtained for the effort-based state observer
gains and plant parameters included in Table. 4.1. The indicated stability margins
of the effort-based state observer explain its robustness to the parameter deviation in
terms of the perturbed matrices A and B, the simulation and experimental results of
the effort-based state observer performance in the presence of parameter deviations
are illustrated in Fig. 4.3 and Fig. 4.7, respectively.

4.1.4 Observer again adjustment procedure

Adjusting the scaler and vector gains of the effort-based state observer requires
considering the tradeoffs between stability and performance of the observer. Firstly,
the dynamical models and the interconnection among the dynamical systems have to
be investigated in order to decide about the order of the polynomial that represents
the feedback-like effort-force. Secondly, the observer relies on measurements taken
from a dynamical subsystem with accessible state variables in order to estimate
state variables of another subsystem with inaccessible state variables and outputs.
Therefore, for these measurements, position or velocity sensors might be utilized.
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Figure 4.4: Nyquist diagrams of the input and estimation error output mappings.

The bandwidth of the sensor noise has to be determined since this bandwidth will
be considered as a constrain during the selection of the observer scaler gains or
the cut-off frequencies. As soon as the first and second points are considered, the
feedback-like effort-force along with the parameter induced disturbance forces can
be estimated through an observer with the proper gains and order depending on the
order of the polynomial that models the effort-force and the sensor noise bandwidth.

The feedback-like effort-force has to be decoupled from the other force com-
ponents induced due to the dependence of these observer on nominal plants and
parameters. Therefore, an off-line parameter deviation identification experimental
procedure has to be carried out in order to determine the parameter deviations then
use them in the realization of the effort-force observer. Again, the order and gains
of this observer have to be selected and limited with the model of the effort-force
and the sensor noise bandwidth, respectively.

Based on the model of each dynamical system (so far, we considered systems
with linear dynamics, in the upcoming sections, more general system are going to
be considered) a Luenberger-like effort-based state observer has to be designed then
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Figure 4.5: Bode plots of the input and estimation error output mappings.

the observer vector gain can be determined by directly substituting the desired
observer dominant poles in (4.21). Unfortunately, a reduced order observer cannot
be realized due to the absence of the state variables and the dependence of the effort-
based state observer on the feedback-like effort-forces. Nevertheless, the robustness
and the performance showed by the outlined error dynamics and analysis indicate
effectiveness of the observer in estimating the state variables of dynamical systems
with inaccessible state variables and outputs even in the presence of parameter
deviations and model uncertainties.

4.1.5 Results

An experimental setup similar system to the one described in (4.1.2) is utilized in
order to experimentally verify the validity of the outlined effort-based state observer
with the same experimental parameters included in Table. 4.1. Experimentally, a
similar effort-based state observer like the one depicted in Fig. 4.1 is utilized in
estimating the state variables of the dynamical system with 3-DOF and inaccessible
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Figure 4.6: Impulse response of the input and estimation error output mappings.

state variables. The experimental setup is explained in Appendix A with more
details. The experimental results of the state variables estimation are illustrated
in Fig. 4.7-a-c-e. The experimental result of the state estimation process in the
presence of parameters uncertainties (10% deviation of viscous damping coefficient
and masses - 20% deviation of stiffness) are illustrated in Fig. 4.7-b-d-f.

Due to the abrupt oscillations of the non-collocated masses, the observer poorly
estimated the transient response and allowed the estimated states to converge in the
steady state. This is due to the order of the effort-force observer associated with the
effort-based state observer. Increasing the order of the disturbance and effort-force
observers would allow modeling the incident effort-forces accurately but with the
cost of decreased phase margins due to the induced phase lags by the higher order
observers.

In order to illustrate the effect of the disturbance or force observers sensitivity
functions on the performance of the effort-based state observer, abrupt changes in
the actual responses of each degree of freedom are avoided. In other words, the
oscillatory response by the induced excitation is avoided. Fig. 4.8 illustrates the
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Figure 4.7: Estimated versus actual state variables experimental results in the ab-
sence and presence of parameter deviations from the actual ones.



4.2. Effort Based Observer for Non-linear Systems 63

response of the subsystem along with the estimated states. In this case, the effort-
based state observer provides satisfactory estimation results in both transient and
steady state since each of the three observers is properly functioning. Whereas, in
Fig. 4.7 the disturbance observer was not able to estimate the actual effort-forces
since the excitation was beyond its sensitivity function. Fig. 4.8-e-f illustrates the
position and velocity tracking errors between actual and estimated states of the first
non-collocated mass of the flexible dynamical subsystem.

In order to illustrate the performance of the effort-based state observer in esti-
mating state variables of the same dynamical subsystem when it undergoes arbitrary
motion with higher frequencies, the system was excited to undergo the arbitrary mo-
tions maneuvers depicted in Fig. 4.9. As it is illustrated, the performance of the
effort-based state observer is satisfactory which indicates that each single observer
within the overall effort-based state observer is designed properly.

4.1.6 Summary and discussion

It was shown that systems with linear dynamics of the form (4.1) can be written
such that the feedback-like effort-forces from a subsystem with inaccessible state
variables is revealed. The effort-forces are conceptually considered as feedback-
like forces and injected onto an observer structure in order to enforce asymptotic
estimation error dynamics. The obtained error dynamics proved that, if the matrix(
A + MZ

)
was stable, the estimation error will converge to zero for any initial error

vector e(0), i.e., the subsystem states x̂p(t) will converge to xp(t) regardless to the
initial value of the estimated and actual states x̂p(0) and xp(0), respectively.

Necessary and sufficient conditions for observability of state variable of these
class of dynamical system with inaccessible outputs were driven. It was shown that
for a dynamical system with linear dynamics, the system matrix has to have distinct
eigenvalues if the states of any of its dynamical subsystems have to be estimated in
the absence of its state variables and outputs.

Robustness of the outlined state observer is studied and experimentally evaluated
for a range of parameter deviations and uncertainties. In addition, a gain adjustment
procedure for designing the effort-based state observer is explained in details based
on the tradeoffs between performance and robustness. Performance in terms of
accuracy of modeling the exact effort-forces through higher order observers and fast
construction of the state variables by increasing the observer gains, on the one hand.
Robustness in terms of stability margins which are affected by the induced phase
lag by the higher order observer and bandwidth limitation due to the sensor noise
bandwidth, on the other.

4.2 Effort Based Observer for Non-linear Systems

The energy based state estimation formalism is general and can be extended for a
wide class of dynamical systems with linear and nonlinear dynamics. Therefore, in
the sequel, possibility of extending the previous effort-based state observer for more



64 Chapter 4. State Observer for Systems with Inaccessible Outputs

2 4 6 8 10
−0.01

−0.005

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

Time (s)

P
o

si
tio

n
 (

m
)

 

 
x

p

1

x̂
p

1

(a) xp
1 vs. x̂1

p (1st mass position)

2 4 6 8 10
−0.01

−0.005

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

Time (s)
P

o
si

tio
n

 (
m

)

 

 
x

p

3

x̂
p

3

(b) xp
3 vs. x̂p

3 (2nd mass position)

2 4 6 8 10
−0.1

−0.08

−0.06

−0.04

−0.02

0

0.02

0.04

0.06

0.08

0.1

Time (s)

V
e

lo
ci

ty
 (

m
/s

)

 

 
x

p

2

x̂
p

2

(c) x2
p vs. x̂p

2 (1st mass velocity)

2 4 6 8 10

−0.1

−0.08

−0.06

−0.04

−0.02

0

0.02

0.04

0.06

0.08

Time (s)

V
e

lo
ci

ty
 (

m
/s

)

 

 
x

p

4

x̂
p

4

(d) xp
4 vs. x̂p

4 (2nd mass velocity)

1.4 1.6 1.8 2 2.2 2.4
−6

−4

−2

0

2

4

6

x 10
−3

Time (s)

P
o

si
tio

n
 t

ra
ck

in
g

 e
rr

o
r 

(m
)

 

 
e
1

p

(e) position estimation error

1.4 1.6 1.8 2 2.2 2.4
−0.02

−0.01

0

0.01

0.02

0.03

0.04

Time (s)

V
e

lo
ci

ty
 t

ra
ck

in
g

 e
rr

o
r 

(m
/s

)

 

 
e
2

p

(f) velocity estimation error

Figure 4.8: Estimated versus actual state variables experimental results using the
effort-based state observer.
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Figure 4.9: Experimental result of the state estimation through the effort-based
state observer.

general systems with nonlinear dynamics is investigated. Similarly, estimation error
stability is studied along with the robustness of the estimation process.

4.2.1 Observer for Quasi-nonlinear system with linear effort map-
ping

Considering the class of nonlinear dynamical system described by,

ẋ = Ax + Bu + Φ(x, u) (4.26)

where Φ(x, u) is a Lipschitz nonlinearity with a Lipschitz constant γ ∈ R+, i.e.,

‖ Φ(x, u)− Φ(x̂, u) ‖2 ≤ γ ‖ x− x̂ ‖2 (4.27)

we assume that the effort mapping is linear. The effort-based state observer for the
system (4.26) is,

˙̂x = Ax̂ + Bu + Φ(x̂, u) + M
(
ê(u, xa)− e(xa, x̂p)

)
(4.28)
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we further assume that the Dirac structure is described by,

fs = em = y , fm = es − ed + u

The estimation error dynamics can be shown to be given by,

ė = A(x− x̂) + Φ(x, u)− Φ(x̂, u)−M
[
ê(u, xa)− e(xa, x̂p)

]
(4.29)

= Ae + Φ(x, u)− Φ(x̂, u)−M
[
e(xa, xp)− e(xa, x̂p)− (

1−G(s)
)
∆e(xa, xp)

]

According to the interconnection along the power-port defined by the Dirac
structure, the error dynamics can be written as

ė = Ae + M
[
cL2 + kL1

]
e + Φ(x, u)− Φ(x̂, u) (4.30)

therefore, the error dynamics is

ė =
(
A + M

[
cL2 + kL1

])
e + Φ(x, u)− Φ(x̂, u) (4.31)

For exponential stability of the error dynamics,
(
A+M

[
cL2+kL1

])
< 0 and Φ(x, u)−

Φ(x̂, u) = 0 have to be satisfied. By considering the following Lyapunov function

V = eTP e (4.32)

where P = P T and P > 0, the time derivative of (4.32) is,

V̇ =
(
eTAT +

[
Φ(x, u)− Φ(x̂, u)

]T)
P e + eTP

(Ae +
[
Φ(x, u)− Φ(x̂, u)

])
(4.33)

= eTATP e +
[
Φ(x, u)− Φ(x̂, u)

]T
P e + eTPAe + eTP

[
Φ(x, u)− Φ(x̂, u)

]

where
A = A + M

[
cL2 + kL1

]

since
V̇ = eT

[ATP + PA]
e + 2eTP

[
Φ(x, u)− Φ(x̂, u)

]
(4.34)

using (4.27) we obtain

2eTP
[
Φ(x, u)− Φ(x̂, u)

] ≤ 2γ ‖ P e ‖‖ e ‖ (4.35)

we further define a , 2γ ‖ P e ‖ and b ,‖ e ‖, then with the algebraic relation
ab ≤ a2

4 + b2 [Rajamani 1995b], (4.35) can be written as follows

2eTP
[
Φ(x, u)− Φ(x̂, u)

] ≤ γ2eTPTP e + eTe (4.36)

then it can be shown that (4.34) is,

V̇ = eT
[ATP + PA]

e + γ2eTPTP e + eTe (4.37)

= eT
[ATP + PA+ γ2PTP + I

]
e
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Therefore, the following inequality has to be satisfied in order to make the Lyapunov
function candidate (4.32) negative definite,

ATP + PA+ γ2PTP + I < 0 (4.38)

or equivalently,

AT +
[
cL2 + kL1

]T
MTP + PM

[
cL2 + kL1

]
+ PA + I + γ2PTP < 0

the previous inequalities can be represented using the following Linear matrix in-
equality through the Schur complement,

A−BD−1C < 0 , D > 0 ⇔
[

A B

C D

]
< 0 (4.39)

therefore, the previous inequalities can be represented as,
[ ATP + PA+ I PT

P − 1
γ2 I

]
< 0 (4.40)

and in satisfying the previous inequality we have to search for the effort-based
state observer vector gain M and the positive definite matrix P such that (4.40)
is satisfied. In general, the previous matrix inequality can be used to find the
maximum Lipschitz constant for which asymptotic stability of the error dynamics
is guaranteed [Rajamani 1995a].

4.2.2 Single-link robot manipulator example

Considering a single-link robot manipulator with flexible joint with torsional spring
constant k, the dynamical model of this system is [Perla 2005],

Jθ̈m − k(θl − θm) = u (4.41)

Iθ̈l + Mgl sin θl + k(θl − θm) = 0 (4.42)

where I and J are the inertias of the actuator and the robot single-link, respectively.
θm and θl are the positions of the actuator and link, M , l and g are the link mass,
length and gravitational constant, respectively. For the previous dynamical system
we can use an effort-based state observer of the form (4.28). Similar to the linear
case, the effort-force observer has to be designed in order to estimate the feedback-
like force or the effort-force k(θl − θm) from (4.41). The effort-based state observer
vector gain has to be selected such that the linear matric inequality (4.40) is satisfied.
The state space representation of the dynamical system (4.41) and (4.42) is,




ẋ1

ẋ2

ẋ3

ẋ4




=




0 1 0 0

− k
J 0 k

J 0

0 0 0 1
k
I 0 −k

I 0







x1

x2

x3

x4




+




0
1
J

0

0




u +




0

0

0

−Mgl
I sin(x3)




(4.43)
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Figure 4.10: State estimation results.

in order to further proceed in designing the effort-based state observer, we have to
put (4.43) in the standard form shown in section 4.1, at which the state variables that
are available for measurement can be separated from those that cannot be measured,
in addition to revealing the effort feedback-like force between their subsystems upon
the Dirac structure representation of the power-conserving interconnection,

fs = em = y , fm = −es + u

we obtain,



ẋa

−−
ẋp


 =




Aa | ∅
−− | −−
∅ | ∅







xa

−−
xp


 +




∅ | ∅
−− | −−
∅ | Ap







xa

−−
xp


 +




Ba

−−
∅


u

+







∅
−−
Bp


 +




Beff

−−
∅





 e(xa, xp) +




∅
−−

Φ(x, u)




therefore,
[

ẋa
1

ẋa
2

]
=

[
0 1

0 0

][
xp

1

xp
2

]
+

[
0

1/J

]
ua +

[
0

1/J

]
e(xa, xp) (4.44)

[
ẋp

1

ẋp
2

]
=

[
0 1

0 0

][
xp

1

xp
2

]
+

[
0

−1
I

]
e(xa, xp) +

[
0

−Mgl
I sin(xp1)

]
(4.45)

From the partitioned representation of the system we can determine the feedback-like
effort-force from the dynamical subsystem with accessible state variables (4.44) in
order to design the effort-based state observer to estimate the states of the nonlinear
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Figure 4.11: State estimation results in the presence of different initial conditions
∆x3(0) = 0.5 rad and ∆x4(0) = 0.1 rad/s.

dynamical subsystem with inaccessible state variables (4.45). Therefore, an effort-
force observer has to be designed to estimate e(xa, xp) using (4.44). As soon as
the effort-force is estimated, we can design effort-based state observer of the form
(4.28). Fig. 4.10 illustrates the simulation results of the effort-based state observer
for the single-link robot manipulator after selecting the observer vector gain M such
that the linear matrix inequality (4.40) is satisfied.

In order to further examine the robustness of the effort-based state observer, we
consider a deviation in the initial conditions of the actual and estimated states. A
deviation of 0.5 rad and 0.1 rad/s is added to the estimated angular position and
velocity of the single-link manipulator. The simulation results depicted in Fig. 4.11
illustrates how the estimated states converge to the actual ones even in the presence
of different initial conditions. Similarly, in Fig. 4.12 illustrates the simulation states
estimation results when the deviation between the initial estimated states and actual
ones are −0.5 rad and 0.5 rad/s for the single-link manipulator angular position
and angular velocity, respectively. Again the depicted results show satisfactory
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(b) estimated vs actual link angular velocity
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(c) magnified plot
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Figure 4.12: State estimation results in the presence of different initial conditions
∆x3(0) = −0.5 rad and ∆x4(0) = 0.5 rad/s.

robustness of the observer performance for unknown initial conditions. It is worth
noting that using the depicted parameters in Table. 4.2 along with selecting the
symmetric positive definite matrix P as unity with the proper dimension, the energy
based state observer gain vector of [0.51 0.01 − 0.301 0.1] would satisfy the
inequality (4.40). This gain vector along with the scaler gains included in Table.
4.2 are utilized throughout the simulations outlined in this section.

It is commonly agreed that the linear matric inequality can be used in the de-
termination of the vector M such that the Lipschitz constant is maximized, i.e.,
maximizing the Lipschitz constant can be set as a performance index for an opti-
mization problem constrained with the linear matrix inequality (4.40). This indi-
cates that better results and larger range of robustness and estimation stability can
be obtained when the observer gain vector is obtained throughout an optimization
procedure.
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4.2.3 Observer for Quasi-nonlinear system with nonlinear effort
mapping

Consider the same dynamical system described by (4.26) except that the inter-
connection between its dynamical subsystem with inaccessible state variables and
another subsystem with accessible state variables is described by a nonlinear func-
tion, i.e., the effort-force is nonlinear. The effort-based state observer in this case
can be expressed as follows,

˙̂x = Ax̂ + Bu + Φ(x̂, u) + M
(
e(x)− e(x̂)

)
(4.46)

here Φ(x, u) and e(x) are Lipschitz nonlinearities with Lipschitz constants γ ∈ R+

and β ∈ R+, respectively, i.e.,

‖ Φ(x, u)− Φ(x̂, u) ‖2 ≤ γ ‖ x− x̂ ‖2

‖ e(x)− e(x̂) ‖2 ≤ β ‖ x− x̂ ‖2 (4.47)

subtracting (4.26) and (4.46), we obtain the following error dynamics

ė = A(x− x̂) + Φ(x, u)− Φ(x̂, u)−M
(
e(x)− e(x̂)

)
(4.48)

we further define the following Lyapunov function V = eTP e with the same sym-
metric positive matric P , its time derivative is V̇ = ėTP e + eTP ė therefore,

V̇ = eT(ATP + PA)e + 2eTP
(
Φ(x, u)− Φ(x̂, u)

)− 2eTPM
(
e(x)− e(x̂)

)
(4.49)

it can be shown that

2eTP
[
Φ(x, u)− Φ(x̂, u)

] ≤ 2γ ‖ P e ‖‖ e ‖ (4.50)

2eTPM
[
e(x)− e(x̂)

] ≤ 2β ‖ PMe ‖‖ e ‖ (4.51)

therefore,
2eTP

[
Φ(x, u)− Φ(x̂, u)

] ≤ γ2eTPTPAe + eTe (4.52)

2eTPM
[
e(x)− e(x̂)

] ≤ β2eT(PM)TPMe + eTe (4.53)

using (4.52) and (4.53) in (4.49) we obtain

V̇ = eT
[
ATP + PA + γ2PP − β2MTPTPM

]
e (4.54)

then the following inequality has to be satisfied in order to make the Lyapunov
function negative definite

ATP + PA + γ2PP − β2MTPTPM < 0 (4.55)

Similar to (4.40) the previous inequality can be represented using the Schur com-
plement (4.39) as a linear matrix inequality [Zhu 2002].
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4.2.4 Cart-pendulum example

Considering a cart-inverted pendulum system in order to illustrate the validity of
the outlined energy based state observer for this class of nonlinear dynamical system
with nonlinear effort feedback-like force. The dynamic equations of this system are
[Utkin 1999],

(M + m)ẍ + mlθ̈ cos θ −mlθ̇2 sin θ = u (4.56)

4
3
mlθ̈ + mẍ cos θ −mg sin θ = 0 (4.57)

M and m are the masses of the cart and the inverted pendulum, respectively. l

is the distance from the center of gravity of the link to its attachment point. x

represents the coordinate of the cart on the horizontal axis, θ is the rotational angle
of the inverted pendulum. u is the input control force. It can be easily shown
from the previous model that the interconnection between the cart and the inverted
pendulum is governed by a nonlinear function. Therefore, we attempt to estimate
the inaccessible state variables of the inverted pendulum using the energy based state
observer (4.46). Firstly, we have to represent the previous model in the standard
partitioned state space representation in order to reveal the incident feedback-like
effort-force,

[
ẋa

1

ẋa
2

]
=

[
0 1

0 0

][
xp

1

xp
2

]
+

[
0
4
3k

]
u +

[
0
m
k

]
e(xa, xp) (4.58)

k =
4
3
(M + m)−m cos2 θ

it can be shown that the incident feedback-like effort-force can be expressed as
follows

e(xa, xp) =
4
3
lθ̇2 sin θ − g cos θ sin θ (4.59)

which can be estimated using the effort-force observer that can be implemented
on system (4.58). The estimated effort-force can then be injected onto the energy
based state observer (4.46) to estimate the inaccessible state variables and outputs
of the pendulum subsystem (angular position and velocity). The energy based state
observer gain vector has to be selected such that the inequality (4.55) is satisfied.
Therefore, the problem of designing a state observer for this class of dynamical
system is equivalent to the search problem of a vector M and a positive symmetric
definite matrix P that satisfy (4.55) assuming that the scaler gains associated with
the effort-force and disturbance observers are properly determined such that the
estimated effort-force converges to the actual effort-force with minimum amount of
phase lag such that the overall robustness of the observer is preserved.

The simulation results of the previous example are illustrated in Fig. 4.13 at
which the actual angular position and velocity of the pendulum are plotted versus
the estimated ones. The simulation result is obtained in the presence of 18 deg and
3 deg/s difference between the actual and estimated initial conditions in order to
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(a) estimated vs actual pendulum angular posi-
tion
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(b) estimated vs actual pendulum velocity
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(c) magnified plot
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(d) magnified plot

Figure 4.13: State estimation results in the presence of different initial conditions
∆x3(0) = 18 deg and ∆x4(0) = 3 deg/s.

examine the robustness of the energy based state observer for unknown initial condi-
tions. Fig. 4.14 illustrates a similar simulation result with more severe deviation in
the initial conditions in order to further examine the robustness of the outlined state
observer. The induced deviation in the initial conditions are 45 deg and −9 deg/s

for the angular initial position and angular initial velocity, respectively. As shown
in Fig. 4.14 the estimated states converge after some transient to the actual ones in
approximately 0.5 s.

The previous observer is fairly general as it can be implemented on more general
forms of nonlinear dynamical systems if certain necessary and sufficient conditions
for transforming the more general form of nonlinear system into the Quasi-nonlinear
forms we considered so far, are satisfied. In the upcoming subsection, the generality
of the effort-based state observer formalism is studied.

It is worth noting that using the depicted parameters in Table. 4.2 along with
selecting the symmetric positive definite matrix P as unity with the proper dimen-



74 Chapter 4. State Observer for Systems with Inaccessible Outputs

0 0.5 1 1.5 2
−40

−30

−20

−10

0

10

20

Time (sec)

A
ng

ul
ar

 p
os

iti
on

 (
de

g)

 

 
x

p

3

x̂
p

3

(a) estimated vs actual pendulum position
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(b) estimated vs actual pendulum angular veloc-
ity
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(d) magnified plot

Figure 4.14: State estimation results in the presence of different initial conditions
∆x3(0) = 45 deg and ∆x4(0) = −9 deg/s.

sion, the effort-based state observer gain vector of [0.1 0.1 0.2 0.1] would satisfy the
inequality (4.55). This gain vector along with the scaler gains included in Table.
4.2 are utilized throughout the simulations outlined in this subsection.

4.2.5 Generality of the energy based state observer formalism

Considering a class of nonlinear dynamical systems of the form

ẋ = f(x, u) , y = h(x) (4.60)

where x ∈ Rn and y ∈ Rp are the states and output vectors respectively. h :
Rn 7→ R and f : Rn 7→ Rn are smooth function and vector field, respectively. The
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Table 4.2: Simulation parameters
Single-link manipulator Parameters Value Unit

torsional stiffness k 100 N.m

motor inertia J 0.019 kg

single-link inertia I 503.96 N/m

gravity constant g 9.8 m/s2

link length L 1.0 m

Cart-inverted pendulum Parameters Value Unit

cart mass M 1.0 kg

pendulum mass m 1.0 kg

distance from center of gravity to joint l 1.0 m

effort-observer gain geff 628 rad/s

disturbance force observer gain gdist 628 rad/s

observability matrix of system (4.60) is,

O =




dh

d(Lfh)

d(LfLfh)
...




(4.61)

where Lfh is the Lie derivative of h with respect to f and can be determined by
the following dot product

Lfh =< dh, f >= ∇h.f (4.62)

the Jacobian matrix of the transformation T can be expressed as [Hermann 1977],

∂T

∂z
=

[
(ad0f,

∂T

∂z1
), (ad1f,

∂T

∂z1
), (ad2f,

∂T

∂z1
)
]

(4.63)

where ∂T
∂z1

is the last column of O−1. Applying the transformation matrix T on
system (4.60) we obtain

ż = Az + Φ(z, u) (4.64)

It should be clear that system (4.64) is similar to the systems we have considered
so far throughout this chapter. Therefore, it would be far to say that the class of
dynamical system we considered and the proposed effort-based state observer for,
are fairly general.
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4.2.6 Summary and discussion

In order to estimate state variables of dynamical subsystem which does not have
any accessible outputs, the effort-forces along the power-conserving power ports
of this system can be conceptually considered as natural feedbacks that can be
utilized as basis in the design and realization of the what’s called effort-based state
observers. Due to the dependence of the effort-forces on the Dirac structure of the
interconnected subsystems, observability is based on the availability of this effort
variables rather than the outputs. Therefore, necessary and sufficient conditions for
observability are derived and it was shown that in order to observe the states of a
dynamical subsystem with inaccessible outputs, the effort-forces can be conceptually
considered as input and the system is observable from the input and effort-force pair
providing that its eigenvalues are distinct.

The stability of the estimation error dynamics is studied and derived for systems
with linear dynamics, Quasi-nonlinear dynamics and for different cases at which the
effort-feedback-like forces are governed by linear and nonlinear functions. For the
systems with linear dynamics necessary and sufficient conditions for the exponential
asymptotic stability of the estimation error dynamics are derived. For systems
with Quasi-nonlinear dynamics, necessary and sufficient conditions for asymptotic
estimation error stability are derived in terms of linear matrix inequalities. These
inequalities can be considered as constrains for an optimization problem at which
the objective is to maximize the Lipschitz constant in order to obtain the optimum
effort-based state observer gain vector that provides asymptotic stability of the
estimation error for larger range of robustness and estimation stability.

4.3 Hybrid State Observers

4.3.1 Overview

It is often the case that, few state variables of the dynamical system are available
for measurement. In this case, the available system outputs can be used along with
the estimated feedback-like effort-forces in order to realize hybrid state observers or
observers at which the estimation error dynamics is enforced to be asymptotically
stable by both the measured flow variables and the incident feedback-like effort
variables. Indeed, if the observability pair of a dynamical system is full ranked and
its state variables are available for measurement, state observers can be designed and
the observer poles can be placed in any desired location within the complex plane.
Therefore, it is intuitively clear that in the presence of few measurement from an
observable dynamical system, injecting the estimated effort-forces onto the observer
structure to realize a hybrid state observer would not affect the convergence rate
of the state variable reconstruction. However, presence of the feedback-like effort-
forces allows investigating possibilities of designing reduced order state observers
when few measurements are available for measurement.
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4.3.2 Observer structure

Consider the linear time-invariant system (4.1), that can be written in the standard
form (4.3) and (4.4), here we relax our previous constrains about the inaccessibility
of the dynamical system (4.4) state variables. Therefore, we assume that their exist
(n − r − l) state variables that can be measured from the dynamical system (4.4).
Due to the availability of system state variables along with the natural feedback-like
effort-force, it would be natural to devise state observer of the following form

˙̂x = Ax̂ + Bu + λL(y − ŷ) + (1− λ)M
(
ê(u, xa)− e(xa, x̂p)

)
(4.65)

where λ ∈ R+ is a small positive parameter (0< λ <1). The function e(.) can be
determined upon the Dirac structure interconnection definition of the interconnected
systems (4.3) and (4.4). Here, the reconstruction of the estimated states is performed
through the injected flow and effort based estimation error. When state variables
are available for measurement, we can set λ = 1, whereas in the absence of system
(4.4) state variables we can set λ = 0. In order to study the error dynamics of the
Hybrid observer (4.65), the Dirac structure interconnection has to be defined. We
assume that the interconnection between systems (4.3) and (4.4) can be modeled
with a spring energy storage element and an energy dissipation element. The Dirac
structure therefore is

f s = em = y , fm = es − ed + u (4.66)

now, we can write the estimation error x̃ dynamics
˙̃x = Ax̃ + λL(Cx̃− Cx̃)− (1− λ)M(c ˙̃x

p

i + kx̃p
i ) (4.67)

where i is the index for the degree of freedom at which the power-conserving in-
terconnection occur between the dynamical subsystems with and without accessible
state variables for measurements. It can be shown that,

x̃p
i =

[
0 · · · 0︸ ︷︷ ︸

r

l1 0 . . . 0︸ ︷︷ ︸
n−r

]
e = L1x̃ (4.68)

similarly,
˙̃x
p

i =
[

0 · · · 0︸ ︷︷ ︸
r

l2 0 . . . 0︸ ︷︷ ︸
n−r

]
ė = L2x̃ (4.69)

where L1 ∈ R1×n and L2 ∈ R1×n, l1 = l2 = 1 with the index (r + i) and (r + i + 1)
along the vector L1 and L2, respectively. therefore,

˙̃x = (A− λLC)x̃ + (1− λ)M
(
cL2 + kL2

)
x̃ (4.70)

rearranging the terms, we obtain the following estimation error dynamics
˙̃x =

[
(A− λLC) + (1− λ)M

(
cL2 + kL2

)]
x̃ (4.71)

If the matrix
[
(A− λLC) + (1− λ)M

(
cL2 + kL2

)]
was stable, the estimation error

will converge to zero for any initial error vector x̃(0), i.e., the estimated states x̂ will
converge to x regardless to the initial value of the estimated and actual states x̂(0)
and x(0), respectively.
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4.4 Effort based Observer Possible Implementations

4.4.1 Overview

By a careful look at the literature survey of the relevant existing state variables ob-
servers, we can conclude that they can be categorized as flow -based state observers.
Their structure depends on injecting all the possible measured flow variables or their
integrals onto their structures in order to enforce certain error dynamical behavior.
These observer have different structures and consequently different robustness to
many aspects such as estimation robustness to unknown initial conditions, model
uncertainties and parameter deviations. For instant, the sliding mode state observer
was claimed to result in superb system performance in terms of insensitivity to pa-
rameter deviations and complete rejection of disturbances. This observer can be,
indeed categorized as a flow -based state observer as the flow variables have to be
measured and injected onto its structure. A question naturally rises, is it possible
to benefit from the different structures of the relevant existing state observers which
commonly agreed to have superb performances when the flow are altered with the
effort variables. briefly, we will consider few well-known observers and examine how
to turn them from flow -based into effort-based state observers.

4.4.2 Luenberger state observer

The well known Luenberger state observer has the following form

˙̂x = Ax̂ + Bu + L(Y − Ŷ) (4.72)

Where L is the observer gain matrix which has to be selected such that the ma-
trix (A− LC) is Hurwitz. It was shown throughout this chapter that the previous
structure can be preserved while altering the unavailable outputs and state variables
Y with the natural feedback effort-forces e. However, the error dynamics turned
out to be nontrivial. In other words, the error dynamics has a form that depends
on the definition of the Dirac structure of the interconnection between the dynam-
ical subsystem with accessible state variables and the other with inaccessible state
variables. Nevertheless, it can be easily shown that the interconnection between
dynamical systems in terms of Dirac structures is limited to few models. All these
models are studied in this chapter in the previous sections with explicit derivations
of the error dynamics.

Strictly speaking, if the Dirac structure defines the interconnection in terms of
an energy storage element with energy storage function 1

2kx2, stable error dynamics
can be obtained if the matrix (A+kML) is Hurwitz. Similarly, if the Dirac structure
describe the interconnection in terms of an energy storage element along with the
constitutive relation e = z(f) = cf , then stable error dynamics can be obtained if the
matrix A+M

[
cL2+kL1

]
is Hurwitz. Therefore, the class of observers represented in

the Luenberger form can be simply altered to be effort-based when states or outputs
of a dynamical subsystem are not available for measurement.
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The previous observer structure based on the effort variable was examined
throughout this chapter and showed satisfactory robustness in terms of unknown
initial condition and model uncertainties using experiments and simulation results

4.4.3 High gain state observer

Many mechanical systems can be represented by the following form

ẋ1 = x2 , ẋ2 = f(x1, x2, u) , y = x1 (4.73)

the high-gain observer for such system is,

˙̂x1 = x̂2 +
k1

ε
(y − ŷ) , ˙̂x2 =

k2

ε2
(y − ŷ) , ŷ = x̂1 (4.74)

where ε ∈ R+ is a small positive parameter (0< ε <1), k1 ∈ R+ and k2 ∈ R+ are
positive constants that must be chosen such that,

[ −k1 1

−k2 0

]
< 0

under the previous condition and the transformation (z̃1 = x̃1 , z̃2 = εx̃2), the
estimation error x̃ = x− x̂ dynamics can be seen as

ε ˙̃z = Az̃ + ε2Bf(z̃1, z̃2, u) , B = [0 1]T (4.75)

Ideally, it can be easily shown from the error dynamics that the gains of the observer
should be selected large enough to achieve convergence of the estimated states to
the actual ones. However, benefits of the previous observer are limited due to the
associated sensor noise ζ with the measured output y, Therefore, the observer has
to be written as

˙̂x1 = x̂2 +
k1

ε
((y + ζ)− ŷ) , ˙̂x2 =

k2

ε2
((y + ζ)− ŷ) =

k2

ε2
(y− ŷ)+

k2

ε2
ζ , ŷ = x̂1 (4.76)

which indicates that the inevitable sensor noise will propagate to the estimated state
variables. Although, a switching gain approach was proposed in [Ahrens 2009] which
allows using high gain when the estimation error is large for fast reconstruction at
the cost of larger measurement noise error, and when the output error becomes
small the observer gains is switched to smaller values to balance the error due to
model uncertainty and measurement noise. we further consider solving the problem
by altering the flow variables measurements with the natural feedback effort-forces.

It should be at least intuitively clear that the noise associated with the estimated
feedback-like effort-forces is much less than the noise associated with the measured
flow variables. Therefore, the flow -based high gain observer performance can be
enhanced if the flow variables are altered with the effort variables. However, the
main application for this procedure is when measurements cannot be made from a
dynamical subsystem.
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4.4.4 Sliding mode state observer

For a system with linear time invariant dynamics, the sliding mode state observer
can be expressed as,

ẋ = Ax + Bu + Lv(x̂1 − x1) (4.77)

here, the output y = x1 and L ∈ Rn is an observer gain vector, v : R 7−→ R is a
nonlinear function of the first state measured error. Therefore, the error e = x̂− x
dynamics is

ẋ = Ae + Lv(x̂1 − x1) = Ae + Lv(e1) (4.78)

we define the sliding mode switching function σ , e1 = x̂1 − x1, to attain the
sliding mode σσ̇ < 0 for all x, to ensure that, we can select v(σ) = Msgn(σ), where
M > max{|a11e1 + A12e2|}. e2 is the estimation error vector not including the first
state estimation error. Similarly, in the absence of the flow variable measurements
or their integrals for a dynamical subsystem, we can simply alter these variables
with the effort variables.

4.4.5 Summary and discussion

The superb performance of the flow -based state observers such as sliding mode
and high gain observers can be preserved if the flow variables are altered with
the effort variables. This can be performed when dynamical subsystem states are
inaccessible or cannot be measured for certain reasons. Possibility or altering the
flow variables to effort variable for the Luenberger state observer was studied in
details and validated with experimental results. The stability margins of the effort-
based state observer were investigated and showed satisfactory tolerances for both
parameter deviation and induced observers phase lags in terms of gain and phase
margins.

The noise amplification and noise propagation on the estimated states problems
associated with the high gain state observer can be avoided if the effort variables are
utilized instead of the measured flow variables. This, however, needs to be verified
both theoretically and experimentally.



Chapter 5

Motion Control of Systems with
Inaccessible Outputs

IT is often the case that, sensors have to be embedded with any dynamical plant
in order to realize the feedback control system. However, there exist systems at

which making measurement is problematic or even measurements cannot be made at
all. Microsystems and micromanipulation are applications at which measurements
are problematic due to the limited workspace at which specific operation has to
be performed. It is commonly agreed, as well that making measurements for these
applications prevent them from getting automated [Savia 2009]. Therefore, motion
in micro scale is considered along with the presence of flexibility and non-collocation.
In the sequel, the energy based state observer is realized in order to estimate state
variables of a dynamical system that is conceptually considered to have inaccessible
state variables or outputs.

5.1 Effort Observer based Motion Control

The effort-based state observer structure consists of three observers in cascade, the
disturbance force observer, the effort-force observer and the Luenberger effort-based
state observer. Each of these observer induces certain amount of phase lag which
has to be considered when the effort-based state observer is utilized in realizing
control systems as shown in Fig. 5.1. In general, the effort-based state observer
has to be twice faster than the control system regardless to the amount of phase lag
induced by each single observer within the overall effort-based state observer.

As shown in Fig. 5.1, the effort-based state observer makes all the observable
state variables of the dynamical system available. Therefore, the state feedback
control can be realized. Most importantly, the optimal linear control law requires
measuring or estimating each and every state variable. However, in practice it is
difficult to measure every state variable, and thus the optimal control is not widely
accepted. Therefore, in the upcoming section we will show how to realize the optimal
control law through the effort-based state observer. For a linear time invariant
system, the effort-based state observer based control system can be expressed as
follows,

ẋ = Ax−BKx̂ + BKx−BKx (5.1)

here, we assumed that an effort-based state observer state feedback controller is
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utilized with control matrix gain K, it can be shown that

ẋ = (A−BK)x + BKe (5.2)

it has been shown in the previous chapter that, if the Dirac structure between the
two interconnected subsystems, one of which has state variables with inaccessible
state variables, was defined as,

fs = em = y , fm = es − ed + u (5.3)

then the estimation error dynamics can be shown expressed as,

ė =
[
A + M

(
cL2 + kL1

)]
e = Ae (5.4)

which is, along with (5.2) can be written in the following matrix form,



ẋ

−−
ė


 =




A−BK | BK

−− | − −−−−−−
∅ | A + M

(
cL2 + kL1

)







x

−−
e




which describes the effort-based state observer based control system dynamics, its
characteristic equation is of the following form,

∣∣∣∣∣
sI−A + BK −BK

∅ sI−A−M
(
cL2 + kL1

)
∣∣∣∣∣ = ∅ (5.5)

or equivalently,

| sI−A + BK || sI−A−M
(
cL2 + kL1

) |= ∅

the previous characteristic equation indicates that the pole placement of the control
system and the pole placement of the observer are independent of each other. In
addition, we have to derive the transfer function of the effort-based state observer
based control system in order to achieve stability of the entire system through the
controller and observer gains. The dynamical equation of the effort-based state
observer based on (5.3) is,

˙̂x =
(
A−BK−M(kL1 + cL2)

)
x̂−M

(
kL1 + cL2

)
x (5.6)

by taking the Laplace transform of (5.6), assuming zero initial conditions, we obtain
the following expression for X̂(s),

X̂(s) = −[
sI−A + BK + M(kL1 + cL2)

]−1
M(kL1 + cL2)X(s) (5.7)

therefore, the transfer function of the effort-based state observer based control sys-
tem when a feedback controller is utilized is,

U(s)
X(s)

= K
[
sI−A + BK + M(kL1 + cL2)

]−1
M(kL1 + cL2) (5.8)
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Figure 5.1: Effort-based state observer based control system.

which has to be stable through the state feedback gain matrix K and the effort-based
state observer gain vector M. Here, the other effort-based state observer gains are
assumed to be selected such that the convergence of the disturbance and effort-force
observers is fast enough such that the estimated effort-force converges to the actual
one, this in turn allows realizing the simple transfer function (5.8) without including
the other observer dynamics.

In order to realize the control system from the estimated states obtained through
the effort-based state observer, we consider a dynamical system with 3 degrees of
freedom (n− r = 3), non of its states are available for measurements. This system
is attached via an spring energy storage element to another subsystem, namely an
actuator from which a single measurement can be determined. This measurement
can be either the actuator position or velocity. The reference supplied reference
current to the actuator is also known and used in the realization of the effort-force
observer. The dynamical system with inaccessible outputs consists of three degrees
of freedom connected to each other via spring energy storage elements as shown in
the experimental setup depicted in Fig. 5.2. Firstly, the effort-based state observer
is realized and its optimum vector gain is determined along with its scaler gains. As
soon as the effort-based state observer is realized, it would be natural to devise a
motion control law to position any of the non-collocated masses along the dynamical
system of the form
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Figure 5.2: Experimental setup consists of a microsystems with multiple degree of
freedom dynamical system.

u = −Kx̂ +
1

kfn
d̂ (5.9)

where the first term is a regulating input based on the estimated states (x̂) obtained
through the effort-based state observer, the second term is a disturbance suppression
control input for the attaintment of robustness. The state feedback gain vector K
can be determined through a regular pole placement procedure. kfn is the nominal
actuator force constant. Such controller can be used to precisely position any of
the non-collocated points along the 3 degree of freedom flexible system to a target
position based on the estimated feedback-like effort-force rather than having many
sensors attached to the system.

The experimental results of controlling the second non-collocated mass along the
3 degree of freedom system through the control input (5.9) for both measurements
and estimation based control. Measurements are used in the realization of the
controller (5.9) and compared when the estimated states obtained through the effort-
based state observer are used instead of the actual measurements. Similarly, the
control result of the third non-collocated mass is depicted in Fig. 5.3-b for a reference
input of 300 µm. It can be easily shown that for the same controller gains and initial
conditions, the effort-based state estimation and control is more oscillatory than the
measurement based controller during the transient period. The oscillatory response
of the estimation based control result is due to the dependence of the effort-based
state observer on consecutive number of observers at which the effort-force has to
be accurately modeled and estimated. The illustrated results indicates that the
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Figure 5.3: Sensor based motion control versus effort-based state observer based
motion control results to a 300 µm reference input experimental result.

estimated effort-force converge to the actual ones in the steady state not in the
transient. Therefore, a higher order effort-observer has to be used in order to better
model and estimate the effort-force during both transient and steady state.

5.1.1 Stability margins

Indeed, we have to examine the stability margins of the control system especially
when the feedback control system is realized through the estimated states obtained
by the effort-based state observer. The previous experimental results depicted in
Fig. 5.3 illustrate both performances of the sensor based controller versus the effort-
based state observer based controller for the same controller gains and experimental
parameters. As shown in Fig. 5.3, the performance of the sensor based controller
is much better in the sense of settling time, whereas the effort-based state observer
based controller exhibits oscillatory response for the same controller gains. There-
fore, stability margins have to be analyzed. It is at least intuitively clear that due to
the structure of the effort-based state observer, certain amount of phase lag is added
to the control system. The effort-based state observer consists of three observers
in cascade, a disturbance force observer, an effort-force observer and a Luenberger-
like effort-based state observer. Each of these observer induces certain amount of
phase lag into the open loop transfer function which affects the overall stability of
the closed loop system. Therefore, the key feature in examining the stability of the
effort-based state observer based control system is its phase margin.

Considering the same dynamical system at which the experiments are performed
which consists of three degrees of freedom and attached to an actuator via a spring
energy storage element. Here, due to the non-collocated nature of this system and
its single input multiple output structure, we have to examine the difference for each
degree of freedom individually. Fig. 5.4 illustrates the phase and gain margin for
the sensor and effort-based state observer based control system. The phase margin
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Figure 5.4: Stability margins of the sensor versus effort-based control system for
controlling the first non-collocated mass.

of the sensor based control system is 31 deg while the effort-based state observer
based control system has a phase margin of 27 deg. This indicates that the sensor
based control has better stability over the effort-based observer based controller.
This also explains the experimental behavior illustrated in Fig. 5.3 at which the
effort-based control system is closer to instability while the sensor based controller
is more stable due to its higher phase margin.

We have to further examine stability of the second non-collocated mass. Due to
the non-collocation and the presence of more energy storage elements between the
input and the second mass the system is naturally expected to be more unstable.
Fig. 5.5 illustrates the stability margins when control system is required to position
the second non-collocated mass. The phase margin of the sensor based control
system is dropped to PM = 14 deg while the phase margin of the effort-based state
observer based control system becomes PM = 8.2 deg and indeed such mass became
harder to control.

Similarly, when the third non-collated mass of the dynamical system is required
to be positioned, more energy storage elements would be trapped between the input
and the sensor location. The phase margin of the sensor based control system in this
case turned out to be 12 deg and for the effort-based state observer based controller
is 3.8 deg. Therefore, the effort-based controller of the third non-collocated mass is
very close to instability not only because of the phase lag induced by the effort-based
state observer but also because of the non-collocated nature of this point from the
control input.

It can be easily concluded that the effort-based state observer induces certain
amount of phase lag into the control which can cause instability and poor perfor-
mance in comparison to the sensor based controller. This also explains one important
tradeoff for the outlined observer, i.e., the accuracy of estimation can be enhanced
by increasing the order of each observer associated with the overall effort-based
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Figure 5.5: Stability margins of the sensor versus effort-based control system for
controlling the second non-collocated mass.

state observer but with the cost of stability as the induced phase lag would increase
and result in less phase margin for the control system. It is also worth noting that
the decreased stability margins from the first non-collocated mass to the third non-
collocated is due to the migration of the virtual sensor (effort-based state observer)
along the system from one collocated point to another. This result in decreasing
the number of zeros of the closed loop transfer functions which results in instability.
In other words, for the control result depicted in Fig. 5.4 the system has few zeros
that stabilize the system, whereas, the system depicted in Fig. 5.5 has fewer zeros
and the system in Fig. 5.6 has no zeros. Therefore, migrating the sensor along the
system toward the last non-collocated point has a tendency toward instability.

5.1.2 Summary and discussion

Due to the structure of the effort-based state observer at which there exists three
observers in cascade. The phase lag induced by each affects the stability of the
control system when the estimated states obtained through the effort-based state
observer are used to realize the feedback control system. It was shown that the
phase margin of the sensor based control system is larger than the effort-based
state observer based controller. Experimentally, this was also shown in Fig. 5.3
where the sensor based controller has shorter settling time over the observer based
controller which exhibits oscillatory response for the same controller gains. This
indicates that the effort-based state observer has to be designed properly such that
the induced phase lag does not deteriorate the performance or possibly result in
instability.

It was also shown that the control system can be designed independently to the
design of the effort-based state observer as the characteristic equation of the effort-
based observer based control system (5.5) consists of poles due to the pole placement
control design that are independent of the poles due to the observer design. In
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Figure 5.6: Stability margins of the sensor versus effort-based control system for
controlling the second non-collocated mass.

addition, the transfer function of the effort-based state observer for certain Dirac
structure representation was derived without considering the dynamics of the effort-
force observer and the disturbance force observers for simplicity.

5.2 Effort Observer based Optimal Motion Control

The optimal linear control laws require the measurement of each and every state
variable. However, in practice it is difficult to measure every state variable, and thus
the optimal control is not widely accepted. However, the effort-based state observer
can be utilized in order to provide every unavailable state variable for measurement
as discussed in the previous section.

5.2.1 Set-point optimal control

Assuming that certain process is described by the following state equation

ẋ(t) = a(x(t),u(t), t) (5.10)

which can be written in terms of the estimated states obtained through the following
effort-based state observer

˙̂x = a(x̂(t),u(t), t) + M
(
ê(u, xa)− e(xa, x̂p)

)
(5.11)

or
˙̂z = Aẑ + Φ(ẑ, u) + M

(
ê(u, za)− e(za, ẑp)) (5.12)

as follows
˙̂x(t) = a(x̂(t),u(t), t) (5.13)
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which has to be controlled to minimize the performance measure

J = h(x̂(tf ), tf ) +
∫ tf

t0

g(x̂(τ),u(τ), τ)dτ, (5.14)

where h and g are specified function, t0 and tf are fixed, and τ is the dummy variable
on integration. It can be shown that the optimal effort-observer based control law
can be determined by solving the following Hamilton-Jacobi equation

J∗t (x̂(t), t) + H
(
x̂(t),u∗(x̂(t), J∗x , t), J∗x , t

)
= 0 (5.15)

H (x̂(t), u(t), J∗x , t) , g(x̂(t), u(t), t) + J∗Tx

[
a(x̂(t),u(t), t)

]
(5.16)

For a linear plant dynamics and quadratic performance criteria, (5.13) and (5.14)
can be expressed as

ẋ(t) = Ax(t) + Bu(t) (5.17)

J =
1
2
x̂T(tf )Hx̂(tf ) +

∫ tf

t0

1
2
[
x̂T(t)Qx̂(t) + uT(t)Ru(t)

]
dt (5.18)

H = HT , H ≥ 0 and Q = QT , Q ≥ 0 are real symmetric positive semi-definite
matrices, R = RT , R > 0 is a real symmetric positive definite matrix. We first
formulate the Hamiltonian [Sussmann 1997]:

H (x̂(t), u(t), J∗x , t) =
1
2
x̂T(t)Qx̂(t) +

1
2
uT(t)Ru(t)

+J∗Tt (x̂(t), t)
[
Ax(t) + Bu(t)

]
(5.19)

A necessary condition for u(t) to minimize H is that ∂H
∂u = 0; thus

∂H

∂u
(x(t),u(t), J∗x, t) = Ru∗(t) + BTJ∗x(x̂(t), t) = 0 (5.20)

solving (5.20) for u∗(t) gives

u∗(t) = −R−1BTJ∗x(x̂(t), t) (5.21)

= −R−1BTKx̂(t)

K̇ + Q−KBR−1BTK + KA + ATK = 0 (5.22)

which is the optimal state feedback control law that depends on the estimated states
x̂(t) obtained through the effort-based state observer (5.11). The set point tracking
optimal controller is illustrated in Fig. 5.7. Actuator variables are used as inputs
to the effort observers (DOB), then feedback-like effort-force is estimated using the
effort-force observer (EFO). Eventually, effort-force is injected onto the Luenberger-
like effort-based observer structure so as to guarantee convergence of the estimated
states to the actual ones.

The optimal minimum energy optimal control results are illustrated in Fig. 5.8.
The phase portrait shows the behavior of the third non-collocated mass states when
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Figure 5.7: Effort state observer based optimal set point tracking for a dynamical
subsystem with state variables that are not available for measurements (dashed-
line).

effort-based state observer based optimal controller in Fig. 5.8-a-b, at which the
third non-collocated mass is positioned to a reference target. In Fig. 5.8, the third
non-collocated mass is regulated to the origin through the same effort-based state
observer based optimal controller. The phase portraits illustrate that the third
mass is regulated with minimum residual vibration when the optimal controller is
implemented. In addition, non of the system states are fed back to the controller
which in turn demonstrates the validity of realizing the optimal control system when
measurements/output are inaccessible or unknown.

5.2.2 Tracking optimal control

In order to generalize the pervious results, the performance measure to be minimized
is

J =
1
2
[x̂(tf )− r(tf )]TH[x̂(tf )− r(tf )] +

∫ tf

t0

1
2
[
(x̂(t)− r(t))TQ(x(t)− r(t))

+uT(t)Ru(t)
]
dt (5.23)

where r(t) is the desired reference value of the state vector. H and Q are real
symmetric positive semi-definite matrices, and R is a real symmetric positive definite
matrix [Kirk 1970]. The Hamiltonian can therefore be written as

H (x̂(t),u(t), p̂(t), t) =
1
2
‖ x̂(t)− r(t) ‖2

Q +
1
2
‖ u(t) ‖2

R

+p̂T(t)Ax̂(t) + p̂T(t)Bu(t) (5.24)

p̂(t) is the estimate of costate vector with the following costate equation

˙̂p
∗
(t) = −∂H

∂u
= −Qx̂(t)−Ap̂(t) + Qr(t) (5.25)
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Figure 5.8: Experimental results of optimal states regulation of a dynamical system
with 3-dof (Optimal set point tracking and regulation of the third non-collocated
mass to a reference position).

the following must be satisfied

∂H

∂u
= Ru∗(t) + Bp̂∗(t) = 0 (5.26)

therefore,

u∗(t) = −R−1Bp̂∗(t) (5.27)

Substituting (5.20) in the state equation yields the estimated state and costate
matrix equation




˙̂x
∗
(t)

−−
˙̂p
∗
(t)


 =




A | −BR−1BT

−− | − −−
−Q | −AT






x̂∗(t)

−−
p̂∗(t)


 +




0

−−
Qr(t)


 (5.28)
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Figure 5.9: Effort state observer based optimal trajectory tracking for a dynamical
subsystem with state variables that are not available for measurements (dashed-
line).

the solution of (5.21) is


x∗(tf )

−−−
p∗(tf )


 = ϕ(tf , t)




x∗(t)

−−−
p∗(t)


 +

∫ tf

t
ϕ(tf , τ)




0

−−−
Qr(τ)


 dτ (5.29)

where ϕ(tf , t) is the transition matrix of (5.28) and the optimal control law can be
expressed as

u∗(t) = −R−1BTKx̂(t)−R−1BTŝ(t) (5.30)

K̇ = −KA−ATK−Q + KBR−1BTK (5.31)

ṡ = −[AT −KBR−1]s + Qr(t) (5.32)

The previous controller guarantees that system (5.17) will track a time varying
reference trajectory r(t) in the absence of all system outputs. Fig. 5.9 illustrates
the effort-based state observer based optimal tracking controller for systems with
inaccessible/unknown outputs. As shown in Fig. 5.9, non of the plant state variable
are required to be measured in the realization of the optimal control law (5.30), the
effort feedback-like force is instead used in the realization of the effort-based state
observer which provides full estimates of the plant state variables. Then the optimal
control law is implemented based on these estimated states.

5.2.3 Results

In order to verify the validity of the control system, experiments are conducted on
a single input (A) multiple outputs flexible dynamical system with four degrees of
freedom (P ) like the one depicted in Fig. 5.10. The flexible plant (P ) is conceptually
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Figure 5.10: Experimental setup consists of a single input attached via an energy
storage element with a three degrees of freedom flexible system.

considered to have inaccessible state variables or outputs in order to examine the
validity of the outlined effort state observer based optimal control system. The
encoder attached to each degree of freedom are used for the sake of verification
through comparing the estimated state variables with the actual measured ones,
each has resolution of 1 µm. Experiments are performed on a lumped system due
to the simplicity and accuracy of the measurement since each lumped degree of
freedom can easily has its own encoder, whereas a kinematical map is required to
be used if experiments were to conducted on a distributed system such as a flexible
robot arm or shaft.

The effort-force observers gains were set to 628 rad/s, whereas the Luenberger-
like effort-based state observer gain vector is selected such that observer (5.4) be-
comes twice faster than the control system. However, before selecting the proper
gains of the state observer (5.11), the observability condition of this class of dynam-
ical systems has to be checked. The eigenvalues of the system matrix (A) have to be
distinct in order to design effort-based state observers of the form (5.11). It can be
easily shown that the system matrix for the dynamical system depicted in Fig. 5.10
under the assumption that contacts between the lumped masses and their slides are
smooth enough that its behavior can be can be accurately governed with a linear
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model in the neighborhood of a given operating point.

A =




0 1 0 0 0 0 0 0

−a −b a b 0 0 0 0

0 0 0 1 0 0 0 0

d e −2d −2e d e 0 0

0 0 0 0 0 1 0 0

0 0 f g −2f −2g f g

0 0 0 0 0 0 0 1

0 0 0 0 h r −h −r




(5.33)

a , k

ma
, b , c

ma
, d , k

m1
, e , c

m1

f , k

m2
, g , c

m2
, h , k

m3
, r , c

m3

where, c and k are the viscous damping coefficient and spring stiffness, respectively,
that can be identified. Therefore, using these identified parameters along with the
given ones from Table. 5.1, eigenvalues of the dynamical system turned out to
be distinct. The following observer vector gain was utilized through the whole
experiment which can be obtained though directly direct substitution of the desired
observer poles in the characteristic equation of the effort-based state observer,

M = [0.3 0.1 0.3 0.3 0.1 0.2 3 3]
′

An identity regulation matrix (R) was used in the performance index (5.18), the
diagonal entries of the matrix (Q) were selected such that the first term of the
performance index integrand represents both potential and kinetic energy of the
plant. Therefore, (5.18) represents the energy trapped in the system along with
energy induced by the controller. The optimal state feedback vector gains (K)

K = [10.03 2.12 6.75 1.43 6.55 1.43 6.45 1.42]
′

The experimental results of the regulation control law (5.13) are depicted in Fig.
5.11, the phase portrait shown in Fig. 5.11-a illustrates the behavior of the first
non-collocated mass while Fig. 5.11-b illustrates the second mass phase portrait to
the optimal control law (5.21) which is used to regulate the second non-collocated
mass to a pre-specified reference. The phase portraits show that the second non-
collocated mass is positioned with minimum residual vibration. Similarly, the phase
portrait for the second and first non-collocated masses are illustrated in Fig. 5.12
for different target position reference. The previous phase portraits indicate that
the even in the absence of the plant outputs, an optimal control law can be realized.

In Fig. 5.13 and Fig. 5.14 the optimal regulating control law regulates the
system to the origin with minimum residual vibration of the non-collocated masses.
The previous experimental results indicates that the effort-based optimal regulating
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Figure 5.11: Experimental results of optimal states regulation of a dynamical system
with 3-dof (Optimal regulation of the second non-collocated mass to a reference
position).

Table 5.1: Experimental parameters
Actuator force constant kfn 6.43 N/A

Actuator Nominal mass man 0.059 kg

Lumped masses m1,2,3 0.019 kg

Force observer gain greac 628 rad/s

Disturbance observer gain gdist 628 rad/s

Sampling time Ts 1 ms

control law is able to precisely position some non-collocated point along the flexible
system to a target position with minimum residual vibration. Similarly, the effort-
based state observer based optimal control law is utilized to regulate the first non-
collocated mass to a target position while taking out the residual vibrations of the
entire dynamical system as depicted in Fig. 5.15.

5.2.4 Summary and discussion

Motion control can be realized even in the complete absence of a dynamical subsys-
tem state variables or outputs. The effort-based state observer is used in order to
realize the incident effort-forces which are used as basis of estimating the states of
this subsystem. Due to the presence of the estimated effort-forces along with the
estimated states, it was natural to devise controller of the form (5.1). Possibility
to realize the optimal motion control is also investigated and the optimal motion
control law which minimizes the energy content along the energy storage elements of
the dynamical system is realized in the complete absence of a dynamical subsystem



96 Chapter 5. Motion Control of Systems with Inaccessible Outputs

−0.03 −0.02 −0.01 0 0.01 0.02 0.03
−0.08

−0.06

−0.04

−0.02

0

0.02

0.04

Position (m)

V
e
l
o
c
i
t
y
 
(
m
/
s
e
c
)

Target states

(a) 1st non-collocated mass phase portrait

−0.03 −0.02 −0.01 0 0.01 0.02 0.03
−0.08

−0.06

−0.04

−0.02

0

0.02

0.04

Position (m)

V
e
l
o
c
i
t
y
 
(
m
/
s
e
c
)

Target states

(b) 2nd non-collocated mass phase portrait

Figure 5.12: Experimental results of optimal states regulation of a dynamical system
with 3-dof (Optimal regulation of the second non-collocated mass to a reference
position).
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Figure 5.13: Experimental results of optimal states regulation of a dynamical system
with 3-dof (Optimal regulation of the second non-collocated mass to a reference
position).

state variables or outputs.
The experimental results conducted on a multi-degree of freedom flexible sys-

tem verified the validity of the outlined control system where controllers of the form
(5.9) and (5.21) are experimentally evaluated based on the effort-based state ob-
server. The experimental implementation of the control law (5.9) is conducted using
both the estimated and the actual measured states. Performance of the estimated
based one was oscillatory during the transient due to the insufficient order of the ef-
fort-force observer utilized within the effort-based state observer. Nevertheless, the
steady state response is satisfactory and better results can be obtained by increas-
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Figure 5.14: Experimental results of optimal states regulation of a dynamical system
with 3-dof (Optimal regulation of the second non-collocated mass to a reference
position).
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Figure 5.15: Experimental results of optimal states regulation of a dynamical sys-
tem with 3-dof (Optimal regulation of the first non-collocated mass to a reference
position).

ing the order of the associated effort observers with the overall effort-based state
observer. In addition, due to the availability of both the estimated states and the
estimated effort-forces it was natural to devise controller with two inputs, the first
is a regulating control input while the second is for the attaintment of robustness.



Chapter 6

Effort Force Observer based Force
Control

THE aim of force control is to impose the desired force on the environment
regardless to its characteristic. In general, force sensors are utilized in order

to sense the interaction forces between robots and their surrounding environment.
Unfortunately, force measurement is commonly agreed to be problematic. Instabil-
ity, measurement noise, complicity and non-collocation are some of these problems
associated with force sensors. In the sequel, an energy based force observer is in-
troduced in order to provide a natural alternative to force sensors. Based on the
energy formalism studied through out this work, we attempt to design an energy
based force observer in order to assist in avoiding the associated problems with force
sensors. The work presented in this chapter allows realizing the force control from
dynamical system with inaccessible state variables and outputs by designing a force
observer that doesn’t depend on the availability of the system state variables and
outputs but rather on the feedback-like effort-forces which can be estimated and
used as basis in designing force observers and controllers.

6.1 Force Control and Contact Stability

The main challenge in the force control problem is to maintain stability whenever
the robot manipulator were to interact with relatively stiff environments. The cause
of this instability is due to the increase of the equivalent position gain of the control
system by the environmental stiffness matrix. This would results in a highly under
damped or possibly unstable system if the velocity gain is not chosen based on
the control system position gain along with the large environmental stiffness. In
addition to this contact stability issue, presence of force sensor adds an extra degree
of freedom, measurement noise and limited bandwidth that result in instability
[Katsura 2006]-[Bazaei 2011]. In this section, force sensor and the contact stability
are modeled and further investigated.

6.1.1 Modeling of force sensing

Contact between a robot end-effector with single degree of freedom and an environ-
ment in the presence of force sensing is illustrated in Fig. 6.1, where m and ms are
the masses of the robot end-effector and the force sensor respectively. ks, ke and De
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Figure 6.1: Force sensor model indicating the non-collocation added via force sensor
to the end-effector

are force sensor stiffness, environmental stiffness and the environment viscous damp-
ing coefficient, respectively. x and xs are the positions of the robot end-effector and
the force sensor, respectively. The following motion equations describe the contact
mechanism depicted in Fig. 6.1

mẍ + ks(x− xs) + fdist1 = f (6.1)

msẍs − ks(x− xs) + fdist2 = −fext (6.2)

fext = zexs (6.3)

where ze is the environmental impedance. fdist1 , fdist2 and fext are the disturbance
forces on the first and second system degrees of freedom and the interaction force
with the environment, respectively. In a regular force servoing problem the control
system is designed such that the robot end-effector exerts a force fext that is equal to
the desired force reference fdes. It is worth noting that in the previous example the
environment is assumed stationary therefore its acceleration is not included among
the previous motion equations. In addition, the environmental impedance can be
modeled with either an energy storage element or energy dissipation elements or
both. Therefore, in the presence of a force sensor, an extra degree of freedom is
added to the system. In addition, the previous model shows that the end-effector
is non-collocated via an energy storage element with stiffness ks due to the soft
structure of the force/torque sensor. The root locus of the system when the force
sensor is attached to the robot end-effector is depicted in Fig. 6.2-b, whereas, Fig.
6.2 illustrates the root locus of the same system in the absence of force sensor.
In both cases, the root locus is plotted for different values of the environmental
stiffness gain ke. It can be easily shown from Fig. 6.2 that adding a force sensor
to the dynamical model of the system affects stability of the system dramatically.
Controlling a collocated point is much easier then a non-collocated point along the
dynamical system as it can be shown from Fig. 6.2.

6.1.2 Force servoing

In order to impose the desired force on the environment, the force measurement
taken through a force sensor has to be used to realize the motion control system as
depicted in Fig. 6.3. However, due to the force measurement nature at which the
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Figure 6.2: root locus of system with and without force sensor for ke = 0 −→ 300

strain is measured and amplified along with the noise vs, the actual interaction force
with the environment cannot be precisely measured. In Fig. 6.3, kv and kp are the
velocity feedback gain and proportional gains, respectively. kr is the reaction force
feedback gain [Katsura 2005]. Due to the presence of noise in the force measurement.
The force response of the force control system can be expressed as follows

fext
ref (s)

f ref (s)
=

kpkf (ke + sDe)
s(ms + kv)(mss2 + ks + ze) + kskr(ms2 + ze) + kpks(ke + sDe)

(6.4)

fext
n (s)
V s(s)

=
kpkf (ke + sDe)

s(ms + kv)(mss2 + ks + ze) + kskr(ms2 + ze)− kpks(ke + sDe)
(6.5)

The previous transfer functions describe the force response for both the reference
and force sensor noise inputs, respectively. Therefore, the total response of the
system can be written as a superposition of the reference input response fext

ref (s) and
the noise input response fext

n (s)

fext = fext
ref (s) + fext

n (s) (6.6)

The previous equations indicate the effect of the force sensor noise on the desired
force response. In addition, the force control parameters (kv) and (kp) have to be
selected such that the characteristic equation of the transfer function (6.4) is stable.
This can be easily done by using the denominator of (6.4) to formulate the Routh
Hurwitz array and determine the gains such that stability is achieved according to
the Routh Hurwitz stability criterion. The root locus of the force servoing system
described by (6.4) is illustrated in Fig. 6.4 for different values of environmental
stiffness (ke) and velocity feedback gain (kv). In general, environmental stiffness
and the velocity feedback gain are of great importance for any force control problem
since the cause of instability is that the environmental stiffness matrix increases the
equivalent position gain of the control system. Therefore, the velocity gain has to
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be chosen to be chosen not only based on the position gain but also on the large
environmental stiffness. Otherwise the resulting system will be highly under damped
and possibly unstable.

Figure 6.3: Robot in contact with environment with force sensing and force servoing
control system

6.1.3 Reaction force observer based force servoing

In order to avoid majority of the previously outlined force sensor problems such
as the non-collocation, sensor noise, limited bandwidth and complicity, many re-
searchers proposed reaction force observers in order to estimate the interaction forces
with the environment through other measurements rather then the force measure-
ment, namely the flow variable of the degree of freedom which interacts with the
environment. The reaction force observer based force control system is depicted in
Fig. 6.5. It can be easily shown that the interaction force with the environment
fext is realized through the flow variable measurement ẋ2 of the degree of freedom
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Figure 6.4: root locus of system with force servoing
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Figure 6.5: Force servoing control system using reaction force observer

which interacts with the environment.

f̂ext =
greac

s + greac

(
Iref
a ktn+greacm2nẋ2−Vẋ2−C(x2, ẋ2)−G(x)

)−greacm2nẋ2 (6.7)

m2n and ktn are the nominal inertia/mass and torque/force constants. The interac-
tion force with the environment is observed through a low-pass filter with a cut-off
frequency greac ∈ R+. G(s) is the low-pass filter associated with the reaction force
observer. The reaction force observer spares the force control system from the noise
associated with the force sensor vsf . However, it didn’t spare the control system
from the noise vsv associated with the sensor utilized to measure ẋ2. It is intuitively
clear that the noise associated with the velocity measurement is much less than the
noise associated with the force sensing. Nevertheless, the noise associated with the
flow variable measurement limits the sensitivity of the reaction force observer in
estimating micro scale interaction forces. Fig. 6.6 illustrates a micro system ex-
perimental setup designed to manipulate micro objects. In order to investigate the
effect of the flow variable measurement noise on the sensitivity of the reaction force
observer, we investigate the interaction of an end-effector (needle with 50 nm diam-
eter) with a Biological cell in order to study whether the amplitude to noise ration
of the detected interaction force allows further utilization of the detected estimated
signal in further analysis.

Although the reaction force observer was able to estimate the interaction forces
within micro scale accuracy as shown in Fig. 6.7, the signal to noise ration in the
depicted two experimental results are 1.585 and 1.3 as shown in Fig. 6.7-a and Fig.
6.7-b, respectively. This is due to the dependence of the reaction force observer on
the flow variable measurement which can be considered relatively as problematic and
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Figure 6.6: Interaction force estimation experimental setup to investigate the sensi-
tivity of the force observer in the presence of measurement noise

undesirable as the force measurement. Practically, the flow variables measurements
are realized through a low-pass filters in order to attenuate the noise associated
with the direct differentiation of the position sensors signals. On the one hand, this
can be useful due to the fact that noise generally belongs to a different frequency
range. On the other, obtaining the flow variable through a low-pass filter limits the
bandwidth of the control system which might cause instability.

In addition, the class of dynamical systems we consider have inaccessible state
variables, i.e., x2 and ẋ2 are not available for measurement. Therefore, we attempt
to expand the energy based state observer formalism to estimate the interaction
forces with the environment in the absence of x2 and ẋ2. In fact, the previous
reaction force observer is flow based, it depends on measuring the flow variables of
the interacting degree of freedom with the environment and using it in realizing the
reaction force observer (6.7).

6.1.4 Discussion

Realization of the interaction force with the environment through force observer can
be realized through measuring the flow variable of the degree of freedom which inter-
acts with the environment. Although this procedure would spare the control system
from force sensing, the force sensing is altered with the flow variable measurement.
In applications such as characterization of Biological cell properties, the signal to
noise ratio of the estimated interaction forces is very close to unity as it was verified
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Figure 6.7: Signal to noise ration of the estimated interaction forces

experimentally. Changing the cut-off frequency associated with the force observer
in order to attenuate the effect of the measurement noise would limit the bandwidth
of the force observer and the force control system.

6.2 Effort Based Force Observer

The energy based formalism studied in this work allows estimating state variables
of a dynamical subsystem with inaccessible state variables and outputs as it was
explained in the previous sections, i.e., the degree of freedom which interacts with the
environment can be conceptually considered as a dynamical system with inaccessible
state variables and outputs then its power port with some other subsystem can be
used in the realization of a natural feedback-like effort-force which can be used as
basis of the force estimation process.

First, a typical effort-based state observer has to be designed in order to estimate
the flow variable of the interacting degree of freedom with the environment. As soon
as the flow of the interacting degree of freedom with the environment is determined
through the effort-based state observer, a typical reaction force observer can be
used based on the estimated flow variables rather than the measured one. Fig. 6.8
illustrates the structure of the effort-based force observer which consists of a typical
effort-based state observer along with a reaction force observer. From Fig. 6.8, one
can conclude that the effort-force observer allows estimating the interacting forces
between the robot non-collocated end-effector and the environment in the complete
absence of measurements from this end-effector.

6.2.1 Stability and performance analysis

Bandwidth is one of the most important issues which cause instability during a force
control task with a stiff environment. The structure of the force sensor limits its
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Figure 6.8: effort-based force observer and force servoing control system

bandwidth. Therefore, the effort-based force observer is expected to have a larger
bandwidth than the force control which based on force sensor. However, we first
assume that the force sensor has enough bandwidth in order to compare its ideal
performance with the effort-based force observer. As shown in Fig. 6.8, the force
control system is realized through the estimated force obtained through the effort-
based force observer. We first compare the magnitude frequency response for the
cases at which the feedback is obtained through force sensor and the effort-based
force observer.

comparison between the frequency response of the sensor based force control
with the frequency response of the effort-based force control is depicted in Fig. 6.9
for different values of the effort-based force observer gains (geff ) and (gfo). The
frequency response comparisons are depicted in Fig. 6.9 and Fig. 6.10. It can be
shown from the frequency response analysis that at (geff = 628.3 rad/sec) and
(gfo = 628.3 rad/sec) both the frequency responses of the force sensor based con-
trol and effort-based observer based control have perfect match over a satisfactory
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(c) geff = 62.83 rad/sec , gfo = 62.83 rad/sec
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Figure 6.9: Frequency response of the effort-based force observer force control versus
sensor based force control

frequency range.
The depicted results are obtained for a dynamical system with three degrees of

freedom in contact with an environment (B) with varying impedance (ze). The dy-
namical system has a single input (A) from which measurements are taken, whereas
the 3 degree of freedom dynamical system and the environment are free from any
attached sensor like the dynamical system depicted in Fig. 6.11. It can be shown
from Fig. 6.10-c that the effort-based force observer has a similar frequency response
to the ideal force sensor. Therefore, the force control can be realized through the
outlined effort-based force observer. Advantages of the effort-based force control
over the force sensor and reaction force observer based force controllers should now
be obvious. The first requires having force sensor attached to the robot end effector
while the second requires measuring the flow variable of the end-effector in contact
with the environment. The effort-based force observer, however, keeps the robot
end effector free from force sensor and it doesn’t require measuring the flow variable
of the end-effector.
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(a) geff = 628.3 rad/sec , gfo = 628.3 rad/sec
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(c) geff = 6283.1 rad/sec , gfo = 6283.1 rad/sec
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Figure 6.10: Frequency response of the effort-based force observer force control
versus sensor based force control

The previous frequency response comparisons indicated that tuning or increasing
the cut-off frequencies of the low-pass filters associated with each observer included
within the overall effort-based force observer makes the frequency response magni-
tude similar to the sensor based controller. In practice, however, increasing these
cut-off frequencies comes with the cost of increasing the effect of the measurement
noise. Although the proposed energy based formalism allows realization of the force
control and the full dynamical states with minimum amount of measurement. Nev-
ertheless, considering that the measurement utilized to realize the effort-based force
observer is corrupted with sensor noise would give more insight and allows utiliza-
tion of the outlined energy based formalism in the filed of state estimation and force
observers. Therefore, we limit the increase of the cut-off frequency according to the
sensor noise bandwidth and rather than using the gains (geff = 628.3 rad/sec) and
(gfo = 628.3 rad/sec) which provide superior response as illustrated in Fig. 6.10-c,
we limit both of these gains to (geff = 314 rad/sec) and (gfo = 125 rad/sec) in or-
der to guarantee that the sensor noise is attenuated. Fig. 6.12 indicates the Nyquist
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Figure 6.11: effort-based force observer experimental setup

stability plots for the effort-based state observer based force control and force sen-
sor based control. Due to the limited observer scaler gains, the phase margin of the
force observer controller is higher than the effort-based observer based controller.
Therefore, for these particular effort-based observer gains the sensor based force
control is more stable than the effort-based force controller.

The difference between the gain margins of these two force control systems is
1.3 deg which is acceptable especially when we consider the numerous advantages
of the effort-based force controller and its dependency on minimum amount of mea-
surements from the dynamical system. It is worth noting that due to the physical
structure of the force sensor, its bandwidth is limited, thus the bandwidth of the
effort-based force observer is larger and better in the sense or robustness attainment
during contact with stiff environment.

6.2.2 Results

The experimental validation of the effort-based force observer is conducted on a
dynamical system like the one depicted in Fig. 6.11. Experimental parameters are
included in Table. 6.1. Instead of mounting several environments in order to examine
different impedances, a linear actuator is mounted in contact with the non-collocated
end-effector of the dynamical system depicted in Fig. 6.11. This allows varying the
impedance from soft to hard environment without altering the environment. The
dynamical system has three degrees of freedom and non of its state variables are
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Figure 6.12: Nyquist stability for the effort-based force control versus the force sen-
sor based control for constrained effort-force observer gains showing larger stability
margins for the sensor based force control system

accessible for measurement. The end-effector is attached to the environment (B)
directly without force sensor in between. However, the actual interaction force can
be determined from the actuator current and force constant. The experimental
results of the force estimation are depicted in Fig. 6.13 and Fig. 6.14 at which
the environment was imposing a sinusoidal force with different frequencies at the
non-collocated end-effector. In Fig. 6.13 and 6.14 the estimated force obtained
through the effort-based force observer (Fig. 6.8) are illustrated versus the measured
forces from environment. The results show satisfactory estimation results over an
acceptable frequency range. Therefore, the estimated forces can be used in realizing
the effort-based force controller.
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Table 6.1: Experimental and simulation parameters
Actuator force constant kfn 6.43 N/A

Actuator Nominal mass man 0.059 kg

Lumped masses m1,2,3 0.019 kg

Identified spring constants k1,2,3 503.96 N/m

Identified viscous damping coefficients c1,2,3 0.262 Ns/m

Reaction force observer gain greac 628 rad/s

Disturbance observer gain gdist 628 rad/s

Force observer gain gfo 628 rad/s

Low-pass filter gain gl 1000 rad/s

Sampling time Ts 1 ms
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Figure 6.13: effort-based force observer experimental results
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Figure 6.14: effort-based force observer experimental results

6.2.3 Summary and discussion

The problems associated with force sensors such as the measurement noise, limited
bandwidth due to the physical structure of the sensor and the non-collocation can
be avoided through the outlined effort-based force observer. This observer differs
from the reaction force observer as it doesn’t require measuring the flow variable of
the degree of freedom which interacts with the environment during a force control
task. The effort-based force observer is rather depending on the feedback-like effort-
forces in estimating the interaction forces between the robot end-effector and an
environment.

It was shown that the frequency response of the effort-based force observer based
force control can be similar to the sensor based force control frequency response by
increasing the observer gains to certain values. This is, however, limited with the
bandwidth of the sensor noise. Therefore, phase margin of the effort-based force
control is less than the phase margin of the ideal sensor based force control. There-
fore, theoretically the sensor based observer has better stability than the effort-based
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force observer. However, the advantages of the effort-based force observer appears
when the practical limitations outlined in this chapter are taken into consideration.

The effort-based state observer has at least 4 degrees of freedom which have
to be selected during its design, the effort-force observer gains gdist and geff , the
Luenberger-like effort-force based state observer vector gain M and the reaction
force observer gain gfo. Utilization of higher order observers in order to enhance
the performance would increase the number of scaler gains associated with each
observer. In addition, to increasing the induced phase lag induced by each of these
observer into the overall system. Therefore, the stability and performance analysis
outlined in this chapter can be used as a guide line in adjusting these gains and
selecting the order of each of these observers.



Chapter 7

Effort Observer based Control of
Distributed Systems

WE shall now apply the same formalism to distributed systems that are com-
monly agreed to be represented with truncated models, perhaps a high or

low order representation based on many aspects, i.e., an accurate model is required
for control purposes near the crossover frequency and for simulation purposes its
enough to capture the essential dynamics within the excitation signal frequency
range. Therefore, in the sequel, we shall obtain optimal truncated models for dy-
namical systems with distributed dynamics based on minimization of the Hankel
matrix norm. This is validated by comparing the dynamics of the reduced model
to the dynamics of the original. The effort-based state observer is then studied in
order to overcome problems such as those ones associated with control of flexible
manipulators, e.g., limited bandwidth of the strain gauges, the inaccurate kinemat-
ical maps between the measurement points and the end-effector and strain gauge
measurement noise.

7.1 Optimal Model Reduction in The Hankel Norm

Consider a distributed dynamical system with inaccessible state variables and out-
puts excited via a single input with r state variables that are accessible for measure-
ment, i.e., its (∞− r) state variables are not available for measurement. Therefore,
we seek to represent a general class of dynamical systems with infinite-dimensional
state space realization. After obtaining this infinite-dimensional representation, a
higher order model can be easily obtained by assigning some constrains on the
bandwidth of the input excitation signal which is the case in most of the physical
systems. Hereafter, the optimal model reduction is performed in the Hankel norm
[Zhou 1993]-[Kung 1981].

7.1.1 Euler-Bernoulli beam

Flexible beam is modeled using the following partial differential equation [Pal 1988],

EIyxxxx(x, t) + kyt(x, t) + ρAytt(x, t) = τ(x, t) (7.1)

where E, I, ρ, A and k are modulus of elasticity, Inertia, density, cross section area
and damping coefficient of the beam respectively. τ(x, t) is the external applied
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force while y(x, t) is the beam’s lateral displacement. The slope of the beam can be
written as follows

θ(t, x) =
∂y(x, t)

∂x
(7.2)

and the simple beam equation is

∂θ(x, t)
∂x

=
−1
EI

(7.3)

the bending moment is

σ(x, t) =
∂M(x, t)

∂x
(7.4)

Therefore, Newton law can be written as follows

∂σ(x, t)
∂x

= ρ
∂y(x, t)

∂t2
+ K

∂y(x, t)
∂t

+ ρg (7.5)

that can be written as a matrix differential equation

∂q
∂x

= Fo + F1
∂q
∂t

+ F2
∂

2
q

∂t2
+ u(x, t) (7.6)

where q is the following vector

q ,
[

y θ m σ
]T

(7.7)

where Fo, F1 and F2 are matrices that include beam parameters, taking the Laplace
transform of (7.6) we obtain

dQ(x, s)
dx

= (Fo + F1s + F2s
2)Q(x, s) + U(x, s) (7.8)

Fo =




0 1 0 0

0 0 −1
EI 0

0 0 0 1

0 0 0 0




, F1 =




0 0 0 0

0 0 0 0

0 0 0 0

k 0 0 0




, F2 =




0 0 0 0

0 0 0 0

0 0 0 0

ρ 0 0 0




solving the previous differential equation (7.8) for Q(x, s) we obtain

Q(x, s) = e(Fo+F1s+F2s2)xQ(0, s) +
∫ l

o
e(Fo+F1s+F2s2)(l−ζ)Udζ (7.9)

The first equation of (7.9) can be used to obtain the following transfer function,

Y (x, s)
T (s)

=
β1

s
+

β2

s + k
ρ

+
∞∑

i=o

β3i

(s + k
ρ )2 + ω2

i
4ρ2

(7.10)

β1 =
3x

kl3
, β1 = −β2 , β3i = γiQi(λ)/ρ , γ1 =

3x

kl2
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γ2 = −γ1 , γi = 2[ρEI(3.928± iπ)4 − k2]/l2

(7.10) represent is an infinite-dimensional linear system representation of the
flexible beam which has an equivalent infinite-dimension state space realization. We
further consider a limit on the bandwidth of the excitation input signal (T (s)).
This assumption will allow us to alter the infinite dimensional transfer function
representation with a high order representation with dimension n

Y (x, s)
T (s)

=
β1

s
+

β2

s + k
ρ

+
n∑

i=o

β3i

(s + k
ρ )2 + ω2

i
4ρ2

(7.11)

which has the equivalent nth order state space representation

Σ = (A,B, C, D) (7.12)

7.1.2 Hankel norm approximation

Given an nth state space realization Σ which is controllable and observable, we seek
to find a kth order stable system Σk

Σk = (Ak, Bk, Ck, Dk) (7.13)

such that the error ‖Σ−Σk‖H is minimal, where the Hankel norm ‖.‖H of a stable
system is

‖.‖H = sup
0<‖u−‖2<∞

‖y+‖2

‖u−‖2
(7.14)

the Hankel norm tells how much energy can be transferred from past inputs u−
into future outputs y+ through certain system [Krishnan 1988]. In other words, the
Hankel operator associated with system Σ is a mapping H that maps the past inputs
to the future outputs of Σ

H : u−+ ; y+ =
−1∑

k=−∞
h(t− k)u−(k) , t ≥ 0 (7.15)

where h is the impulse response of the system Σ. Putting (7.15) in matrix form

y+ =




y(0)

y(1)

y(2)
...




=




h(1) h(2) h(3) h(4) . . .

h(2) h(3) h(4) h(5) . . .

h(3) h(4) h(5) h(6) . . .

...
...

...
...

. . .







u(−1)

u(−2)

u(−3)
...




(7.16)

It can be shown that the impulse response of the system Σ is defined as

h(τ) =





0 if τ < 0

D if τ = 0

CAτ−1B if τ > 0
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using the definition of the impulse response, it can be shown that (7.16) can be
expressed as

y+ =




CB CAB CA2B CA3B . . .

CAB CA2B CA3B CA4B . . .

CA2B CA3B CA4B CA5B . . .

...
...

...
...

. . .







u(−1)

u(−2)

u(−3)
...




(7.17)

y+ =




C

CA

CA2

...




[
B AB A2B . . .

]




u(−1)

u(−2)

u(−3)
...




= PQu− (7.18)

Then, it follows that
H = PQ (7.19)

The Hankel singular values of the controllable, observable and stable system Σ are
the square roots of the eigenvalues of the matrix PQ, i.e.,

σi(Σ) =
√

λi(PQ) (7.20)

Moreover, the Hankel norm of the system Σ = (A,B, C,D) is

‖Σ‖H =
√

λmax(PQ) = σ1 (7.21)

Therefore, the Hankel Norm is the largest Hankel singular value. We apply this
reduction method to system (7.11), the input-output relationship is described using
22 state variables model, each of these state variable represent a displacement or its
rate of change. The frequency response of this system is depicted in Fig. 7.1 and the
objective is to find a low-order model that preserves the information content shown
in the frequency response Fig. 7.1 to an acceptable level of accuracy. In order to
show which of the system Σ states are dominant, the Hankel singular values have to
be computed. These values are depicted in Fig. 7.2 which suggests that there are
seven dominant modes in this system and the contribution of the other modes can
be discarded. Therefore, the reduced order model Σk we are seeking is of 7th order.

As shown in Fig. 7.3, the frequency response of the original system is plotted
versus the truncated one. The truncated model captures the information content
of the original system below 10 rad/sec. However, the match is poor beneath
10 rad/sec due to the truncation.

Now, we can further proceed by applying the outlined energy formalism on the
optimal truncated model which represents the optimal representation of the actual
system in the sense of Hankel norm.
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Figure 7.1: Frequency response of the original high order system Σ with 22-state
variables
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Figure 7.2: Hankel singular values of the high order model Σ.

7.2 Effort based Optimal Control

Since we obtained the following optimal truncated model,

x̃ = Akx̃ + Bku , y = Ckx̃ + Dku (7.22)

we can proceed to the next step by designing energy based state observer in order to
estimate the truncated states of the distributed systems we consider in this Chapter.

7.2.1 Effort based state observer

Again, it would natural to apply the same formalism by breaking the optimal trun-
cated model into the standard form presented in Chapter 4 in order to realize the
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Figure 7.3: Optimal truncated model versus original system frequency response.

effort-force based state observer. First we have to define the Dirac structure rep-
resentation which of the power-conserving interconnection between the optimally
truncated subsystem with inaccessible state variable and the other system with
state variables that are accessible for measurement,

fs = em = y , fm = −es + u

hereafter, the decoupled state space representation can be shown to be,



˙̃x
a

−−
˙̃x
p


 =




Aa
k | ∅

−− | −−
∅ | ∅







x̃a

−−
x̃p


 +




∅ | ∅
−− | −−
∅ | Ap

k







x̃a

−−
x̃p


 +




Ba
k

−−
∅


u

+







∅
−−
Bp

k


 +




Beff
k

−−
∅





 e(x̃a, x̃p)

therefore,
˙̃x
a

= Aa
kx̃

a + Ba
ku + Beff

k e(x̃a, x̃p) (7.23)

˙̃x
p

= Ap
kx̃

p + Bp
ke(x̃a, x̃p)

now, we can write the effort-force state observer,

˙̃̂x = Ak
̂̃x + Bku + M

(
ê(u, x̃a)− e(x̃a, ̂̃xp

)
)

(7.24)

Fig. 7.4 represents the effort-based state observer for the truncated model Σk

of the higher order system Σ which was obtained from a dynamical system with
distributed dynamics. We proceed with the same flexible beam example at which 7
truncated state variables are used instead of 22 state variables since the first seven
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Figure 7.4: Effort-force based state observer for the optimal truncated model Σk.

Table 7.1: Simulation parameters
Length L 0.5 m

Thickness t 0.001 m

Modulus of elasticity E 200 Gpa

Width b 0.02 m

Density ρ 7.83e-1 kg/m3

effort force observer gain greac 628 rad/s

Low-pass filter gain gf 628 rad/s

Hankel singular values are dominant as it can be easily shown from Fig. 7.2. First
the interconnection between the dynamical system with inaccessible state variables
and its single input has to be specified in terms of the Dirac structure in order to be
able to model the effort-force which is conceptually considered as the single feedback
from the dynamical system. The effort-force observer has to be then designed in
order to estimate this feedback-like force and use it in the realization of the effort-
based state observer. The procedure of designing the effort-based state observer are
similar to those studied in Chapter 4.

Simulation results of the effort-based state observer are depicted in Fig. 7.5



120 Chapter 7. Effort Observer based Control of Distributed Systems

1 1.5 2 2.5 3 3.5 4 4.5 5
−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

1.2

Time (sec)

x
1

v
s

x̂
1

 

 

x1

x̂1

(a)

1 1.5 2 2.5 3 3.5 4 4.5 5
−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

Time (sec)

x
2

v
s

x̂
2

 

 

x2

x̂2

(b)

1 1.5 2 2.5 3 3.5 4
−1

−0.5

0

0.5

1

1.5

2

2.5

3

Time (sec)

x
3

v
s

x̂
3

 

 
x3

x̂3

(c)

1 1.5 2 2.5 3 3.5 4
−0.5

0

0.5

1

1.5

2

2.5

Time (sec)

x
4

v
s

x̂
4

 

 
x4

x̂4

(d)

1 1.5 2 2.5 3 3.5 4 4.5 5
−1

−0.5

0

0.5

1

1.5

2

2.5

Time (sec)

x
5

v
s

x̂
5

 

 
x5

x̂5

(e)

1 1.5 2 2.5 3 3.5 4 4.5 5
−1

−0.5

0

0.5

1

1.5

2

2.5

Time (sec)

x
6

v
s

x̂
6

 

 
x6

x̂6

(f)

Figure 7.5: Estimated state variables through the effort-based state observer versus
the actual state variables simulation results.
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Figure 7.6: Estimated state variables versus actual one.

and Fig. 7.6 where the estimated state variables of the truncated model starts from
arbitrary initial conditions in order to examine the robustness of the effort-based
state observer to the unknown initial conditions. The simulation parameters utilized
through out this simulations and throughout the computation of the higher order
model of the flexible beam and its optimal truncated model are included in Table.
7.1.

The previous results indicate that, for a system with distributed dynamics such
as the flexible beam, one can realize the effort-based state observer of its truncated
model and therefore can estimate its dominate state variables even in the complete
absence of measurements. In addition, the previous results show satisfactory robust-
ness to unknown initial conditions. It is worth noting that due to the truncation
which is made based on the Hankel norm minimization between the original system
and the reduced order system, the frequency response of the truncated model does
not match the original one at frequencies larger than 10 rad/sec. Therefore, we
have to avoid exciting the system with frequencies higher than 10 rad/sec as the
truncated optimal model does not contain the exact information content of the orig-
inal system within this frequency range. We can overcome such problem by filtering
the control input such that its energy content at this frequency range is zero. This
can be done by specifying these frequencies at which the optimal model does not
match with the original system then designing band pass-filters accordingly in order
to ensure that the control signal will not excite the system in such frequency range
[Bhat 1990]-[Bhat 1991].

7.3 Effort based control

Realization of the effort-based state observer allows the full observable state vari-
ables of the dynamical system to be available. Therefore, it would be nature to
devise an optimal control law that requires presence of the system full state vari-
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Figure 7.7: Regulated versus non regulated flexible beam impulse responses.

ables. Selecting the following quadratic performance index

J =
1
2
[̂̃x(tf )− r(tf )]TH[̂̃x(tf )− r(tf )] +

∫ tf

t0

1
2
[
(̂̃x(t)− r(t))TQ(x̃(t)− r(t))

+uT(t)Ru(t)
]
dt (7.25)

which depends on the truncated estimated states through the effort-based state ob-
server (7.24), Q and R are Positive definite symmetric matrices. r(t) is the time
varying reference trajectory. Consequently, the Hamiltonian can be defined as fol-
lows

H (̂̃x(t),u(t), p̂(t), t) =
1
2
‖ ̂̃x(t)− r(t) ‖2

Q +
1
2
‖ u(t) ‖2

R

+p̂T(t)Ẫx(t) + p̂T(t)Bu(t) (7.26)

therefore the control low is of the form

u(t) = u∗c −R−1Btk(t)x̃(t) (7.27)

where u∗c is a feed forward control input and k(t) is a symmetric matrix that has to
satisfy the following Riccati matrix differential equations.

K̇(t) + ATK(t)−K(t)A−KBR−1BtK(t) + Q = 0 (7.28)

ṡ = −[AT −KBR−1]s + Qr(t) (7.29)

The impulse response of the regulated flexible beam is illustrated in Fig. 7.7
versus the non regulated one which indicates everlasting vibrational behavior in the
absence of the regulating control input. Optimal motion control along with the
result of the regulated states are depicted in Fig. 7.8 and Fig. 7.9, respectively.
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Figure 7.8: effort-based optimal control result.

7.3.1 Summary and discussion

The energy based state observer can be used in order to estimate the dynamical
state variables of systems with continuous dynamics such as flexible robot arms and
shafts. First, we assumed that the infinite dimensional state space realization of
such systems can be turned into a realization with high order by assuming that
there exist a bound on the bandwidth of the excitation signal. Hereafter, the high
order model can be used in order to determine the optimal reduced order model
through minimizing the Hankel matrix norm. The Hankel norm can be determined
through the singular values of the matrix PQ. Then by examining the Hankel matrix
singular values we can determine which modes or singular values are dominant.

In the example outlined in this chapter, a flexible beam is modeled to obtain its
dynamical model which happened to have an infinite dimensional transfer function
representation. Based on the assumption that the excitation signal is bandlimited, a
high order model representation is determined which consists of 22-state variables.
The Hankel norm minimization is utilized in order to obtain the reduced order
model. Then it was shown that the first seven Hankel singular values are dominant,
whereas the rest of the singular values can be discarded. Therefore, the optimal
truncated model is described with 7-state variables instead of 22-state variables.

As soon as the optimal reduced order model is obtained, we can proceed with
the typical procedure of designing energy based state observer by breaking down
the optimal realization into two state space representations based on subsystem
with inaccessible state variables. In the outlined example, the flexible beam is the
dynamical subsystem with inaccessible state variables. Then, based on the Dirac
structure of the interconnection between the dynamical subsystems with and without
available state variable for measurements, a model for the feedback-like effort-force
is derived and further used in the realization of the effort-based state observer.
The obtained results showed satisfactory convergence results under unknown initial
conditions for most of the estimated state variables.
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Figure 7.9: Regulated state variables.



Chapter 8

Conclusion

ENERGY exchange between the interconnected dynamical system can be uti-
lized in designing state variables observers as well as control systems. As

the energy based formalism allows recasting the control problem as finding a dy-
namical system and an interconnection pattern such that the Hamiltonian overall
energy function takes the desired form, it can be also extended to utilize the energy
exchange along the interconnected subsystem power ports in the realization of a
conceptual feedback-like variables. This feedback-like variables can then be used as
basis for the reconstruction of the state variables and the design of state observers.

According to the energy based formalism, all the existing state observers regard-
less to their structure and their state estimation robustness can be categorized as
flow -based state observer due to their dependency on the flow variables in their de-
sign. In this observers category, flow variables have to be available for measurement
then injected onto the observer structure in order to enforce desired estimation error
dynamics. Due to the dependency of these observer on the flow variables measure-
ments, control and state estimation of a class of dynamical system with inaccessible
state variables and outputs can not be realized. Therefore, the dual space of the
flow variables space, i.e., the effort variable space is utilized in the design of state
observers when the flow variables are not available for measurement. This gives
us the ability to categorize state observers into: flow based and effort-based state
observers. The first depend on the availability of flow variables for measurements,
whereas the second depends on the ability to estimate their dual variables.

In general, the energy based formalism allows studying complex linear and non-
linear systems by decomposing them into simpler subsystems which, upon the in-
terconnection, adds up their energies to determine the behavior of the full system.
We further decompose the system into two portions, one with and without available
state variables for measurements. The power-conserving interconnection between
these two subsystem can be used to realize a natural feedback from this subsys-
tem with inaccessible state variables on the other subsystem with the accessible
state variables. Therefore, in the complete absence of a dynamical subsystem state
variables measurements, the power conserving interconnection provides a natural
feedback through the power port of these systems which can be used as basis to
construct state observers.

It was shown that for any power-conserving interconnection, we cannot impose
both effort and flow variables at a time, the interconnection is, however, in feedback
which means that if two subsystems are in a power-conserving interconnection, the
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output flow variable of the first system acts as an input to the second, while the
output effort of the second acts as an input to the first subsystem. And it was
shown that this is due to the dimension of the Dirac structure that is equal to the
dimension of the flow variables space or its effort variables dual space. This indicates
that for any power-conserving interconnection between dynamical subsystem, there
is always energy exchange between these two subsystems in terms of flow and effort
variables. The specific nature of these variables can be determined upon the nature
of power being exchanged between these subsystems. In other words, if electrical
power is being exchanged between the dynamical subsystems, spaces of effort and
flow variables are the spaces of voltage and current variables, respectively. Similarly,
if mechanical power is being exchanged along the power port of the power-conserving
interconnection, the spaces of effort and flow variables are the spaces of generalized
forces and generalized velocities, respectively.

The previous analysis indicates that even in the complete absence of the state
variables from a dynamical subsystem, its power-conserving interconnection with
other subsystem guarantee that there exist a natural feedback in terms of effort or
flow variables.

• Effort-based State Observer

Effort-based state observer is designed for wide classes of dynamical system with
linear and Quasi-nonlinear dynamics. In addition, for dynamical systems with non-
linear dynamics, a transformation can be carried out to have them represented in a
Quasi-nonlinear form. Therefore, the class of dynamical system we consider is fairly
general. The effort-based state observer is designed for a dynamical subsystem
with inaccessible state variables by estimating its natural feedback (effort variable)
through the power-conserving interconnection with another dynamical system. The
estimated effort variables are then injected onto the observer structure in order to
enforce desired estimation error dynamics.

Due to the dependence of the feedback-like forces utilized in the realization of
the effort-based state variable on the definition of the Dirac structure. The error
dynamics is not trivial it is rather depending on the Dirac structure representation
of the interconnected subsystems. However, the Dirac structure representations
between most of the interconnected dynamical subsystems are few. Therefore, the
error dynamics can be derived for each specific case based on the Dirac structure
definition. It was shown that for system with linear dynamics and with a Dirac
structure between interconnected subsystems in terms of energy storage element
and energy dissipation element that, if the matrix A + M

(
cL2 + kL1

)
was Hurwitz,

the estimation error will converge to zero for any initial error vector x̃(0), i.e., the
estimated states x̂ will converge to x regardless to the initial value of the estimated
and actual states x̂(0) and x(0), respectively. The experimental results showed
robustness over parameter deviations and unknown initial conditions. However,
the reconstruction time in the presence of parameter deviation and unknown initial
conditions is longer.
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The effort-based state observer is designed for dynamical systems with Quasi-
nonlinear dynamics for two cases at which the effort feedback-like signals are de-
scribed with linear and nonlinear functions. For these cases the error dynamics is
derived and used to obtain necessary and sufficient conditions for the estimation
error asymptotic stability. The necessary and sufficient conditions are then repre-
sented in the form of linear matrix inequality which can be solved as an optimization
problem in order to obtain the optimum effort-based state observer gain vector that
provides asymptotic stability of the estimation error for larger range of robustness
and estimation stability.

The observer is implemented twice for a cart pendulum and single-link robot ma-
nipulator in order to show the effect of the nonlinear and linear effort mapping in the
estimation error dynamics, respectively. Estimation robustness for unknown initial
conditions was also investigated and the observer showed satisfactory asymptotic
stability.

In general, the effort-based state observer has at least three degrees of free-
dom since it consists of three observers in cascade, two effort-force observers and a
Luenberger-like effort-based state observer. The associated scaler and vector gains
of the observer must be selected such that the reconstruction of the state variables
is twice faster than the control system. It is worth noting that the order of these
observers associated with the overall effort-based state observer affects the accuracy
and the speed of the estimated states reconstruction. Therefore, this trade-off must
be considered while designing the effort-based state observer.

Due to the structure of the effort-based state observer which consists of three
observer in cascade, the phase margin of the observer based control system is less
than the phase margin of the sensor based one. This is due to the amount of phase
lag induced by each single observer associated with the overall effort-based state
observer. Therefore, the sensor based control system turned out to be more stable
than effort-based observer control system. Experimentally, these two controller
were utilized to position a non-collocated point along a dynamical system with
three degrees of freedom. The experiment was performed for similar controller gain
and experimental parameter and settings. Performance of the sensor based control
system showed faster settling time, whereas oscillatory response was obtained with
larger settling time in the case of the effort-based state observer based control
system.

Necessary and sufficient conditions for observability of state variables of a dy-
namical system with inaccessible state variables from the incident effort variables
were analyzed. The system matrix of the dynamical system must have distinct
eigenvalues in order to be able to observer the dynamical state variables from the
effort variables obtained from the power port of the interconnection. The observ-
ability in this case is not defined by the pair (A,C), it is rather defined by the state
matrix and the effort-force pair (A, e).

The effort-based state observer is fairly general, if a transformation z = T (x) of
the dynamical system with the form f(x, u) to the form Az + Φ(z, u) exists. Then
the necessary and sufficient conditions for the estimation error asymptotic stability
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in the form of linear matrix inequality can be used in order to design the observer
vector and scaler gains for this general class of dynamical systems.

• Effort-based State Observer based Control System

The effort-based state observer provides estimates of the full observable states.
Therefore, it would be natural to devise controllers such as state feedback controllers
and optimal controllers which depends on the presence of full states for linear sys-
tems. A state feedback controller along with additional control input to suppress
disturbances and for the attainment of robustness is realized based on the estimated
states. For the same controller parameters the sensor based controller showed better
performance over the observer based controller in terms of settling time due to the
larger phase margin of the sensor based controller.

Due to the presence of the estimated full states, the optimal control system is
realized with a quadratic performance index which represents the energy content of
the system. This controller is compared with a regular PID controller in controlling
a dynamical system with multiple degrees of freedom along with actively suppress-
ing its residual vibration. Both controllers were realized based on the estimated
states through the effort-based state observer. As it was expected, the phase por-
trait of each degree of freedom indicated that the effort-based state observer based
optimal controller precisely position a specific degree of freedom to the pre-specified
reference without residual vibration. In addition, the experimental result of this op-
timal controller proved the validity and possibility of realizing the optimal control
law through the effort-based state observer. Nevertheless, the superior performance
shown experimentally of the effort-based state observer based optimal control sys-
tem does not give any information about the robustness and the stability margin of
the control system.

Robustness and stability margins are compared for both control systems that
are based on sensor measurement and the estimated states of the effort-based state
observer. The phase margin of the sensor based controller is larger than the observer
based one. Phase margin in general shows how much time delay in the open loop
can the control system tolerate. It is intuitively clear that due to the structure of
the effort-based state observer that each single observer induces certain amount of
phase lag. Therefore, the phase margin of the observer based control system is less
than sensor based control system.

• Effort-based force control

The effort-based force observer provides a comprehensive solution for many prob-
lems associated with both force sensors and force observers. Although force observer
avoid most of the problems associated with force sensors, the flow variable measure-
ment of the degree of freedom in contact with the environment has to be made.
Therefore, in the absence of this measurement, the force observer can not be real-
ized and the force control system has to rely on the problematic force sensors.
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The well-known force observer relies on measuring the flow variable, whereas the
effort-based force observer alters the flow variable measurement with the estimated
incident effort variable. Therefore, the degree of freedom (end effector in general)
in contact with the environment can be kept free from any attached sensors for
force measurement or for flow variable measurement. The structure of the effort-
based force observer consists four observers in cascade, two effort-force observers at
the power port of the interface plane of the dynamical subsystems, a Luenberger-
like effort-based state observer and a conventional force observer. Therefore, the
effort-based force observer has at least four degrees of freedoms that affects the
convergence of the estimated interaction forces with the environment to the actual
ones.

Robustness and stability margins of the force control system based on force
sensor is compared with the observer based force control system. Similar to the
motion control system, the stability margin in terms of phase margin of the sensor
based control system turned out to be larger than the stability margin of the observer
based force control system. This result matches with the previous result and it
emphasizes the importance of designing the effort-based state observer and the
effort-based force observer such that the their induced phase lag does not cause
instability to the overall control system.

It was shown that sensitivity of the reaction force observer to micro scale inter-
action forces with the environment are affected by the resolution of the position of
velocity sensor used to measure the flow variable of the degree of freedom in contact
with the environment. However, due to the sensor noise, the signal to noise ratio
was close to 1.5 while estimating micro scale interaction forces with the environ-
ment. This indicates the difficulty of implementing the reaction force observer for
applications such as micromanipulation and micro assembly due to sensor noise. On
the other hand, the effort-based force observer does not require measuring the flow
variables of the degree of freedom in contact with the environment it rather depends
on the feedback-like effort-force estimates.

The effort or energy based force observer provides excellent match to the force
sensor in certain frequency range. Therefore, utilization of this observer allows
avoiding majority of force sensors and reaction force observers related problems.

• Effort-based Control of Distributed Systems

It was shown that the effort-based state observer can be further utilized to
estimate state variables of systems with distributed dynamics such as flexible robot
arms and manipulators. These systems have infinite dimensional transfer function
realization. we assumed that the excitation signal is bandlimited in order to obtain
a high order representation instead of the infinite dimensional representation. The
high order representation is truncated to its optimal reduced order representation
by minimizing the Hankel norm of the system.

The Hankel singular values were utilized in order to decide about the dominant
states that has to be included in the optimal model and the states that have to be



130 Chapter 8. Conclusion

discarded. Then the frequency response plots are used to compare the behavior of
the original system versus the optimal truncated one. The gains associated with
the effort-force observer turned out to have a large impact on the accuracy of the
optimal representation. It was shown that larger gains result in more accurate
representation of the system dynamics in terms of frequency response. However, we
have to consider the performance and stability tradeoffs which limits the selection
of the effort-based observer gains to certain values.

The frequency response of the distributed system optimal truncated model showed
exact match at certain frequency ranges and poor match at other ranges. However,
it was shown that most of the dynamics can be accurately modeled with the opti-
mal truncated model. However, due to the poor match between the optimal model
and the exact system in some other frequency regions, we suggest not to excite the
dynamical system within these frequency ranges. This can be accomplished by re-
moving the control input energy content at these particular frequencies by band-pass
filters, for example.

Effort-based state observer is designed to estimate the truncated states of the
distributed system. The distributed system is conceptually assumed to have inacces-
sible state variables and outputs but it is in power conserving interconnection with
another dynamical subsystem, namely the actuator, from which measurements can
be taken. The estimated states showed satisfactory convergence to the actual ones
in finite time. In addition robustness of the effort-based state observer is analyzed
under unknown initial conditions and parameter deviations.

The estimated states through the effort-based state observer used to realize
the optimal control law that minimizes the energy content within the distributed
system. An Euler-Bernoulli beam example was studied in order to illustrate the
procedures, starting from the dynamical equation of this distributed system till the
realization of the effort-based state observer based optimal control law. Based on
the assumption that the excitation signal is bandlimited, the infinite dimensional
Euler-Bernoulli beam is represented wit a high order model with 22-state variables.
This higher order model is then used to obtain an optimal truncated model with
7-state variables based on minimizing the Hankel norm. It was shown that the
first 7 Hankel singular values are dominant, whereas the rest of the singular values
can be discarded. This optimal truncated model is then used in the design of the
effort-based state observer.

The merits of the proposed effort-based state observer for systems with dis-
tributed dynamics is the ability to keep these systems free from any attached sensor
and measurements while estimating their truncated state variables from measure-
ments taken from their power ports with other dynamical subsystems, namely their
actuators.
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Appendix A

Experimental Procedures

A.1 Effort Force Estimation

The workstation depicted in Fig. A.1 consists of two manipulator arms to support
a flexible biological cell similar to the one depicted in the left bottom corner of
Fig. A.1. A needle with 50 nm diameter driven via a direct drive actuator is
interacting with the biological cell in order to investigate the precision and sensitivity
to sensor noise during a micro scale interaction. The experimental setup consists
of a single degree of freedom slave robot that interacts with the biological cell, this
slave is bilaterally controlled via a single degree of freedom master robot. Forces
and velocities between the master and slave robots are scaled in order to guarantee
safe interaction with the delicate object. The optical position encoders utilized in
this experiment are of 1 µm resolution. Diameter of the Biological cells utilized in
estimating the effort-forces are in the range of 500 to 1000 µm.

The experimental results outlined in Chapter 3 aims to illustrates how to esti-
mate the effort-forces through the power ports of the interacting physical systems.
In addition, Sensitivity to micro scale forces is experimentally evaluated. Estima-
tion of the effort-forces requires determination of disturbance forces first. This can
be done by designing the observer outlined in Chapter 3 based on the nominal pa-
rameter of the plant along with measuring the flow variable of a particular degree
of freedom. Experimentally, the flow variable is obtained through differentiating
the position encoder signal through a low-pass filet with cut-off frequency gl as de-
picted in Table. A.1. The flow variable along with the supplied input. In order to
decouple the effort-force from the disturbance force, the actuator force ripple and
self-varied mass forces have to be determined and subtracted from the disturbance
force. This requires identifying the parameter deviations from their actual values.
The identified parameters can then be used in the realization of the feedback-like
effort-forces. Experimentally, first order disturbance and effort-force observers were
utilized with the gains included in Table. A.1.

Validity of the effort-force observer is experimentally demonstrated by compar-
ing the estimated effort-force with the actual ones based on measurements and the
Dirac structure that is assumed to be known beforehand. This comparison indicates
that the effort-force observer satisfactory estimates the actual effort-forces along the
power ports of the interconnected physical systems.

In the experimental setup depicted in Fig. A.1, the interconnection occurs be-
tween the needle and the flexible biological cell. Throughout the thesis, intercon-
nections along systems with lumped dynamics were considered. In this case, the
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Figure A.1: Effort-force based state observer experiment on a micro system work-
station.

interconnection occurs between the different energy storage element and energy dis-
sipation elements.

A.2 State Estimation Experimental Setup

The experimental setup utilized in examining the performance of the effort-based
state observer should possess multiple degrees of freedom in order to allow estimating
several state variables. The actual state variables of each degree of freedom should
be also measured in order to compare the estimated with the actual state variables.
Therefore, the experimental setup includes a lumped mass spring system with three
degrees of freedom connected to an actuator via an energy storage element and
energy dissipation element. The lumped dynamics allows attaching position encoder
to each degree of freedom, which in turn allows comparing the estimated states with
the precisely measured ones.

As depicted in Fig. A.2, the experimental setup consists of a linear actua-
tor attached via an energy storage element to a three degree of freedom flexible
lumped system. This system is incorporated with a microsystems workstations that
is mounted on a vibration isolation table. Although many sensors are attached to
the dynamical system, only single sensor is utilized in the realization of the state
observer and the control system. The rest of the sensors are used for verification
purpose through comparing the actual with the estimated state variables.
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Table A.1: Experimental parameters
Master force constant kn

fm 6.43 N/A

Master nominal mass mn
m 0.059 kg

Master effort-force observer gain gm
eff 62.8 rad/s

Master disturbance observer gain gm
dis 315 rad/s

Slave disturbance observer gain gs
dist 628 rad/s

Sampling time Ts 1 ms

Low pass filter gain gl 1884 rad/s

Master mass deviation ∆mm 0.0055 kg

Master force constant deviation ∆kfm 6.32 N/A

Master viscous friction constant bm 0.065 Ns/m

Figure A.2: State estimation experimental setup.

Experimentally, to realize the effort-based state observer, the flow variable of
the actuator has to be measured. This is done through differentiating the position
encoder signal through a low-pass filter with cut-off frequency 628 rad/s, in addition
the nominal model of the plant is assumed to be known beforehand. Therefore, the
entire energy based state observer is based on this single measurement from the
whole system.



Appendix B

Decoupled State Space
Representation

In order to show how to represent the linear state space representation such that
the available state for measurement are decoupled from the other unavailable state
for measurements, the inaccessible state variables have to be separated from the
ones that we can measure. Then based on this separation, the entire dynamical
system can be decoupled into two subsystems with accessible and inaccessible state
variables. Afterwards, the Dirac structure of the interconnection between these two
dynamical subsystems has to be defined to reveal the incident natural feedback-like
effort-forces from the dynamical subsystem with inaccessible state variables on the
other subsystem with accessible state variables.

B.1 Dynamical System with 2 Degrees of Freedom

We consider the dynamical system illustrated in Fig. B.1, its state space represen-
tation can be written in the following form,
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upon the following Dirac structure representation,

f s = em = y , fm = es − ed + u (B.2)

the previous state space representation can be represented in the following form,
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ẋ2

ẋ3
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Figure B.1: Dynamical system with 2 degrees of freedom.

here we assume that the Dirac interconnection between the dynamical subsys-
tems is defined by an energy storage element and energy dissipation element, then
we attempt to separate the effort-force from the system matrices as follows,
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that is of the following form
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B.2 Dynamical System with 3 Degrees of Freedom

we further consider a dynamical system with three degrees of freedom, which consists
of two dynamical subsystems, one of which has accessible state variables, whereas the
state variables of the other degrees of freedom are not available for measurements.
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the state space representation of this system can be written as follows
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ẋ6




=




0 1 0 0 0 0

− k
m1 − c

m1
k

m1
c

m1 0 0

0 0 0 0 1 0
k

m1
c

m1 − 2k
m1 − 2c

m1
k

m1
c

m1

0 0 0 0 0 1

0 0 − k
m1

k
m1

k
m1 − k

m1







x1

x2

x3

x4

x5

x6




+




0
1

m1

0

0

0

0




u (B.6)

upon the following Dirac structure representation,

f s = em = y , fm = es − ed + u (B.7)

the previous state space representation can be represented in the following form,
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Again we consider that the interconnection between the dynamical subsystems
is defined via a Dirac structure which describes an anergy storage and dissipation
elements, this allows putting the previous equations in the following form

Figure B.2: Block diagram representation of the dynamical system with 3 DOF.
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An Energy Based Formalism for State

Estimation and Motion Control

Abstract: This work presents an energy based state estimation formalism for a
class of dynamical systems with inaccessible/unknown outputs and systems at which
sensor utilization is costly, impractical or measurements can not be taken. The
physical interactions among most of the dynamical subsystems represented math-
ematically in terms of Dirac structures allow power exchange through the power
ports of these subsystems. Power exchange is conceptually considered as informa-
tion exchange among the dynamical subsystems and further utilized to develop a
natural feedback-like information from a class of dynamical systems with inacces-
sible/unknown outputs. The feedback-like information is utilized in realizing state
observers for this class of dynamical systems. Necessary and sufficient conditions for
observability are studied. In addition, estimation error asymptotic convergence sta-
bility of the proposed energy based state variable observer is proved for systems with
linear and nonlinear dynamics. Robustness of the asymptotic convergence stability
is analyzed over a range of parameter deviations, model uncertainties and unknown
initial conditions. The proposed energy based state estimation formalism allows
realization of the motion and force control from measurements taken from a single
subsystem within the entire dynamical system. This in turn allows measurements
to be taken from this single subsystem, whereas the rest of the dynamical system
is kept free from measurements. Experiments are conducted on dynamical systems
with single input and multiple inaccessible outputs in order to verify the validity of
the proposed energy based state estimation and control formalism.

Keywords: Energy based formalism, effort-based state observer, systems with
inaccessible state variables, motion control
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