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Abstract

Wearable force feedback robotic devices, haptic exoskeletons, are becoming in-
creasingly common as they find widespread use in medical and virtual reality (VR)
applications. Allowing users to mechanically interact with computationally medi-
ated environments, haptic exoskeletons provide users with better “immersion” to
VR environments.

Design of haptic exoskeletons is a challenging task, since in addition to being
ergonomic and light weight, such devices are also required to satisfy the demands
of any ideal force-feedback device: ability withstand human applied forces with
very high stiffness and capacity to display a full range of impedances down to the
minimum value human can perceive. If not properly designed by taking these con-
flicting requirements into account, the interface can significantly deteriorate the
transparency of displayed forces; therefore, the choice of the kinematic structure
and determination of the dimensions of this kinematic structure have significant
impacts on the overall performance of any haptic display independent of the control
algorithm employed.

In this thesis, we first propose a general framework for optimal dimensional
synthesis of haptic interfaces, in particular for haptic interfaces with closed kinematic
chains, with respect to multiple design objectives. We identify and categorize the

relevant performance criteria for the force feedback exoskeletons and address the



trade-offs between them, by applying a Pareto-front based multi-objective design
optimization procedure. Utilizing a fast converging gradient-based method, the
proposed framework is computational efficient. Moreover, the approach is applicable
to any set of performance indices and extendable to include any number of design
criteria.

Subsequently, we extend this framework to assist the selection of the most appro-
priate kinematic structure among multiple mechanisms. Specifically, we perform a
rigorous comparison between two spherical parallel mechanisms (SPMs) that satisfy
the ergonomic necessities of a human forearm and wrist and select the kinematic
structure that results in superior performance for force-feedback applications. Utiliz-
ing the Pareto optimal set of solutions, we also assign dimensions to this mechanism
to ensure an optimal trade-off between global kinematic and dynamic performance.

Following the design optimization phase, we perform kinematic and dynamic
analyses of the SPM-based exoskeleton in independent coordinates to facilitate effi-
cient simulation and real-time implementation of model based controllers. We decide
on the hardware components considering human wrist torque and force limits, safety
and ergonomy constraints, and present the CAD model of a prototype of the ex-
oskeleton. Finally, we implement model based task-space position and impedance

controllers in simulation and present the results of them.
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PARALLEL MEKANIZMA TABANLI ALT KOL DIS ISKELETININ
KONTROLU VE TASARIM ENIYILESTIRMESI
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Anahtar Kelimeler: Alt kol dig iskeleti, cok-kriterli tasarim eniyilestirmesi, paralel

mekanizmalar, kuvvet geri-beslemeli robotlarin pozisyon ve empedans kontrolii.

(“)zet

Giyilebilir kuvvet yansitimli robotlar, haptik dig iskeletler, medikal ve sanal
gerceklik uygulamalarinda genig kullanim alanmi1 bulduklarindan, giintimiizde oldukca
yayginlagmaya baglamiglardir. Haptik dig iskeletler, bilgisayarda olugturulmug or-
tamlarla kullanicilarin mekanik etkilesimine izin vererek onlarin sanal gergeklik or-
tamina daha iyi dahil olabilmelerini saglamaktadirlar.

Haptik dig iskeletlerin tasarimi oldukca zorlu bir gorevdir, zira bu cihazlarin, er-
gonomi ve hafiflik kriterlerinine ek olarak, ideal herhangi bir kuvvet yansitimli ma-
kinadan beklenen 6zellikleri de saglamasi gerekmektir; insan tarafindan uygulanan
kuvvetlere ¢ok yiiksek katilikla dayanabilmeli, ayrica insanin algilayabilecegi mini-
mum empedansa kadar inebilen tam impedans araligini sergileyebilme kapasitesine
sahip olmalidir. Robot, bu birbiriyle celisen gereklilikler goz ontinde bulunduru-
larak tasarlanmazsa, cihazin kendisi yansitilan kuvvetlerin seffafligini 6nemli ol¢tide
bozabilir. Bu ylizden, kinematik yapinin secimi ve boyutlarinin belirlenmesinin,
uygulanan kontrol algoritmasindan bagimsiz olarak, herhangi bir haptik yansitimin
genel performansinda onemli etkileri vardir.

Bu tezde, ilk olarak haptik aygitlarin, 6zellikle kapali kinematik yapidakilerin,
birden ¢ok tasarim amacina gore optimum boyut sentezinde kullanilabilecek genel
bir sablon sunuyoruz. Kuvvet yansitiml dig iskeletelerle ilgili performans kriterlerini

belirleyip, siniflandiriyoruz ve Pareto-front bazli cok amach tasarim en iyilegtirmesi



prosediiriinii kullanarak aralarindaki odiinlesimi ifade ediyoruz. Onerilen cerceve,
hizli yakinsayan gradient bazli bir metod kullandigindan, hesaplama agisindan ve-
rimlidir. Ayrica, bu yaklagim secilen performans kriterlerinden bagimsiz olup, iste-
nilen sayida tasarim kriteri icin kullanilabilir.

Ardindan, bu cerceveyi en uygun kinematik yapinin secimine yardimeci olacak
sekilde genigletiyoruz. 6zel olarak, insan 6n kolu ve bileginin ergonomik ihtiyaclarini
kargilayan iki kiiresel paralel mekanizmanmn (KPM) titiz bir bigimde kiyaslanmasini
gerceklestirip, kuvvet yansitimli uygulamalarda daha iyi performans sergileyen kine-
matik yapiy1 seciyoruz. Ayrica secilen mekanizma icin, Pareto egrisindeki en iyi
tasarimlarin bulundugu kiimeden, kinematik ve dinamik performanslar arasindaki
optimum oOdiinlegimi saglayan mekanizma boyutlarini belirliyoruz.

Tasarim en iyilestirilmesi asamasini takiben, model bazl kontrolorlerin benzetim
ve gercek zamanlh uygulamalarini verimli olarak gergeklestirebilmek i¢cin KPM bazh
digiskeletin kinematik ve dinamik analizlerini, bagimsiz kordinatlarda yapiyoruz.
msan bileginin tork ve kuvvet smirlarini géz ontinde bulundurarak donanim bile-
senlerine karar verip, ilk prototip dig iskeletin tasarim modelini sunuyoruz. Son
olarak, model bazli gorev alani pozisyon ve empedans tipi kontrolorlerin benzetim-

lerini uygulayip, sonuclarini sunuyoruz.
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Chapter 1

Introduction

Wearable force feedback robotic devices, haptic exoskeletons, are becoming increas-
ingly common as they find widespread use in medical and virtual reality (VR) ap-
plications. Allowing users to mechanically interact with computationally mediated
environments, haptic exoskeletons provide users with better “immersion” to VR
environments.

Design of haptic exoskeletons is a challenging task, since in addition to being
ergonomic and light weight, such devices are also required to satisfy the demands
of any ideal force-feedback device: ability to withstand human applied forces with
very high stiffness and capacity to display a full range of impedances down to the
minimum value human can perceive.

If not properly designed, the dynamics of an exoskeleton device can significantly
deteriorate the transparency of displayed forces during haptic rendering of virtual
environments. Even though parasitic effects due to the device dynamics can be
actively compensated using feedback paradigms, such approaches require use of force
sensors. Active cancelation approaches suffer from the limited bandwidth of the force
sensors, undesired sensor dynamics, sensor actuator non-collocation, and high cost
of force sensors. Design optimization studies performed on haptic interfaces can
shape the device dynamics in a favorable manner; therefore, these studies can have
a significant impact on the overall performance of the haptic display independent of
the control algorithm employed.

Multiple performance requirements have to be considered simultaneously while
performing design optimization of haptic exoskeletons. Since the performance with

respect to many of these criteria cannot be improved without deteriorating others,



design trade-offs are inevitable. Determination of an optimal design with respect
to many criteria is a difficult problem and should be handled with formal multi-
objective optimization methods that assign trade-offs systematically.

Besides the important task of determining the most appropriate dimensions of a
given parallel mechanism architecture that constitute the best compromise between
multiple performance criteria, another relevant concern during design optimization
studies is the selection of the most appropriate kinematic structure. Selection of the
most appropriate kinematic structure for a given task is non-trivial, since kinemat-
ics and dynamics of each mechanism may differ substantially from each other and
intuitive approaches may fail to capture the important trade-offs among multiple
mechanisms.

Finally, hardware implementation and real-time controls of parallel mechanism
based exoskeleton devices pose some important challenges. Selection of actuators
and transmission mechanism are critical for the kinematic, kinetic, and dynamic
performance of high-fidelity impedance display type devices. Efficient formulation
of the kinematics and dynamics models of parallel mechanisms is essential to ensure

high real-time control loop rates required by force feedback applications.



1.1 Objectives

The objectives of this thesis are to design an optimal lower-arm exoskeleton to
serve as a high-fidelity haptic interface, manufacture its prototype, and perform
kinematic and dynamic analyses of the exoskeleton for implement real-time position

and impedance controllers implementations.

The major goals of the thesis can be listed as follows:

- Identify relevant performance criteria for force-feedback exoskeleton devices,

- Build an efficient and general framework for multi-criteria design optimization

and comparison of parallel mechanisms based robotic devices,

- Employ the framework for multi-criteria design optimization of spherical par-
allel mechanisms and decide on the superior kinematic structure and optimal
dimensions of a lower-arm exoskeleton to serve as a high-fidelity haptic inter-

face,

- Decide on the hardware components and control architecture of the lower-arm

exoskeleton to satisfy safety and performance limitations,

- Perform kinematic and dynamic analyses of the device for simulation and real-

time controls implementation,



1.2  Overview of the Proposed Approaches and the Structure of the

Document

Chapter II presents a general framework for optimization of haptic interfaces, in
particular for haptic interfaces with closed kinematic chains, with respect to mul-
tiple design objectives, namely kinematic and dynamic criteria. Both performance
measures are discussed and optimization problems for a haptic interface with best
worst-case kinematic and dynamic performance are formulated. Non-convex single
objective optimization problems are solved with a branch-and-bound type (modi-
fied culling) algorithm. Pareto methods characterizing the trade-off between mul-
tiple design criteria are advocated for multi-criteria optimization over widely used
scalarization approaches and Normal Boundary Intersection method is applied to
efficiently obtain the Pareto-front hyper-surface. The framework is applied to a
sample parallel mechanism (five-bar mechanism) and the results are compared with
the results of previously published methods in the literature. Finally, dimensional
synthesis of a high performance haptic interface utilizing its Pareto-front curve is
demonstrated.

Chapter III presents multi-criteria design optimization of a parallel mechanism
based force-feedback exoskeleton for human forearm and wrist. Relevant design ob-
jectives for force-feedback exoskeleton devices are identified and categorized. Rig-
orous comparison of two spherical parallel mechanisms that satisfy the ergonomic
necessities of a human forearm and wrist is presented, by extending a Pareto front
based multi-criteria optimization framework developed for parallel mechanisms. The
kinematic structure that results in superior performance for force-feedback applica-
tions is selected. Subsequently, dimensional synthesis is performed for this spherical
parallel mechanism to ensure an optimal trade-off between global kinematic and
dynamic performance of the exoskeleton device.

Chapter IV presents design, dynamic modeling, instrumentation, and simula-
tions of position and impedance controllers of a four degree-of-freedom parallel fore-
arm and wrist exoskeleton device, designed to serve as a high-quality impedance
display. The kinematic structure and dimensions of the device are optimized with
respect to kinematic and dynamic performance criteria to ensure that the device is

isotropic, can achieve high position and force bandwidths, can accommodate most



of the natural workspace of human forearm and wrist in a singularity-free manner.
Direct drive actuation is preferred during implementation of the device to satisfy
high stiffness, low friction, and no backlash. Dynamic simulations of the device are
completed to allow selection of actuators that can withstand a reasonable percent-
age of human joint torques. To ensure high control loop rates, real-time solutions
of configuration and motion level forward and inverse kinematics of the device are
addressed and computationally efficient formulation of the dynamics model of the
parallel mechanism is implemented using Kane’s method. Model based task-space
position controllers as well as task-space impedance controllers are simulated and
results are presented.

Finally, Chapter V summarizes the contributions, discusses future work and

concludes the thesis.



Chapter 2

A Multi-criteria Design Optimization Framework for

Parallel Robots

Robotic manipulators with parallel kinematic chains are becoming increasingly com-
mon due to the inherent advantages they offer with respect to their serial counter-
parts. Parallel mechanisms possess compact designs with high stiffness and have low
effective inertia since their actuators can be grounded in many cases. In terms of dy-
namic performance, high position and force bandwidths are achievable with parallel
mechanisms thanks to their light but stiff structure. Besides, parallel mechanisms
do not superimpose position errors at joints, hence can achieve high precision.

Since the performance of parallel mechanisms is highly sensitive to their dimen-
sions, design optimization studies are absolutely necessary for these types of mech-
anisms [46]. Design optimization studies of such mechanisms with closed kinematic
chains are significantly more challenging than serial ones. Parallel mechanisms have
smaller workspace with possible singularities within the workspace and their anal-
ysis is considerably harder than the analysis of mechanisms with serial kinematic
chains. Due to the additional complexities involved, the dimensional synthesis of
parallel mechanisms is still an active area of research.

Optimum design of parallel mechanisms even for a single objective function is
challenging due to the nonlinear, large scale nature of such mechanisms [38] and non-
convex properties of performance indices with respect to the design variables [49].
Many different optimization approaches applicable to nonlinear, non-convex opti-
mization problems such as genetic algorithms [38, 58, 71], simulated annealing [51],
Bayesian techniques [58, 59], Monte-Carlo simulations [58, 71], controlled random-

ized searches [43], performance charts [41], workspace atlases [42], and branch and



bound methods [57] have been applied to design optimization of parallel mechanisms.
In general, deterministic methods can get stuck at a local optimum, heuristic meth-
ods cannot guarantee optimality of the converged solution, while branch and bound
type methods are only as accurate as the discretization selected.

While performing dimensional synthesis of parallel mechanisms, various perfor-
mance criteria such as kinematic and dynamic isotropy, stiffness, sensitivity, and
transmission capability have to be considered simultaneously. The performance
with respect to many of these criteria cannot be improved without deteriorating
others; hence, design trade-offs are inevitable. Determination of optimal dimensions
with respect to many design criteria is a difficult problem and should be handled
with multi-objective optimization methods so that trade-offs can be assigned in a

systematic manner.

As emphasized earlier, an optimal design of a haptic interface can only be
achieved by considering many competing objectives. There exists several studies
in which multiple design criteria have been addressed for this purpose. Hayward
et al. define the relationship between multiple criteria and utilize sensitivities of
these criteria to conduct a hierarchical optimization study [20]. Multiple objectives
are considered sequentially in [1, 33, 51, 57] by searching for parameter sets resulting
in near optimal kinematic performance and then selecting the design exhibiting the
best dynamic performance from this reduced parameter space. Task-priority [7],
probabilistic weighting [45], composite index [36], and tabular methods [68] are
among the other approaches that consider multiple criteria.

Even though these studies can account for multiple design criteria, they can be
broadly classified under scalarization methods in which the multi-criteria optimiza-
tion problem is addressed in an indirect manner, by first transforming it into a (or
a series of) single objective (scalar) problem(s). These approaches either aggregate
multiple criteria into a single objective function through some form of weighting or
prioritize one objective and select others to serve as constraints to form a single
objective optimization model. Scalarization methods possess the inherent disadvan-
tage of their aggregate objective functions requiring preferences or weights to be
determined apriori, i.e. before the results of the optimization process are actually

known [12]. Since assigning proper weights or prioritizing different criteria is a prob-



lem dependent, non-trivial task, these techniques fall short of providing a general
framework to the design of parallel mechanisms.

Pareto methods, on the other hand, incorporate all optimization criteria within
the optimization process and address them simultaneously to find a set of efficient so-
lutions. Each design alternative in the solution set corresponds to a non-dominated
design in the objective space. In other words, these methods aim to construct the
Pareto-front hyper-surface representing the design trade-offs between multiple cri-
teria. Omnce such a hyper-surface resolving the design trade-offs is obtained, an
appropriate design on this hyper-surface can be selected taking into account other
design requirements of the particular application in consideration. Pareto methods
allow the designer to make an informed decision by studying a wide range of options,
since they contain solutions that are optimum from an owerall standpoint; unlike
aggregate optimization techniques that may ignore this trade-off viewpoint. Thanks
to this feature, Pareto methods are better suited as a general solution framework for
design optimization of parallel mechanisms. Pareto methods provide a better un-
derstanding of the optimization problem allowing all the consequences of a decision

with respect to all the objectives be explored.

Due to its transparent interpretation even for non-expert users, the most com-
monly used technique for generating points on the Pareto-front hyper-surface is to
solve for optimal solutions of (convex) weighted sums of several objective functions
for various different settings of weights [29, 31]. This traditional approach is an
extension of the scalarization approaches and suffers from two major drawbacks:
Weighted sum approach does not guarantee a uniform spread of Pareto points for
an even spread of weights, and this approach cannot solve for points on the non-
convex portions of the Pareto-front hyper-surface [10]. Without prior knowledge
of the shape of the Pareto-front hyper-surface, it is not possible to estimate values
of weights that map out a uniform spread of points on the Pareto-front hyper-
surface, while increasing the number of weights does not result in points on the non-
convex portions of the Pareto set. Therefore, ill-behaved nature of the weighted
sum approach frequently results in under-represented regions of the Pareto-front
hyper-surface and cause selection of an inferior design solution by failing to map

important non-dominated ones.



Other methods exists in literature that directly attacks the problem to solve for
the Pareto set. As regards to employing these Pareto methods for design of parallel
mechanisms, Krefft et al. recently applied a modified genetic algorithm (GA) to a
problem with multiple objective functions and solved for the Patero-front hyper-
surface [35, 34]. Similarly in [56], GA is applied to multi criteria optimization of
a 2-DoF parallel robot. Despite their inherent advantage of resulting in multiple
non-dominated design solutions within a single optimization search, GA approaches
suffer from several disadvantages. Specifically, the convergence performance of GA is
highly dependent on user-specified parameters such as sharing factor, and the results
are very sensitive to these user specified parameters. Moreover, GA methods demand
inferior computational cost with increasing number of objective functions, hence
cannot be easily adopted or scaled for use of more than two objective functions [8].
More importantly, GA might prematurely converge to sub-optimal solutions [22].
Finally, use of GAs to obtain Pareto front hyper-surface has the disadvantages of
large computational expense as well as a tendency for clumping of solutions in
objective space resulting in under-represented regions of the Pareto-front [12].

Finally, in [60] authors proposed a multi-objective design framework for op-
timization of parallel mechanisms based on Normal Boundary Intersection (NBI)
method [11]. In [62] the proposed framework is applied to design of a 3RPS-R type
robot for dual purpose application. The proposed framework is computational effi-
cient, applicable to any set of performance indices, and extendable to include any
number of design criteria that is required by the application.

In this Chapter, the framework first introduced by the authors in [60, 61] is
further studied and extended results are presented. Global kinematic and dynamic
performance of parallel mechanisms over a pre-defined singularity free workspace are
maximized simultaneously and the Pareto-front curve for these two criteria is ob-
tained. Firstly, the global solutions of non-convex min-max performance criteria are
solved independently from each other using a modified branch and bound algorithm,
called culling algorithm [57]. Once optimal solutions of each single criteria optimiza-
tion problem are obtained, Normal Boundary Intersection (NBI) method [11], which
performs a deterministic geometric search within the objective space, is utilized to

efficiently compute uniformly distributed design solutions on the Pareto-front curve.



The proposed framework is applicable to other performance indices and easily ex-
tendable to include further design criteria that may be required by the application.
The results are compared against sequential optimization and weighted sum ap-
proaches. To facilitate the determination of the “best” solution of the Pareto set,
estimation of the relative weights of performance indices that are implicit in the
Pareto plot is demonstrated.

This Chapter is organized as follows: Section 2.1 discusses several kinematic and
dynamic performance measures, while Section 2.2 introduces the sample mechanism
used for the analysis, a 2-DoF parallel five-bar linkage. Section 2.3 formulates the
multi-criteria optimization problem. Section 2.4 explains the optimization methods
used to address the single and multi-criteria optimization problems and is followed
by results and their discussion in Section 2.5. Section 2.6 presents conclusions and
future work. Kinematic and dynamic analyses of a five-bar linkage are detailed in

the Appendix A.

2.1 Measuring Kinematic and Dynamic Perfor-
mance

Since design of a mechanism cannot be apart from its application field, as a sam-
ple task, both kinematic and dynamic performance of parallel mechanisms are to
be optimized to achieve force feedback devices with low parasitic effects. A haptic
interface is a computer-controlled motorized device that physically interacts with a
human operator to render presence of computationally mediated environments. An
ideal haptic device is desired to withstand human applied forces with very high stiff-
ness and be capable of displaying a full range of impedances down to the minimum
value human can perceive. The performance of a haptic interface under closed loop
control is measured by the transparency of the display, that is, by quantifying the
match between the desired and actually rendered impedance values. During haptic
rendering, the haptic interface is coupled to the control system and its existence
results in parasitic effects on the displayed impedances, deteriorating the perfect
transparency. Low effective inertia is crucial, especially while rendering impedance

values at the lower end of the spectrum. Even though inertia cancelation can be
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implemented in control, issues like sensor and quantization noise limit the appli-
cability of these approaches. A haptic interface with isotropic performance is also
of interest, since such a design will result in a more uniform “feel” of the device
throughout the workspace, while simultaneously making most efficient use of the
available actuators. Therefore, independent of the control algorithm used, both the
kinematic and dynamic performance of the haptic device have an impact on the
overall performance of the haptic display.

To quantify performance, several design matrices, including kinematic Jacobian
and mass matrices, are studied and to date, many scalar performance indices have
been proposed. These indices either represent a distance to a singular configuration
or quantify the directional independence (uniformity) of configuration dependent
design matrices. Since singular values of a matrix provide a versatile metric to
quantify its properties, most of the indices are derived as a function of these values.

To measure kinematic performance, properties of the kinematic Jacobian matrix
(J) are studied thoroughly. Condition number, proposed by Salisbury and Craig [53],
describing the worst-case behavior at a given configuration is one of the most com-
monly used kinematic performance measures. Given as the ratio of the minimum
and maximum singular values of the kinematic Jacobian matrix, this measure locally
characterizes directional isotropy for both force/motion transmission accuracy and
actuator utilization of a manipulator. Condition number is local measure of kine-
matic performance; therefore, is not constant over the entire workspace. Extensions
of this index have been proposed to characterize the performance of a manipulator
over the entire workspace. Gosselin and Angeles proposed global condition indices
based on integral of local kinematic performance measures over the workspace [17].

In this Chapter, a global performance index is chosen to quantify the kinematic
isotropy of the five-bar mechanism since the objective of the design problem is to
minimize the parasitic effects of the manipulator over the workspace. Even though
any global index can be utilized within the framework presented, to allow com-
parisons with earlier published results the global isotropy index (GZZ), introduced
in [57] by Stocco et al., is preferred. GZ7 is a workspace inclusive worst-case kine-
matic performance measure that is intolerant of poor performance over the entire

workspace. GZZ is calculated as the ratio of the minimum of smallest singular
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value and maximum of largest singular value of the kinematic Jacobian matrix over
the workspace. As a global worst case performance measure, maximizing GZZ cor-
responds to designing a mechanism with best worst-case kinematic performance.
Moreover, an optimal GZ7 results in a uniform kinematic Jacobian matrix for the
sake of precision, while also increasing the efficiency of utilization of the actuators.

G771 can be mathematically expressed as

GI[ = mMin. _——
YNNG (J(a,v,))

where J represents the kinematic Jacobian of the manipulator, ¢ and o are the

(2.1)

smallest and the largest singular values of the kinematic Jacobian matrix, o and
~1 are the configurations in the workspace that result in the extreme singular values,
« is the column matrix of design variables, and W represents the workspace.

Dynamic performance is measured in a similar manner to the kinematic perfor-
mance, but this time properties of the inertia matrix (M) capturing the relation
between actuator force/torque and end-effector acceleration, are studied. The goal
for improving dynamic performance is to minimize inertia effects that conflict with
high acceleration demands. To characterize local dynamic performance Asada de-
fined the effective inertia matrix expressing the homogeneity of the moment of inertia
of the non-redundant manipulators and introduced the concept of generalized iner-
tia ellipsoid [2]. Yoshikawa proposed a dynamic manipulability measure [69], which
is an extension of manipulability concept and measures the degree of arbitrari-
ness in changing end-effector accelerations. Similar to the case of local kinematic
performance indices, extensions to local dynamic indices have been proposed to
characterize the performance of a manipulator over the entire workspace.

In this study, to be consistent with the metric chosen for the kinematic per-
formance, the workspace inclusive best worst-case performance measure, global dy-
namic index (GDZ) [57], is used to quantify dynamic performance. GDZ measures
the largest effect of mass on the dynamic performance by calculating the maxi-
mum largest singular value over the workspace of the effective inertia matrix at
the end-effector and is computed as inverse of this maximum of largest singular
value. Hence, GDZ quantifies the global worst-case performance of a manipulator.
Maximizing GDZ results in reduced maximum largest singular value of the effec-

tive inertia matrix, decreasing the inertial interference by the system. GDZ can be
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mathematically expressed as
1
1+a(M(a, B,7))

where M represents effective inertia matrix of the manipulator as seen at the end

GDI = minew (2.2)

effector, & is the largest singular value of the effective inertia matrix, « is the
configuration in the workspace that results in the largest singular value, a is the
column matrix of design variables, and W represents the workspace.

As mentioned earlier, the framework introduced in this Chapter allows for study
of the mechanisms with respect to any performance index that is of interest to the
designer. In this study, GZZ and GDZ are selected as the performance criteria so
that comparisons with earlier published results can be undertaken.

In general, since entries of kinematic Jacobian and inertia matrices may not
be homogenous in units, proper normalization is necessary such that the mea-
sures defined on these matrices are meaningful. Among several approaches pro-
posed in literature, normalization with a characteristic length [30, 33] or a nomi-
nal link length [36], and partitioning the matrices into translational and rotational
parts [33, 38] are the most popular choices. Normalization is not necessary for
the sample problem presented in this Chapter, as it possesses only a translational

workspace.

2.2 Five-Bar Linkage

The optimization framework presented in this Chapter is applied to a 2-DoF five-
bar parallel mechanism due its sufficient richness with relative simplicity allowing
better interpretation of the optimization problem at hand. Moreover, scalariza-
tion/aggregrate methods have been applied to the multi-criteria optimization of
this mechanism in the literature, rendering comparisons of different approaches pos-
sible. The methods discussed in this Chapter constitute a general framework for
design optimization of parallel mechanisms and is by no means limited to the sam-
ple mechanism studied.

A five-bar mechanism can be characterized by lengths Iy, [ , ls, I3 and 4 of its
five links and three variables r, v and v defining the position and orientation of its

workspace as shown in Figure 2.1. To quantify the orientation of each link, joint
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angles ¢; (i = 1..4) measured from the z-axis are introduced. A five-bar mechanism
with symmetric link lengths (I; = Iy, I = [3) and a symmetric workspace that is
located parallel to the x and y-axes of the global coordinate system (y = 7/2, v =
7/2) is selected in this study. Moreover, out of four possible assembly configurations,
only the elbow-out posture, as depicted in Figure 2.1, is studied. Optimality of the
above listed decisions in terms of both kinematic and dynamic performance have

already been shown in the literature [57].

S SN

lo/2

Figure 2.1: Five-bar mechanism in the elbow-out posture

Assuming that the dimension of the symmetric workspace w is pre-determined,
the optimization problem can be formulated using four design variables: [y, [1, s and
r. Table 2.1 presents the design variables e and design parameters 3 (parameters
that do not change during the design process) for the symmetric five-bar mechanism.

Kinematic and dynamic models of the symmetric parallel five-bar mechanism
are detailed in the Appendix A, along with the Jacobian and inertia matrices to be

used during the design optimization.

2.3 Optimization Problem

Two objective functions characterizing the kinematic and dynamic performances of
the mechanism are considered in this Chapter. To quantify the kinematic/dynamic

performance of the parallel mechanism global isotropy index (GZZ) and global dy-
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Table 2.1: Design variables o and parameters 3

Symbol | Definition Unit
q lo Distance between actuated joints | mm
9 lh, Iy Length of actuated links mm
o3 lo, I3 Length of free links mm
Qy r Workspace center position mm
By | w =100 | Workspace side length mm
Ba | v=90° | Angle between r and z-axis °
B3 | v=90° | Angle between W and y-axis ©

namic index (GDZ) [57], are chosen. Both of these indices are conservative workspace
inclusive worst-case performance measures that are intolerant of poor performance
over the entire workspace. An optimal GZ7 results in a uniform kinematic Jacobian
matrix, while optimizing GDZ minimizes the effective inertia matrix of the system.
Since the stiffness of the system is dominated by the compliance of the transmission
and actuators, a Jacobian matrix with high isotropy not only results in the uniform
kinematic behavior but also maximizes the stiffness of the device.

The objective of optimization is to maximize the worst kinematic isotropy of
the mechanism (GZZ) while simultaneously minimizing the effective inertia (max
singular value of the effective inertia matrix or GDT). The negative null form of the

multi-objective optimization problem can be stated as

maz F(a, B,7)
G(a,B8) <0 (2.3)

o < a< o,

where F represents the column matrix of objective functions that depend on the
design variables «, parameters 3, and workspace positions . Symbol G represents
the inequality constraint functions that also depend on design variables and param-
eters. Finally, a; and a, correspond to the lower and upper bounds of the design
variables, respectively.

For the symmetric five-bar mechanism in elbow out posture, the column matrices
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F and G can be explicitly derived as

(lo/2 +w/2)* + (r + w/2)* — (I + I2)?
gI17T
F — y G — —Q2
gDT
Q2 —q1

In these expressions, the first element of the G matrix constrains the design space
to ensure a closed kinematic chain throughout the reachable workspace while last
two elements stand for the elbow-out posture. Note that the constraint equations

are smooth; hence, they are suitable for use with gradient based optimization ap-

proaches.

2.4 Methods

In the previous section, the formulation for the multi-criteria optimization problem
for best worst-case performance of a haptic interface is described. Before address-
ing the multi-criteria optimization problem, the nature of the problem with respect
to the selected performance criteria is to be studied. Inspecting the performance
criteria, one can conclude that both GZZ and GDZ are non-convex with respect
to the design variables. Moreover, as workspace inclusive measures, their calcula-
tion requires searches over the workspace. As discussed in the introduction, several
methods have been proposed to solve for the single criteria optimization problem
of parallel manipulators. In general, descent methods suffer from getting trapped
at local optima while heuristic methods cannot guarantee optimality of their solu-
tion. Feasibility and efficiency of a branch-and-bound type method, called culling
algorithm, is advocated in the literature to address single objective min-max prob-
lems [57].

In this study, the culling algorithm is used to independently solve for the opti-
mum designs with respect to GZZ and GDZ. The culling algorithm improves the
computational efficiency of a brute-force method by reducing (culling) the amount
of searches required through effective performance comparisons. The algorithm cap-
italizes on the fact that as a worst-case measure, once the global performance index
for certain reference parameters is calculated conducting a search over the entire

workspace, reduction of the feasible parameter set can be performed without per-
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forming any other searches over the workspace. Specifically, after a global index
value is calculated for the reference parameters, comparisons with local indices at
only a single configuration in the workspace can be overtaken. Hence, searches over
workspace is significantly reduced as they are conducted only when it is necessary to
calculate new reference global index values. Comparing all set of design variables to
find the best worst-case index, the algorithm will converge to an optimum solution
within the discretization accuracy. As the culling method substantially reduces the
amount of workspace searches required by a brute-force method, it is a fast and
efficient algorithm to address min-max type problems.

Since the performance of the culling algorithm is highly dependent on the initial
reference values assigned, a fast gradient-based optimization method, sequential
quadratic programming (SQP), is used to solve for a local extrema that will serve
as a good initialization value. This modification applied to the initialization of
the culling algorithm increases the computational efficiency by resulting in a higher
culling rate at the first iteration. Once a solution is obtained, another SQP is
invoked to converge to a guaranteed optima within the discretization region.

If the multi-criteria optimization problem is treated as multiple single objective
problems where objective functions are handled independently, optimal solution for
one criteria may result in an unacceptable design for the other. To achieve a “best”
solution with respect to multiple criteria, the trade-off between objectives needs to
be quantified. Scalarization approaches assumes apriori knowledge of this trade-
off and converts the multi-criteria problem into a single objective one by assigning
proper weights or priorities to each performance index. On the other hand, Pareto
methods do not require any apriori knowledge about the design trade-offs and solve
for the locus of all dominant solutions with respect to multiple objective functions,
constituting the so-called the Pareto-front hyper-surface. Hence, designers can make
a more realistic choice between multiple “best” solutions and avoid the challenge of
synthetically ranking their preferences.

There exists several methods to obtain the Pareto-front hyper-surface, among
which Normal Boundary Intersection (NBI) method is one of the most featured. As
the Pareto-front hyper-surface is a geometric entity in the objective space forming

the boundary of feasible region, NBI approach attacks the geometric problem di-
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rectly by solving for single-objective constrained subproblems to obtain uniformly
distributed points on the hyper-surface. NBI solves for subproblems which only
depend on the defined optimization model, that is, chosen objective functions and
design constraints since these equations map the feasible design space onto the
attainable objective space. Given independent optimal solutions for each objective
function (solutions of each single objective problem), called shadow points, NBI first
constructs an hyper-plane in the objective space by connecting these shadow points
with straight lines. Then, this hyper-plane is divided into grids that control the res-
olution of solutions on the Pareto-front hyper-surface. For each point on the grid,
a geometric subproblem is solved to find the furthest point on the line that extends
along the surface normal passing through the grid point and is in the feasible do-
main of the objective space. Hence, NBI obtains the Pareto-front with reducing the
problem to many single-objective constrained subproblems. Number of subproblems
can be adjusted by defining resolution of the grid that maps to the number of points
on the Pareto-front hyper-surface. As the number of points increases, the computa-
tional time increases linearly, but since the method assumes spatial coherence and
uses solution of a subproblem to initialize the next subproblem, convergence time
for each subproblem may decrease resulting in further computational efficiency.

For a Pareto-front generation method can be classified as a “good” one, the
following criteria are to be satisfied [72]: minimum distance of the Pareto-front
hyper-surface produced by the algorithm should be low with respect to the true
Pareto-front hyper-surface and the maximum spread of solutions as well as maximum
number of elements on the Pareto optimal set should be high.

NBI method results in exceptionally uniform distributed points on the Pareto-
front hyper-surface without requiring any tuning of the core algorithm. Moreover,
once shadow points are obtained, NBI solves for the geometric problem directly
utilizing a fast converging gradient-based method, evading the computationally de-
manding aggregate optimization problems required in for most of the scalarization
methods. Therefore, NBI method promises to be much faster and efficient than
other methods to obtain a well represented Pareto-front hyper-surface including ag-

gregate methods such as weighted sums and evolutionary optimization approaches

such as GAs.
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It should also be noted that the NBI method can solve for points on the non-
convex regions of Pareto-front hyper-surfaces, a feature that is missing from the
weighted sum methods. Compared to weighted sum techniques, NBI achieves higher
solution efficiency as it does not suffer from clumping of solution in the objective
space. NBI is also advantageous over other methods as it trivially extends to handle
any number of objective functions. Compared to Multi-Objective Genetic Algorithm
(MOGA) [14] that requires problem dependent fitness and search related tuning and
several steps to reach convergence, a standard NBI approach can map the Pareto-
front hyper-surface with higher accuracy and uniformity, while also inheriting the
efficiency of gradient-based methods.

Relying on gradient techniques, NBI assumes sufficient smoothness of the geo-
metric problem at hand, but it has also been demonstrated that the method per-
forms remarkably well even for non-smooth geometries [50]. In the presence of
non-continuous regions, multiple initializations of the NBI method may be required
for efficiently generating the Pareto-front hyper-surface. For the case of strongly
discontinuous geometries, hybridization with MOGA-II to supply feasible initializa-
tion points at each continuous sub-region can be employed, as proposed in [50]. It is
noted that since NBI relies on equality constraints, it is possible for NBI not to find
a solution on the true Pareto-front hyper-surface, converging to a local optima. In
such a case, post processing on the solutions of NBI subproblems can be employed

to filter out undesired dominated solutions.

2.5 Results and Discussion

Table 2.2 presents the results of the modified culling algorithm for the single objec-
tive problems, for best kinematic and dynamic isotropy, respectively. These results
are obtained by conducting a global search over the entire parameter space with
discretization step sizes of 2 mm and 1 mm for the parameter space and workspace,
respectively, and by further improving on these results through several local searches
with finer discretizations at the neighborhood of the results suggested by the global
searches.

Figure 2.2 presents the change of singular values over the workspace for the
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Table 2.2: Results of independent optimizations with respect to GZ7 and GDZ.

Best Design for Best Design for | Unit
Kinematic Isotropy | Dynamic Isotropy
GgIT 0.783 0.407 -
gDT 0.622 0.766 -
lo 0.4 0.1 mm
Iy 299.7 89.9 mim
lo 300.0 115.2 mm
r 419.6 123.6 mm

optima of single objective problems. Subfigures 2.2(a) and 2.2(c) pertain to the
best kinematic design while Subfigures 2.2(b) and 2.2(d) belong to best dynamic
design. Results indicate that best design with respect to solely GZ7 suffers from
poor dynamic performance, while best design with respect to only GDZ possesses
poor kinematic performance.

To characterize the trade-off between the single objective solutions, Pareto-front
curve for the bi-objective optimization problem is constructed in Figure 2.3. Two dif-
ferent techniques are employed to form the Pareto-front curve, namely NBI method
and aggregated performance index method. For the NBI method, a grid size of ten
points are selected. In Figure 2.3 the distribution of these points on the Pareto-
front curve is marked by dots. For the second method, an aggregated performance
index (APZ) is defined as the weighted linear combination of GZ7Z and GDZ. In
particular, API = A GII + (1 — X\) GDI, where 0 < A < 1 denotes the weighting
factor. Nine aggregated optimization problems are solved for ten equally spaced
weighting factors utilizing the modified culling algorithm with discretization step
sizes of bmm for the parameter space and 1mm for the workspace. Circles in the
Figure 2.3 denote the distribution of aggregate solutions on the Pareto-front curve
and are labeled with their corresponding weighting factor.

As expected, NBI method generates a very uniform distribution of points on the
Pareto-front curve while the solutions of the aggregate problem are clumped at cer-
tain locations of the curve. To obtain a uniform distribution using the aggregated

index approach, proper weights should be assigned to ensure uniform distribution.
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Figure 2.2: Change of singular values over the workspace for the optima of single
objective problems. Subfigures (a) and (c) pertain to the best kinematic design,

while (b) and (d) belong to the best dynamic design.

However, the characteristics of the weight distribution is not known before the prob-
lem is solved. Moreover, since the aggregate performance index relies on the rela-
tively costly culling algorithm to solve for each point on the Pareto-front curve, its
accuracy is limited by the computationally feasible discretization step size. In the
Figure 2.3, aggregate problem results in identical solutions for different weighting
factors, particulary for weighting factors A = 0.4 to A = 0.5, A = 0.6 to A = 0.7,
and A = 0.8 to A = 0.9, respectively, since a course discretization step size is chosen
so that computations can be completed in a reasonable amount of time. As this
problem suggests, solving for each aggregate performance index at each weighting
is a computationally demanding task, limiting the density of feasible discretization.
NBI method possesses an inherent advantage in terms of computational cost, as it
attacks the direct geometric problem to obtain the Pareto-front curve and utilizes
continuous, computationally efficient gradient methods for the solution.

In addition to the efficiency offered via the uniform distribution of solutions on
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Figure 2.3: Comparison of NBI and aggregated performance index methods. Symbol
A is the weighting factor.

the Pareto-front curve, NBI approach results in orders of magnitude improvement
in the computation time, especially for the design problem at hand, as depicted
in Figure 2.4. All of the simulations presented in Figure 2.4 are performed using
a 32 bit Windows XP 