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ABSTRACT

NAVIGATION PERFORMANCE IN COMPLEX MULTI-STORY
ENVIRONMENTS USING AUDIO-FIRST MIXED REALITY

BILGEHAN CAGILTAY
COMPUTER SCIENCE & ENGINEERING MSc. THESIS, JUNE 2025

Thesis Supervisor: Prof. Dr. Selim Balcisoy

Keywords: MR, situated analytics, AAR

MR interfaces have traditionally prioritized visual modalities as the primary conduit
for user interaction. While effective in certain contexts, this visual-first approach re-
veals critical limitations in high-stakes, cognitively demanding environments where
sustained visual attention may be impractical or counterproductive. This study chal-
lenges the dominance of visual-centric design in MR and advocates for a transfor-
mative shift toward audio-centric interaction paradigms. Accordingly, a conceptual
framework for an Audio-Based Situated Analytics system is proposed. Such a sys-
tem, rebalances sensory load by elevating auditory engagement and reserving visual
channels for the most urgent, attention-critical tasks. This holds the potential to
significantly enhance usability, resilience, and inclusivity in a range of applications.
An AR navigation task software is developed by following this proposed framework.
Finally, the study experimentally evaluates the effectiveness of 3D spatial navigation
in an AR environment using this software. It compares the performance of partic-
ipants using audio AR navigation to those using visual AR navigation, traditional
navigation without aids, and a combination of audio and visual AR. The results of
this study show that audio AR has the capability to maintain the environmental
awareness of a user similar to that of a person who does not use any AR assistance.
The results also show that audio AR is capable of having similar performance to
visual AR in the navigation of complex, 3D environments. The results show similar
findings for audio AR in 3D environments to those of previous literature, which were
mainly focused on 2D environments. As a conclusion, this study provides several
insights on the benefits of audio AR in the context of navigation of 3D environments.
The results also identify several areas for future research.
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OZET

KARMASIK COK KATLI ORTAMLARDA SES ONCELIKLI KARMA
GERCEKLIK KULLANILARAK NAVIGASYON PERFORMANSI

BILGEHAN CAGILTAY

BILGISAYAR BILIMi VE MUHENDISLIGI YUKSEK LISANS TEZI, HAZIRAN
2025

Tez Danigmani: Prof. Dr. Selim Balcisoy

Anahtar Kelimeler: KG, konumsal analiz, SAG

KG arayiizleri geleneksel olarak kullanici etkilegimi icin gorsel modalitelere 6ncelik
vermigtir. Cogu baglamda etkili olsa da, bu yaklagim bazi durumlarda kritik sinir-
lamalara yol acar. Stirekli gorsel dikkat gerektiren, yiiksek riskli ve biligsel olarak
zorlayict ortamlar buna 6rnektir. Bu ¢alisma KG’de gorsel merkezli tasarima alter-
natif olarak ses merkezli bir etkilesim modeli 6nermektedir. Boyle bir sistem, igitsel
katilimi artirarak ve gorsel kanallar1 en acil gorevler i¢in ayirarak duyusal yiikii den-
geler. Bu yeniden kavramsallagtirma, bir¢ok uygulamada kullanilabilirligi, dayanik-
lilig1 ve kapsayiciligl artirma potansiyeline sahiptir. Ornegin gérsel alan1 bogmayan,
durumsal farkindalik gerektiren, zamana duyarl ilk miidahale operasyonlar1 ve
siirtikleyici kiiltiirel miras deneyimleri bu ortamlardandir. Ayrica, énerilen cergeveye
uygun bir AG navigasyon gorev yazilimi gelistirilmistir. Bu yazilimla 3B mekansal
sesli navigasyonun etkinligi deneysel olarak degerlendirilmistir. Sesli AG navigasy-
onu kullanan katilimcilarin performansi, goérsel AG navigasyonu, geleneksel navi-
gasyonu ve sesli ve gorsel AG'nin kombinasyonunu kullananlarla kargilagtirilmigtir.
Sonuglar sesli AG'nin geleneksel navigasyona benzer ¢evresel farkindalik sagladigim
gostermektedir. Ayrica, karmagik 3B ortamlarda gorsel AG ile benzer performans
sunabildigi goriilmiistiir. Buna ek olarak, genellikle 2B ortamlara odaklanan 6nceki
literatiirdeki bulgulara paralel olarak, 3B ortamlarda da sesli AG’de benzer sonuglar
elde edilmigtir. Sonug olarak bu ¢aligma, 3B ortamlarda navigasyon baglaminda sesli
AG’nin faydalar1 hakkinda gesitli icgoriiler sunmaktadir. Sonuglar ayrica bu alanda
ihtiya¢ duyulan bir cok aragtirma icin de yonlendirmeler igcermektedir.
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1. INTRODUCTION

MR interfaces have a unique set of applications with many innovative potentials.
The strides made in display technologies in the past twenty years have drastically
expanded the boundaries of what is achievable. This has created a very valuable
technological innovation, the Hololens 2, which is still in popular use after six years
of its release. MR interfaces are vision and hand interaction focused technologies.
As a result, historically MR research has mainly focused on visual interfaces to
facilitate information delivery and user interaction. This has allowed the research
in the field to apply digital information overlays easily and reliably for complex,
technical tasks. On top of what was visible to normal human perception, it was
possible to now display anything desired; ranging from displaying infrared colors to
showing the internal structures of complex machines, like a car engine. It further
allowed the feasibility of remote working with experts in hard to reach locations or
training with expensive equipment without the risk of any financial losses caused
by damage during training. Finally, it became much more feasible to augment the
perception of people in high-stress environments, where receiving situation critical
information can be a matter of life and death. This was all done by giving users a

digital information layer in their visual fields.

However, visual MR systems come with their own trade-offs. Hand tracking, eye
tracking, and voice commands have emerged as primary methods for interacting with
these interfaces [28]. While hand-tracking systems are effective in typical everyday
contexts, they face considerable limitations in extreme environments, such as those
encountered by FR teams who may be required to wear thick protective gloves for
fire safety, or for medical emergencies where hand interaction is often difficult [60].
These limitations are further exacerbated by factors such as the limited FOV and
screen resolution, both of which play critical roles in determining the effectiveness
of MR systems in real-world contexts. For example, MR headsets like the Hololens
2, with its 52° horizontal FOV, can be restrictive, limiting what can be shown at
a given time. Additionally, the challenge of balancing attention between virtual

and real-world information can distract users, especially in high-pressure scenarios,



reducing the effectiveness of MR in these settings [15; 4].

Furthermore, the inherent limitations of projected MR displays, especially in
brightly lit environments, further hinder their ability to deliver information ef-
fectively. The inability to see displays clearly in direct sunlight or harsh lighting
conditions can impede the ability to complete time-sensitive tasks, increasing user
frustration and cognitive load [30]. In addition, due to the projected nature of the
display, these devices need to be fairly large in their form factor, limiting their
wear-ability and applicability. These visibility and usability issues contribute to di-
minished immersion, greater mental fatigue, and ultimately, a decline in operational

efficiency of MR in critical applications.

It can be seen that the continued exclusive reliance on visual modalities may be con-
straining the broader potential of MR. This predominantly visual approach not only
risks overlooking alternative interaction methods, but also limits usability, accessibil-
ity, and cognitive efficiency, undermining MR’s capacity to deliver in a wider array
of real-world applications. Moreover, the advancing computational power of MR
devices, now available in increasingly compact and powerful form factors, presents
unique opportunities for extending prior research. This burgeoning computational
capacity allows for more sophisticated MR interfaces that can overcome many of
the usability challenges previously faced by users relying on vision-heavy interfaces.
By harnessing this enhanced computational power, it becomes possible to refine and

extend the functionalities of MR systems, addressing longstanding limitations.

To mitigate these challenges, we propose a shift away from a visual-dominant in-
terface, advocating for a more integrated use of sensory modalities. This study
first proposes a shift in MR interface design, advocating for the prioritization of
audio-centric interfaces. By challenging the entrenched visual-first paradigm, this
approach opens the door to more versatile, contextually relevant, and immersive

MR experiences.

FR, such as police officers, paramedics, and firefighters, often find themselves in high-
stakes situations that demand both hands-free engagement, as well as full cognitive
and visual attention; all while needing to access crucial, real-time situational data.
In these critical scenarios, auditory interfaces may provide a more effective and
efficient means of conveying essential information without detracting from the task
at hand. This interface can display friend or foe identifier information for users
in areas with adversaries, or convey navigational information in complex spaces
where users cannot effectively navigate, due to unfamiliarity with the environment

or reduced visibility in cases of fire.



This also has the potential to elevate the daily experiences of civilians. Users in
unfamiliar environments that may need navigational assistance can use verbal or
non-verbal audio guidance for hands free navigation in areas like large airports or
complex building interiors. Furthermore, this can be used to aid civilians who may

have difficulties in visual navigation.

Besides these applications, cultural heritage sites stand to benefit significantly from
this approach, enhancing tourist experiences through the use of AAR [54], offering
a deeper and more interactive engagement with historical artifacts and sites. This
research highlights the audio modality as an under-explored but valuable alternative.
Unlike vision, which is constrained by line of sight, hearing offers a 360° FOV,
providing a more holistic and flexible means of interaction. This auditory advantage
has the potential to alleviate many of the cognitive and visibility-related issues

associated with visual MR systems.

The spatial nature of hearing enables users to engage with objects throughout their
entire environment, not limited to what is directly in front of them. In high-stress
situations, where critical information may originate from behind the user, relying on
visual cues can be both distracting and disruptive. By contrast, auditory cues allow
for seamless, non-intrusive interaction, empowering users to remain fully engaged
with the environment while receiving vital information. In addition, due to the
reduced form factor, from bulky glasses to a simple pair of earbuds, it is easier to

move around with an audio-only interface.

Such an audio system can be implemented through utilizing methods researched
within the field of sonification. Sonification is the use of non-speech audio to convey
information or perceptualize data. As such, an audio system can be implemented
through utilizing methods researched within the field of sonification. Unlike general
auditory cues or alerts, sonification involves mapping data to structured auditory
signals in a way that users can interpret meaningfully. For example, audio prop-
erties such as pitch, tempo, or timbre can be varied to represent different types of
information, like distance to a target, speed, temperature, or abstract analytics like
risk levels or performance metrics. Similarly, audio icons such as a ping, a bell ring-
ing, or a beeping sound can also be used to implement cues of events with real-life
analogs [52; 41; 6]. By utilizing sonification within MR, audio can be conveyed with
its spatial properties, as well as any information that may be encoded within the

audio itself.

Sonification and MR share the core goal of augmenting human perception with dig-
ital information, but they diverge in modality: MR is a technology that specifically

utilizes or augments the spatial environment of its user, while sonification does not
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require such a focus, since it is interested in how audio can be used to convey com-
plex information and does not necessarily require spatial augmentation. As a result,
sonification and MR can complement each other to form a richer, multimodal MR

experience.

Hence, further research is essential to compare the efficacy of audio-only MR interac-
tion with traditional methods such as map inspection or visual-only MR interaction.
Additionally, there is a need to explore how users interact with and learn to nav-
igate complex, multi-floor environments using auditory cues alone. This includes
investigating how audio-only guidance impacts user orientation, decision-making,
and overall navigation efficiency in spaces with multiple floors or intricate layouts,
which could provide deeper insights into the feasibility and potential advantages of

audio-centric approaches in MR applications.

Leveraging of HRTF and AAR technologies offer significant promise in enabling users
to perform spatial orientation and navigation tasks using auditory direction alone.
By creating spatial audio cues that indicate the location of critical information,
users can efficiently navigate complex environments without the need for visual
input [46]. The integration of auditory information not only has the potential to
enhance comprehension but it also allows for the reduction of visual clutter, leaving
space for the most important elements of the visual interface [43; 37]. As a result,
users can engage more effectively and intuitively with the MR environment, leading

to improved performances.

Furthermore, audio displays require far fewer resources, only two high-quality speak-
ers, compared to visual displays that demand a broad field of view and high res-
olution to convey equivalent levels of detail. This not only makes auditory inter-
faces more cognitively efficient, but also more practical and accessible, especially in

resource-constrained or high-pressure contexts.

The primary goal of this study is to develop an innovative audio-based situated
analytics system. This will be done by integrating situated analytics and AAR to
let users interact with environmental data in a hands-free, vision-free manner. By
harnessing the power of this technology, users will gain access to real-time critical
information, enhancing their decision-making capabilities and situational awareness

without the need for visual distractions.

The integration of AAR and location analytics represents a cutting-edge approach
to AR. This study aims to break free from the traditional reliance on visual modal-
ities by incorporating aural cues, enabling users to bypass the limitations of vision

and interact with their surroundings more efficiently. While current AR systems



primarily focus on visual interfaces, this approach utilizes the unique advantages of
auditory feedback, offering a more flexible, immersive, and efficient user experience,
particularly in environments where visual attention is constrained or overloaded. To
this end, this study will compare the performances of participants with audio-only,

visual-only, audio-visual, and no AR systems.

Accordingly, this study aims to answer three main research questions, and two sub-

research questions for each.

RQ1. How does AR impact navigational performance, evaluated by time and dis-

tance?

RQ1.1. Does audio AR improve navigational performance?

RQ1.2. Does audio AR decrease navigational performance?

RQ2. How does AR impact environmental awareness in navigation?
RQ2.1. Does audio AR improve environmental awareness in navigation?
RQ2.2. Does audio AR decrease environmental awareness in navigation?
RQ3. How does AR impact task load of tasks in navigation?

RQ3.1. Does audio AR improve task load of tasks in navigation?

RQ3.2. Does audio AR worsen task load of tasks in navigation?



2. BACKGROUND OF THE STUDY

VR and AR have emerged as transformative technologies that are reshaping hu-
man interaction with digital environments. While they are often discussed together
due to their shared goal of altering perception, their historical roots, technological

developments, and research trajectories reveal distinct paths.

2.1 History of VR and AR

VR refers to a fully computer-generated simulation in which users can interact with
a three-dimensional environment using specialized hardware such as HMD), gloves,
and motion trackers. The concept of simulating reality dates back several decades,

with early attempts aimed more at mechanical illusions than digital immersion.

The conceptual groundwork for VR began as early as the 1930s. In [57], the story
described a pair of goggles that could provide the wearer with a fully immersive
experience, complete with visuals, sound, smell, and touch. This fictional notion

foreshadowed the eventual goals of VR.

In technological terms, one of the earliest precursors to VR was [23], a multi-sensory
simulator that offered stereo sound, stereoscopic 3D visuals, vibrations, and even
scents. Though it was mechanical rather than digital, it represented the first attempt
to create a holistic immersive experience. A recreation of this device has also been

made for preservation purposes [1].

The development of HMD’s was a significant leap forward. In 1968, Ivan Sutherland,
often referred to as the "father of computer graphics," created the first HMD system
known as the Sword of Damocles [58]. It was connected to a computer and allowed
users to see simple wireframe environments overlaid in their vision. Despite its crude

graphics and large mechanical support, it was the first true digital VR system. This
6



device is also argued to be the first recorded use of the term "HMD".

Throughout the 1980s and 1990s, the concept of VR gained further traction with
the work of Jaron Lanier, who founded VPL Research, one of the first companies to
sell VR products like the DataGlove and EyePhone HMD [55]. The term "virtual
reality" was popularized during this era and VR began to see use in military training,

flight simulation, and academic research.

Early academic research on VR focused on user interface design, navigation in virtual
environments, and presence, which describes the feeling of "being there." A founda-
tional paper by Slater [48] emphasized the psychological and perceptual dimensions

of VR, attempting to quantify what makes users feel immersed.

In contrast to VR, AR involves overlaying digital information onto the real world.
Rather than replacing reality, AR enhances it by superimposing graphics, sounds,
or other sensory enhancements. This fundamental difference shapes both its appli-

cations and its technological requirements.

Similarly to VR, the conceptual roots of AR date back to the mid-20th century. The
term "augmented reality" was coined by Boeing researcher Tom Caudell to describe
a digital display system that guided workers through complex manufacturing tasks
[11]. However, AR had already started being explored in earlier works, such as
Sutherland’s 1968 HMD, which could be considered the first AR system because it

overlaid virtual graphics onto the physical world.

One of the first widely recognized AR systems was developed by Ronald Azuma [5],
who defined AR as systems that combine real and virtual objects in a real envi-
ronment, are interactive in real time, and register/align the virtual and real objects
with each other. Azuma’s paper marked a foundational point in AR research, cate-
gorizing early AR systems and identifying the key technical challenges of registration

accuracy, latency, and display quality.

A foundational framework for understanding the relationship between reality and
virtuality is the virtuality continuum [39]. This continuum, shown in Figure 2.1,
conceptualizes a spectrum between the real environment at one end and a fully
virtual environment at the other. Between these poles lie various MR experiences,
including AR and Augmented Virtuality, where real-world elements are inserted into

a primarily virtual space.



Figure 2.1 Virtuality continuum [39]
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This continuum was developed to clarify the distinctions between different types of
mediated reality experiences, particularly as early systems began blending digital
and real-world content. It helped researchers and developers identify where their
systems fell in terms of immersion and realism, thus informing design decisions about

user interaction, display technologies, and tracking mechanisms.

According to this model, AR lies closer to the real-world end of the spectrum. This
is because the real environment remains dominant, but virtual elements are added
to it. Augmented Virtuality lies closer to the VR end. Here, a primarily virtual
environment incorporates real-world content (e.g., video feeds or real-time sensor
data).

The virtuality continuum continues to be a key theoretical framework in AR/VR
research and design, particularly in the fields of education, industrial training, and

entertainment, where different degrees of immersion and interactivity are required.

AR technologies evolved rapidly in the early 2000’s with the advent of mobile com-
puting and computer vision. Fiducial marker tracking systems like ARToolKit [33]
allowed researchers and hobbyists to experiment with overlaying 3D models onto
printed markers through a webcam feed, laying the groundwork for mobile AR ap-
plications. Eventually, platforms like Microsoft HoloLens [42] and mobile apps like

PokAImon GO brought AR into mainstream consumer use.

Early AR research emphasized tracking and registration, ensuring that virtual con-
tent accurately aligns with the physical environment. Works such as [29] tackled
these technical hurdles and proposed systems for real-time interactive AR experi-

ences.

2.2 Audio in AR and VR



While visual immersion is typically emphasized in AR and VR systems, sound is
an equally vital component in creating convincing and engaging experiences. Sound
in AR and VR can be both narrative and functional. They can be used to convey

information, guide attention, and deepen emotional engagement.

In VR, spatial audio is particularly important. 3D audio techniques are used to
crudely simulate how sound behaves in a physical environment, giving users cues
about distance, direction, and the characteristics of virtual spaces. Techniques such
as binaural audio, HRTF’s, and ambisonics enable sound to dynamically change

based on the user’s head movements, enhancing realism and presence.

Research into auditory perception in virtual environments began to gain prominence
in the 1990s. One notable work is [7], which investigated how spatial audio could
enhance realism and user experience. Other studies, such as [8], explored psychoa-
coustic principles to understand how humans localize sound sources. These provided

insights that were essential in designing AR/VR audio systems.

Sound is rarely used in isolation in AR and VR. Its power is maximized when
integrated with visual and interactive elements. However, standalone audio AR is
an emerging field. Applications like Microsoft’s Soundscape [2] provide navigational
aid to visually impaired users through spatialized audio cues, demonstrating the

potential of sound-driven AR interfaces.

The growing interest in immersive audio is evidenced by the development of stan-
dards and tools such as Facebook’s (Meta’s) Spatial Workstation [21], Google’s
Resonance Audio[36], and Apple’s spatial audio capabilities in ARKit. Academic
conferences like the Audio Mostly series and IEEE’s VR and 3D User Interfaces
often feature dedicated tracks on spatial sound, reflecting a robust and deepening

research community.

While extensive research has been conducted on sound localization in stationary
contexts and the utility of auditory cues for navigating 2D environments such as
street navigation [13; 25; 19; 35; 18] and single-floor navigation in buildings [46; 56;
61], few studies have explored the challenges and potential of 3D terrain navigation
with realistic sound simulation [44]. Despite the growing interest in auditory aids for
orientation and navigation, there remains a significant gap in research that addresses
the complexities involved when users are navigating more dynamic, 3D spaces. The
intricacies of simulating 3D sound within these environments could potentially offer
new avenues to improve user experience and navigational efficiency, but it has not

yet received the level of attention that other aspects of auditory navigation have.

Previous studies on FR using MR interfaces have highlighted a critical concern:

9



MR systems have the potential to obscure the real environment, which can pose
significant risks to users in high pressure and time-sensitive situations [4]. Moreover,
the effectiveness of MR displays can be severely compromised in bright or outdoor
conditions, as the displays may become difficult to see, hindering the ability of FR’s
to access vital information when they need it most. Furthermore, there is a level of
difficulty in integrating visual MR technologies into existing gear and the daily lives

of people, since the display technology itself occupies considerable space.

By transitioning part or all of the information traditionally conveyed through visual
channels to the auditory domain, these challenges can be significantly mitigated.
When information is delivered through auditory cues, it can reduce mental work-
load while simultaneously enhancing both audiovisual target acquisition time and
perceived situational awareness [4; 37]. This shift not only alleviates the cogni-
tive burden on users but also enables more seamless interactions with the envi-
ronment, especially in high-pressure situations where visual attention is divided or

constrained.

Additionally, audio-only navigation has been shown to help users develop high-
quality mental maps more quickly compared to visual-only navigation [13]. These
findings are based on preliminary research involving novice users, who demonstrated
performance on par with that of visual-only navigation. This suggests that audio
cues, even for inexperienced users, can facilitate efficient spatial awareness and nav-
igation, potentially offering an effective alternative to traditional visual guidance in

MR environments.

While current evidence is promising, further longitudinal studies are needed to
demonstrate that auditory navigation can consistently outperform visual-verbal nav-
igation methods over time [56]. However, the development of audio-assisted or
audio-only MR interfaces faces certain limitations, largely due to the relatively lim-
ited focus on auditory interaction in past MR research. This under-representation
has constrained progress in optimizing audio-based guidance systems, underscoring

the need for deeper exploration into auditory interface design and evaluation.

As highlighted by [54], one of the most pressing challenges in audio-based MR, inter-
face research is the "lack of formal methodology on how to analyze and interpret user
data that is not just qualitative." This methodological gap limits the robustness and
generalizability of findings in the field. Moreover, while audio icons offer an efficient
means of conveying information, they can easily overwhelm users, particularly when
multiple audio sources overlap, making it difficult to accurately localize individual
sounds. This perceptual limitation poses a significant usability challenge. However,

further research is warranted to explore whether such difficulties can be mitigated
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through user training, adaptation periods, or the integration of more sophisticated

spatial audio techniques.

While audio interfaces offer the potential for comprehensive environmental aware-
ness, the spatial accuracy of auditory cues is not uniformly distributed across all
directions. Audio sources located behind the user or in peripheral positions, such
as laterally, above, or below, often exhibit reduced localization accuracy and in-
creased perceptual ambiguity. This directional uncertainty is especially pronounced
when the listener is stationary, with the greatest difficulty observed in distinguish-
ing between sound sources positioned above versus below the user [54; 16; 40]. Such
limitations highlight the need for improved spatial audio rendering techniques and
possibly head movement or contextual cues to support more precise sound source

localization in MR environments.

Although personalized HRTF speakers can significantly enhance spatial audio ac-
curacy and mitigate localization errors by being specially made for the head shape
of its user, they are not yet a viable solution for widespread use in consumer-grade
electronics due to cost and complexity. However, these challenges can be partially
addressed through user movement and the use of binaural 3D audio with generic
HRTF speakers, which allows for improved spatial perception even in the absence of
individually tailored HRTF’s [49]. Dynamic cues generated through head or body
movements enable the auditory system to recalibrate and resolve ambiguities, par-

ticularly in distinguishing horizontal sound sources.

Encoding elevation through auditory cues, such as mapping higher frequencies and
brighter timbres to higher vertical positions, has been shown to help resolve ambigu-
ities in spatial localization, particularly with respect to elevation [9; 16; 47; 50; 45].
This psychoacoustic strategy leverages the listener’s natural associations between
pitch and verticality to improve spatial accuracy. However, using these techniques
on novice users has the potential to cause confusions during navigational tasks, as
they may be confused in whether the sound change is an error that they may have
caused. As a result, using these techniques in dynamic environments requires fur-
ther research. Furthermore, in the context of AAR, more research is necessary to
determine the most effective sound types and auditory metaphors for specific tasks,

ensuring that audio cues are intuitive, distinguishable, and contextually appropriate.

One study found that the most effective auditory displays combine earcons, struc-
tured, non-verbal auditory cues, with 3D spatial audio, enhancing users’ spatial
awareness and interaction efficiency [54]. However, the study also emphasizes that
no single sound type universally outperforms others; rather, the effectiveness of an

auditory display largely depends on the distinctiveness of the sound sources and
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the minimization of overlap, which are critical for avoiding cognitive overload and
maintaining clarity in complex auditory environments. Studies have further demon-
strated that conversational audio, wherein a narrator directly addresses the user to
convey information, significantly increases the cognitive load, potentially detracting
from task performance in complex environments [54; 56; 12]. As a result, non-
speech auditory options are generally favored when feasible. Users tend to prefer
earcons that are intuitively associated with specific tasks, along with symbolic or
low-frequency auditory cues that occur sparingly, minimizing distractions while pre-

serving informational clarity.

This highlights the importance of limiting A AR-delivered information to a select set
of critical contexts, particularly for novice users who may be more susceptible to
cognitive overload. A more restrained and context-sensitive approach to auditory
augmentation can enhance clarity and usability, especially in early user experiences.
Moreover, placing a stronger emphasis on AAR within consumer-facing applications
has the potential to deepen user immersion. For example, in settings such as mu-
seums or art galleries; AAR can foster more engaging, informative, and memorable
experiences by seamlessly integrating audio narratives or cues into the spatial and
thematic layout of exhibits [54].

In such scenarios, users are able to focus more effectively on their surroundings
rather than being distracted by persistent visual overlays or textual information.
This reduction in visual dependency not only enhances perceptual clarity but also
supports a more natural interaction with the physical environment. Furthermore,
audio-only interfaces offer a more discreet and lightweight alternative to current MR
systems, which often require bulky HMD’s or visors. By minimizing the need for
obtrusive hardware, these audio-based solutions facilitate seamless integration into

everyday settings and encourage broader adoption across diverse use cases [53].

2.3 Taxonomy of AR/VR

Table 2.1 is a taxonomy of the literature in AR and VR technologies. It summarizes
the information listed in this chapter and categorizes each study according to its
contributions to the literature; VR, AR, and Audio in AR/VR. They are then further

divided into their own sub-categories in accordance to what they address.
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Table 2.1 Taxonomy table of AR/VR

Category Sub-Category Research

VR History & Tech [57; 23; 1; 58; 55],
Presence Research [48]

AR Theory & Definition [11; 5; 39]
Systems & Applications [29; 33; 42]

Audio AR/VR  Audio Foundations [7; 8]
Toolkits [2; 21; 36]
Navigation & Accessibility | [13; 25; 19]
MR Interfaces [4; 37]
Spatial Audio [54; 16; 40]
Interaction Design [12; 53]
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3. METHODOLOGY

The aim of this study is to understand the effectiveness of 3D spatial audio naviga-
tion in an AR environment. The performance of the participants in Audio AR are
compared to the performance of participants who utilize visual navigation in AR,
classical navigation with no navigational aids, as well as a combination of audio and
visual AR. This comparative user study was conducted between subjects. Qualita-
tive and quantitative data was collected to answer the research questions detailed
in section 1. In short, the main research question is on how AR impacts various

performance metrics during navigation.

To answer these research questions, an experimental study was conducted in four

main groups, as given below:
e Group I: No navigational aids
e Group II: Visual AR
e Group III: Audio AR
e Group IV: Audio + Visual AR

The tasks of each group are explained in more detail in section 3.2. The participants
were assigned to one of these groups at random. The randomization was conducted
in order of their entrance to the experimental study. That is, the first person was

assigned to group I, the second person was assigned to group II, and so on.

To track the movements of all participants, they were all required to wear an AR
headset. The participants in group I and II had to only wear the headset, while the
participants in group IIT and IV had to wear the headset, along with a Bluetooth
headphone to be able to hear the AAR portion of the task. The distinction between
these two groups can be seen in Figure 3.1. Here, the headsets of groups II and IV
are shaded to signify that these groups have an active visual AR interface. On the
other hand, groups III and IV are wearing headphones to signify that they have an

active audio AR interface.
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Figure 3.1 Equipment worn by participants in each group. Group II and IV have
visual AR, shown by blue highlighted glasses. Group III and IV have audio AR,
shown by headphones

Group [ Group II Group III Group IV

3.1 Participants

Each group had a minimum of seven participants, for a total of 28 participants. Each
participant was a student of Sabanci University. All participants had a major within
the FENS faculty. They were also within the 18-28 age group, with an average age
of 22, and no major disabilities in sight, hearing, or attention. A summary of the
participants’ demographics can be found in Table 3.1. For the experimental study,

ethics committee approval was given by Sabanci University.

Ten of the participants had minor disability in sight, as they required glasses. Un-
fortunately, Group IV had the most amount of participants with any form of glasses
use. However, since the usage of the Hololens does not get hindered by the par-
ticipant wearing glasses, they were informed that they could complete the tasks
with their glasses on them. All participants had similar levels of experience with
the experiment building. None of them claimed that they would be comfortable in
easily finding any given location, besides for specific highly used classrooms. This
was expected, which is why these rooms were avoided in this study and the target

locations were selected to be unknown spots for normal students.

Group IV had the highest prior experience with AR and VR technologies. As ex-
plained in section 3.2, in anticipation of this, all participants were asked to complete
an extra task with a dummy location, where they were informed that they could test

the system and ask any question they may have. This ensured that all participants
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were as comfortable with the system as possible.

Table 3.1 Participant demographic summary

Category Group I Group II  Group III  Group IV
Total participants 7 7 7 7
Female count 3 4 2 2
Average age 23 21 22 22
Glasses count 1 1 3 5
Average VR/AR 2.1 2.1 1.6 3.2
experience (5-point scale)

Average environment 3.1 3 3 3.2
familiarity (5-point scale)

Average navigational 3.7 3.4 3 3
skill perception

Average gaming rate 3.5 2.5 4 3.8
Navigational sport 2 1 2 1
count

3.2 Task Descriptions

Each group is required to complete four navigation tasks, where they reach a specific
target location, as well as a dummy location. Each task starts with the participants
being asked to navigate to the dummy location. The purpose of the dummy location
step is to ensure that the participant fully understands the experimental study
before starting the actual experiment, where the full data collection takes place. No

assessments are made during this dummy navigation step.

Following this, the participants are assigned to the target locations in a random
order. For each target, there is an inconspicuous physical item on the path of the
participant, placed in the real world, and used to measure their environmental aware-
ness. While the participant navigates to their target location, they are prompted by
the researchers on whether they are aware of these objects in their environment. If
the participant has passed by an existing object, the question will be asked within

the next three seconds.

It is possible to get participants who are not aware of the object but state that they

have seen it, or participants who may answer positively due to suggestion-induced
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false memory. To control for these cases, participants can also be asked whether

they have seen an object that is not actually in their surrounding environment.

The combination of these two methods allows researchers to reliably tell whether a
participant is really aware of their surroundings. In total, a participant is prompted
with one existing and three non-existing objects per navigation task. This method
ensures that researchers can assess a participant’s awareness of their surroundings
without complications arising from their ability to recall noticing the items. The
list of items that were asked to the participants can be found in Appendix B. Ad-
ditionally, the distribution of these items on the path of the participants, as well as

the ideal path of each navigation task can be found in appendix D.

When participants complete their navigation to all four target locations, they are
given a set of questionnaires. These questionnaires are explained in detail in section
3.4.

The participants can have four alternative navigational aids, as described below:

3.2.1 Group 1. Classical Navigation

In this group, participants are given no navigational aid. They are required to
navigate to the given target location by utilizing the floor plans and other physical

aids that already exist in their environments.

3.2.2 Group 2. Visual Augmented Reality Navigation

In this group, participants are given an AR headset that displays a visual path to the
target location for them to follow. The participants are informed that this path leads
them to the given target location. The path is displayed as a holographic visual.
The participants are permitted to utilize the navigational aids in their physical

environment if they so wish.

3.2.3 Group 3. Audio Augmented Reality Navigation
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In this group, participants are given an AR headset that plays audio from the target
location. This audio is played by calculating the reverberations of the environment,
so as to simulate a realistic audio environment. The participants are informed that
the audio source is located at the target location. The audio is played in a generic
headset with wireless connection capabilities to not hinder the movement of the
participant. The participants are permitted to utilize the navigational aids in their

physical environment if they so wish.

3.2.4 Group 4. Visual-Audio Augmented Reality Navigation

This group merges group 2 and group 3’s navigational aids. The participants are
given an AR headset that plays audio from the target location, and displays a visual
path to the target location for them to follow. The participants are informed that
the audio source is located at the target location, and that the path leads them to
the given target location. The audio is played in a generic headset, and the path
is displayed as a holographic visual. The participants are permitted to utilize the

navigational aids in their physical environment if they so wish.

3.3 Measures

While each participant was navigating their environment, key metrics were collected
regarding their performance. They were timed on how fast they were completing
their tasks, their positional coordinates were measured, and the head orientations

of each participant was recorded.

The completion time metric is used to compare the task performances of each par-
ticipant. It is also used to measure task completion accuracy of a given participant.
For example, if a participant takes 30 minutes to complete their navigation, while
the average of the task is 10, then their accuracy will be zero. Hence, to be suc-
cessful, they are expected to complete each navigation task in a given time period.

Otherwise, their accuracy is recorded as a failure.

The positional coordinates of a participant are used to calculate the total distance

covered in a given task. It is also used to measure the amount of backtracking each
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participant has done to complete their task.

The head orientation of a participant is utilized to determine their audio-localization
attempts. This aids in determining the amount of difficulty a participant may

experience when navigating with audio.

3.4 Instruments

Instruments of this study include questionnaires given to the participants, as well
as the software developed for this study. The details of these instruments are given

below.

3.4.1 Questionnaires

As stated in section 3.2, each participant was given a set of questionnaires at the
end of their experiment. These questionnaires are the NASA task load index (see
Appendix A) and a demographic information questionnaire with an optional open

ended user satisfaction questionnaire (see Appendix C).

NASA task load index is an established and commonly used set of questions for
measuring the mental load of the relevant task [22]. The results of this question set

were used in comparing each group on their mental demand.

The demographic information of each participant was taken. The participants were
asked about their age, gender, area of study, previous AR or virtual reality ex-
periences, any disabilities that they may have, and how familiar they are with the
building. Additionally, they were asked how often they play computer games, as well
as the genre of the game. They were also asked whether they have prior experience
in any activities that require navigational abilities, such as hiking, orienteering, and
scouting. Finally, the participants were given a set of open-ended user satisfaction

questions for any extra notes they may have on the experiments.
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3.4.2 AR Software Design

To conduct this study, a head mounted display was used in order to track the
position of the participant within a This study utilizes a head mounted display,
the Hololens 2, in order to track the position of the participant within a building.
A separate computer communicates with the Hololens as the participant navigates
around the building. This computer is also responsible for playing the ray-traced
audio information for the participant to listen and respond to. To compute the
reflections, the computer utilizes a digital reconstruction of the internal walls of the

building it is conducted in. The system architecture is detailed below.

Software

Below is a list of libraries and toolkits used to make this study possible.
e Unity
« MRTK
o Steam Audio

A detailed explanation of why these are used, as well as the limitations brought by

these systems can be found below:

To facilitate communication with the Hololens, and interface with other external
libraries, this study utilizes the Unity game engine (version 2022.3.40f). A major
reason for this is due to the requirement to utilize MRTK, a toolkit which provides

libraries for developing on the Hololens. MRTK is best compatible with Unity.

In addition to MRTK, this study uses the Steam audio library to generate audio
that can interact and respond to the geometry of its environment. Through this
library, audio can be simulated and generated in a much more realistic method
than traditional methods. Due to the working nature of the Hololens, steam audio
cannot be used in an embedded method native to the Hololens device. This is not
a hardware limitation, but a software limitation caused by how Hololens processes
audio. As a result of this limitation, it is necessary to use a separate PC to process

the scene.

To minimize the amount of confusion on the front/back direction of the audio, the

audio dampening technique of [24] was used. This is done by modifying the available
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spatial audio rendering with a low-pass filter applied to the audio a participant listens
to. When the audio source is in front of the user, the intensity is left as original.
However, when the audio is more than 90° away from the front of the participant, the
audio source is dampened. This dampening effect is linearly interpolated between
0 decibel dampening at 90°, meaning that the audio is unchanged, to -10 decibel
dampening at 180° from the front of the participant. A dampening profile showing
this effect can additionally be found in Figure 3.2.

Figure 3.2 Dampening profile

Dampening Intensity
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This was only done in the scenario wherein the participant had a direct line of
sight to the audio source. If they had a wall in between them and the source, the
dampening effect would not be applied. This was done to ensure that the users
would not be confused when attempting to localize the sound direction, facing away
from the source, and thinking the dampening was happening due to the direction
of the source. This process can be further optimized by acquiring the result of the
ray-traced audio as well as the location it reflected from and dampening this result
based on whether it is in front of or behind the participant. Unfortunately, due to

current technical limitations, this was not possible to do.

Hardware
Below is a list of the hardware used in this study.

o Microsoft Hololens 2
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o Logitech G733 Headphones
o A laptop PC
A detailed explanation of why these technologies are used can be found below.

This study utilizes the Microsoft Hololens 2 due to its mixed reality capabilities.
The headset utilizes a transparent display, allowing participants to be able to see
their environments clearly. If the device is turned off, the sight of the participant
is not blocked. Additionally, as the visual image is not a reconstructed feed of
external cameras similar, as with the Meta Quest, there is no smearing or visual
error problems associated with the headset. The headset is also able to provide
highly accurate 6DOF data. These advantages ensure a continuous and unmodified

testing experience for the participants.

As stated in the section 3.4.2, there is a requirement to use a separate PC to process
the scene the participant navigates through. Since the headset can live stream the
6DOF movement of the participant in the scene to other devices, it is possible to
use a computer to acquire the 6DOF data, process what the participant should see
visually and hear through audio, and then display the computed results back to the
participant through the headset.

Finally, this study uses a seperate audio headset, the Logitech G733. This headset
is a bluetooth wireless headset, capable of playing seamless and lossless audio to the
participants. By using this system, we can allow for the participants to walk with
the Hololens and hear accurate audio while not being inconvenienced by any cables,

allowing for a more natural experience within the headset.

Technical Implementation

In the experimental implementation, the systems listed in the infrastructure section
are connected and rely heavily on the resources provided by the PC. The information

flow from each component to each other component can be seen in Figure 3.3.
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Figure 3.3 Technical model
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participant moves in the scene to respond to this information, the 6DOF data is
tracked by the Hololens. The data is streamed to the PC shortly after. With the
location information of the participant, the PC calculates what they should be seeing
at that moment, and streams the graphics information back to the Hololens. The
PC also calculates what audio the participant should be hearing at their current

location, and streams the audio to the headset on the participant.

3.5 Research Procedure

To conduct this study, an accurate geometric reconstruction of the building needs
to be created. This digital twin of the building is required for the purposes of

computing sound reflections off of the walls of the environment.

3.5.1 Digital Twin Creation



While the sound guidance process can be achieved without an initial model, where
the internal structure of the building is generated as the participant explores the
space, this results in a poorer overall experience. As the structure is constructed in
partial segments, the sound simulation is likely to not be accurate. This inaccuracy
can in turn lead the participant to hear sounds from the wrong directions. Similarly,
without knowing the full structure of the building, creating a correct visual path
indicator (Group II, Group IV) is not possible to do. Due to these reasons, coupled
with the navigation task of this study, live reconstruction of the given building is
not a viable solution. As a result, the digital model of the building is required before

the participant starts exploring the multi-floor structure.

The digital twin creation process consisted of three steps. First, as a reference, the
floor plans of the building’s various floors were digitized and imported into the Unity
scene. One level of these floor plans can be seen in Figure 3.4. This floor plan is
the "emergency and evacuation plan," which is publicly accessible on all levels of the
faculty building. As these floor plans were updated in the past three years, they are
up to date with the internal structure of the faculty building. Any changes since
the creation of these plans and the study were fixed within the following steps of

the reconstruction process.

Figure 3.4 FASS emergency and evacuation plan
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In the second step of the reconstruction process, a digital scan of the internal struc-
ture of the building was taken with the Hololens. By default, the Hololens creates a
3D mesh of its immediate surroundings and keeps them in its memory. By accessing
the Hololens’ online interface portal, this mesh reconstruction can be installed as a
.obj file format. The .obj file format is an industry standard format for sharing 3D
objects. It allows for reconstructing surfaces and meshes from a set of given points,
or vertices. Unfortunately, the online portal does not make it possible to import the
entire building map at once. To optimize the process due to hardware limitations,
the Hololens can only access the closest 126 blocks, which approximately corre-
sponds to a radius of 10 meters around the participant if there are no floors mapped
or associated above or below the participant. If there are floors above or below the
participant, and the Hololens has associated these locations with the position of the
participant, it attempts to load these floors as well, reducing the accessible mapped

structure mesh radius around the participant.

Due to this limitation, the digital scan was acquired in two steps. First, to load
the entire internal structure into the Hololens, an initial pass of the entire building
was done. While making sure that no large unmapped areas were left, a researcher
slowly walked around the entire building. After the whole building interior was
mapped, a second pass was done to download each patch of mapped surface. As
stated previously, this only gives access to the closest 126 blocks. Due to this, more
than 50 individual segments were generated and downloaded as .obj files. Each file
had a portion of its segment intersecting with a previous segment. This was done
to ensure that each segment could easily be tiled, allowing for an easier and more

accurate reconstruction process.

In the third and final step, the the various .obj files were matched to get a rough
approximation for the size of the building. From this, the floor plans were placed
into the scene and matched onto the interior meshes. This gave the correct scales
for the images, and allowed the meshes to be matched while taking the floor plan as
the reference. Due to the interior scan containing too many vertices, and containing
gaps in some walls and in the locations of windows, it was necessary to simplify
the overall interior geometry to minimize the impact on performance as well as to

provide definitive solid shapes with no gaps in geometry.

This process results in a relatively accurate and recent model of the interior struc-
ture of a building. By knowing the overall 3D shape and structure of a building,
the acoustics of the building can then be modeled by simulating the sound wave
propagation in the environment. A fairly common method of modeling the acoustic

characteristics of an environment [59]. The screenshots of matched hololens .obj file
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outputs, as well as the resulting cleaned up version of the environment can be seen
in Figure 3.5 and Figure 3.6 respectively. Additional before and after shots of the

internal structure can be found in Figure 3.7.

Figure 3.5 FASS raw internal scan

Figure 3.6 FASS processed internal scan

26



Figure 3.7 Additional FASS internal scan comparisons

3.5.2 Experiment Audio

Due to a lack of clear guidelines on the most effective audio type for a given set of
tasks, it is difficult to pick an audio and know that it will work. Previous studies
have shown that as long as the audio is an earcon and not a speech audio, the
cognitive load of the audio tasks will be low. As shown by [54], as long as the earcon
is distinct the type of earcon is not very important. The user experience improves
if what the earcon represents is conceptually similar to the audio type. Because of
these reasons, several alternative audio files were tested in the design of the system.
These were continuous sounds, such as pink noise and sine waves, which can help
with elevation perception [34], and distinct sounds, such as sonar pings, which could

be conceptually associated with the search task of the study.

Distinct sounds were preferred in the design phase, as it was easier to distinguish
their directions. This is due to the sonar ping being perceived as a discrete event,
which can grab the attention of the user more easily compared to continuous sound
events [27] and giving the user a period to adjust in between the silent phases. This

type of sound can also reduce the overall cognitive load [31].

Determining what kind of distinct audio to play is a harder task. However, as there

is only one audio that will play during a given task, the audio type should not affect

the overall performance of the user; it will always be distinct. As a result, a free-to-
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use sonar sound file [26] was acquired from pixabay [10]. Pixabay is a website where

users can upload royalty-free images and short sound files for other people to use.

3.5.3 Experiment Steps

The study was conducted following the steps below.

1.

The participant will be asked to fill the Demographic information questionnaire

(See Appendix C).

. The participant will be assigned to one of the groups according to their en-

trance order to the study.

. A preparation task will be given to the participant to help them to learn

the experimental interfaces and environment. Here they will navigate to the

dummy location.
The experiment will start.

4.1. Participants will navigate to a given target location and utilize the navi-

gational aids they are given access to.

4.2. At predetermined locations, the participant will be asked whether they
have seen an object in their environment (See Appendix B). This will be

repeated four times.
4.3. 4.1.-4.2. will be repeated four times for each target location.

The participant will be asked to fill NASA task load index (See Appendix A).

3.6 Data Collection and Preparation

In this study, there are three types of quantitative data to collect:

» Noticed objects: Which objects each participant noticed during their naviga-

tion tasks,

e Duration: the time it took to complete their navigation task,
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o Distance: the distance they covered to complete their navigation

3.6.1 Noticed Objects

The study featured four main objects on the navigation paths of the participants,
with a backup object in case they accidentally went in an unexpected direction.
These four objects are a white stand, a tall coat hanger, an orange backpack, and a

yellow trash can with a caricatured penguin face on its side.

When the participant passed by any of these objects, they were stopped after three
seconds. If they attempted to look around, they were asked to look straight ahead.
They were then asked whether or not they noticed the relevant object or not, and
their answer was recorded. To control for false positives, they were also stopped and

asked for objects that were not on their paths during their navigation.

An image of each object during the navigation of a participant can be found below.
Figures 3.8, 3.9, 3.10, and 3.11 show the participant passing by the backpack, the
coat hanger, the yellow trash can, and the white stand respectively. Furthermore,
the questioning step for whether the participant has noticed the object can be seen

in Figure 3.12.

29



Figure 3.8 Participant is passing by the orange backpack

Figure 3.9 Participant is passing by the coat hanger
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Figure 3.10 Participant is passing by the yellow trash can

Figure 3.11 Participant is passing by the white stand
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Figure 3.12 Participant is stopped to ask whether they saw the white stand

3.6.2 6DOF Data Collection - Time-Distance Calculations

The tracked data was recorded with respect to the participant’s head, so for brevity
the 6DOF data of a participant’s head will be referred to as the participant’s own
data. To find the time and distance results, the position of each participant was
tracked during their navigation until they reached their target destination. An image
of a participant reaching their target can be seen in Figure 3.13. Every time step,
which roughly corresponds to a frequency of 0.01 seconds, the 6DOF data of each
participant was recorded. Due to dynamic load on the system, this reporting time

can vary by around 0.005 seconds.
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Figure 3.13 Participant reaching the target location

To ensure minimal errors, two methods of time keeping were used. The first method
was the amount of seconds that has passed since the start of the task for this
time step. This data was taken directly from the Unity system, with the use of
the "Time.time" method. The second method was the UNIX time of the same time
step with the use of the "DateTimeOffset.Now.ToUnixTimeMilliseconds()" function.
Both of these time steps were recorded with millisecond precision to minimize the
chance of data loss due to imprecision. An example showcasing how these datapoints

were recorded can be found in Table 3.2.

As seen in these examples, the reported time metrics of a task is 0 at the start
of a task. They are incremented as often as possible, which then corresponds to

a frequency of roughly 0.01 seconds. The milliseconds precision UNIX time of the
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Table 3.2 Example time data

App time UNIX time other 6DOF data
0 1742826044037
0.0199999995529652 | 1742826044933
0.0811130031943321 | 1742826044974

same time metric is also reported alongside it.

UNIX time, also known as epoch time, is a standard method of time keeping in all
modern computing systems, and is one of the most reliable methods of getting the
time of a system. It is defined as "a value that approximates the number of seconds
that have elapsed since the Epoch" [51]. The epoch is defined as 00:00:00 UTC of
01/01/1970.

The 6DOF data consists of three types of data: the position of the participant in
the digital space, the Euler rotation of the participant, and the quaternion rotation
of the participant. Both the Euler rotation and the quaternion rotation describe the
head rotation of the participant. This metric is reported in two different formats to

ensure minimized data errors in analysis, similar to the time metric.

The position data is reported in three parts: the x position of the participant, the
The Euler

rotation is reported with the rotation of the participant with respect to the the x,

y position of the participant, and that z position of the participant.

y, and z axis. Finally, this same rotation data is reported in the quaternion format;
with respect to the the x, y, z, and w axis. An example of these data points can be

found in Table 3.3.
Table 3.3 Example 6DOF data

Time records position x position y position z
0 0 0
-0.00628691259771585 0.0665859878063202 0.114001110196114
-0.00619979901239276 0.066442146897316 0.114384643733501

rotation (Euler) x

rotation (Euler) y

rotation (Euler) z

0
1.46667635440826
1.5352908372879

0
359.484832763672
359.451721191406

0
358.865539550781
358.865631103516

rotation (Quaternion) x

rotation (Quaternion) y

rotation (Quaternion) z

rotation (Quaternion) w

0
0.0128425629809499
0.0134440846741199

0
-0.00436850357800722
-0.00465120794251561

0
-0.00984141416847706
-0.00983385089784861

1
0.999859571456909
0.999850511550903

Due to the number of metrics reported, the example is broken into three rows. Each
row in the table corresponds to a subsequent time point. As seen in these examples,

the world position, the Euler rotation, and the quaternion rotation of the participant
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at each time step is reported by the system.

The time metric of each reported step was used to compute the duration of each
task. This was done by finding the time difference between two adjacent valid steps,
and taking the sum of all of these differences. How a data point was determined to

be valid is explained later in section 3.6.3.

Similarly, the distance covered by a participant in a task was computed by calculat-
ing the Euclidean distance between two adjacent valid steps. This can be found by
taking the difference of each position metric, squaring each result, finding the total

sum of these squared results, and taking the square root of the final summation.

Table 3.4 Example data for time/distance calculation

Column | Time position x position y position z Valid
1 0 0 0 0 0
2 0.01999 | 0.00021 -0.00027 | -0.00021 |1
3 0.08011 | 0.00035 -0.00064 | -0.00005 |1
4 0.11598 | 0.00045 -0.00037 | -0.00096 |1
5 0.13599 | 0.00037 -0.00051 | -0.00110 |0
6 0.15168 | 0.00042 -0.00039 | -0.00136 |1
7 0.16791 | 0.00065 -0.00052 | -0.00132 |1
8 0.18928 | 0.00039 -0.00055 | -0.00137 |0

For example, for a sample data as in Table 3.4, the time and distance metrics are
calculated as follows. The complete code implementation of the following steps can

also be found in Appendix F.
1. All adjacent rows with "Valid" value of 1 are grouped together.

o In this example, the rows 2, 3, 4 would be one group, and 6, 7 would be

another group.

2. Each adjacent row in a given group is checked from earliest to latest. The

elapsed time of a group and the total distance are calculated.

2.1. Total time is initially 0. With every adjacent valid row, the time difference

between the rows is calculated with AT = Time[row] — Time[row — 1].

2.2. Total time is updated by adding AT to total time: TotalTime =
TotalTime+ AT

2.3. Total distance is initially 0. With every adjacent valid row, the dis-
tance between the rows is calculated with Euclidian distance: AD =

\/(xrow - xrow—1)2 + (yrow - yrow—1)2 + (Zrow - Zrow—l)2
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2.4. Total distance is updated by adding AD to total distance:
Total Distance = Total Distance + AD

Following these steps, the data from Table 3.4 would be processed in the following
way. First, the group of 2, 3, 4 and 6, 7 would be created. Next, the group of 2,
3, 4 would be processed for time and distance; the time difference of 2-3 would be
calculated as 0.06012 and added to total time. The time difference of 3-4 would be
calculated as 0.03587 and added to total time.

Similarly, the Euclidean distance between these row pairs would be calculated as
0.000426732 and 0.000954463 respectively, and added to the total distance. Follow-
ing this, the grouping of 6, 7 would be processed. The time and distance would
be calculated as 0.01623 and 0.000267208 respectively. At the end, with no other
groups left to process, the total time and total distance would be reported as 0.11222
and 0.001648403 respectively.

3.6.3 Data Cleaning Process

Before computing the final time and distance results of a task, the data was cleaned
by reviewing the movements of the participant. Due to the infrared tracking tech-
nology of the Hololens, and the connection of the Hololens to a PC over WiFi, there
are certain situations where tracking can be lost or lose tracking quality. In such
situations, the position and rotation coordinates received from the Hololens can be
wrong by orders of magnitude. In addition, the time period in which the participant
is answering questions should also not be processed, as this does not relate to their

performance of the task itself.

To ensure the capture of parts of the data that should not be processed, the re-
searchers marked on the data whether the participant was stopped or not, dubbed
as "valid'. An example of this can be seen in Table 3.4. Whenever a participant
was stopped, either for questioning or for recalibration purposes, this validity check
was updated accordingly. This allowed the researchers to be aware of whether or
not a participant stopped due to external factors or due to them looking around at

information sources such as floor plans.

Although the sections where the participant is stopped by researchers are marked,
the sections which are wrong due to brief tracking problems are not marked imme-
diately. So, to ensure an accurate reflection of the valid and non-valid markings,

the movement results of the participants were reviewed by the researchers. The
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data sections with errors were marked as non-valid as conservatively as possible to
ensure that the time and distance results were reflective of the real performance of

the participant.

For this purpose, a python script was written in Blender. Blender is a modeling
software which supports easy scripting and generation of connected vertices. It has
a 3D scene editor, which makes it easy to view the imported path of a user. The
code can be found in Appendix E. This code extracts the position coordinates of
the given task file, creates a mesh from each of these vertices with edges connecting

adjacent coordinates, and renders the index of each vertex on top of them.

Due to tracking errors, the tracking data can contain dirty data. An example of one
such data can be seen in Figure 3.14. The section that is boxed in with a red square
is the section which is considered to be dirty data. These sections are marked as
non-valid. In this task, the participant is going towards the negative x direction,
where the gradient represents the movement order. The participants starts the task

at origin, shown as dark markers, and the markers get lighter as they move forward.

Figure 3.14 Example error data, highlighted by the red box. Gradient of points
show travel direction, going from darker to lighter

3.6.4 Data Integration Process

Following the cleaning and final performance calculation, the results of participants

for each of their tasks were saved into a spreadsheet. Along with analysis results for
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time and distance, the spreadsheet also contains the group the individual belongs
to, the objects they noticed during their tasks, and their questionnaire answers.
Along with the questionnaire answers, the time when the participants submitted
their answers is also recorded. Each row in this spreadsheet represents a unique
participant’s data. The final data headers in this spreadsheet can be found in Table
3.5.

Table 3.5 Integrated data headers

Header Explanation
ID participant identifier
time stamp when the questionnaire was answered

Group experiment group of the participant
Object 1 if they noticed the backpack

Object 2 if they noticed the white stand
Object 3 if they noticed the trash can
Object 4 if they noticed the coat hanger
Task 1 time measured in seconds

Task 2 time measured in seconds

Task 3 time measured in seconds

Task 4 time measured in seconds

Task 1 distance
Task 2 distance
Task 3 distance
Task 4 distance
Age

Gender

Faculty

XR Exprience
Env. Familiarity
Nav. Skill
Disability
Gaming Frequency
Games Genre
Nav. Activities
Experience Notes
Extra Notes?
Mental Demand
Physical Demand
Temporal Demand
Performance
Effort
Frustration

measured in meters
measured in meters
measured in meters
measured in meters
see Appendix C Q2
see Appendix C Q3
see Appendix C Q4
see Appendix C Q5
see Appendix C Q6
see Appendix C Q7
see Appendix C Q8
see Appendix C Q9
see Appendix C Q10
see Appendix C Q11
see Appendix C Q12
see Appendix C Q13
see Appendix A Q1
see Appendix A Q2
see Appendix A Q3
see Appendix A Q4
see Appendix A Q5
see Appendix A Q6

The task time data columns are measured in seconds, while the task distance data
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columns are measured in meters. Furthermore, the columns labeled with "Object
1," "Task 1 time," and "Task 1 distance" all belong to the same task, task 1, meaning
they are the results of the participants performance on the same path. Similarly,

the other numbered headers all belong to the other three tasks.

To analyze the overall results of each group, the participants in this spreadsheet
were sorted and separated into their own groups. As a result, four sections emerged,
each belonging to one experiment group. To evaluate the overall time and distance
performance of each group, the calculated results of every individual were averaged
for each task. So for each experiment group, a total of eight average results were
generated, two from each task. Additionally, the total number of objects noticed
for each group was calculated and normalized against the number of participants in

that group. This generated one more result for each group.

3.7 Data Analysis

As four groups of people were compared with each other in this study, an ANOVA
analysis was necessary. The average performances of each group was computed, and
the groups were compared on this average. The groups were compared on their task
completion performance, comparing how fast the groups completed their respective
tasks. Additionally, the groups were compared based on their environmental aware-
ness by comparing how many objects they were able to identify successfully vs how
many false positives they reported. The groups were also compared in the amount

of mental load they have experienced during their tasks.
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4. RESULTS

In this study, to answer each research question, both qualitative and quantitative
data was collected. Quantitative data was analyzed by the use of statistical methods,
while the qualitative data was analyzed to find supporting evidence for the statistical
results. The statistical analyses presented in the following sections were computed by
using GraphPad Prism [20], a statistical data analysis application made for scientific
research. The results of these analyses are given below, such that each section

answers one research question.

4.1 Navigation Performance Analysis

The navigational performance of each participant were evaluated based on their task
completion times, as well as the distance they have covered during their navigation.
The lower these metrics, the better they were at navigating their environment. These
metrics were compiled and grouped for each testing group. The distance results were
measured in meters, and the time results were measured in seconds. The analysis
results for distance performance can be found in Figure 4.1, while the results for time
performance can be found in Figure 4.2. Both the distance and time performances of
the participants were analyzed and compared with 2-way ANOVA. Any statistically
significant differences between each group in these figures are marked with a * icon
and connected to each other. Additionally, the group referred to as "all AR" is the

group who utilized audio and visual AR.
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Figure 4.1 Distance Analysis Results
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Here, it can be seen that the covered distance results show a statistical significance
specifically in task 3. This indicates that in task 3, the participants who utilized AR
technologies were significantly better at completing their tasks in the least amount
of distance covered. Although there is no statistical significance observed in tasks 2
and 4, the participants’ distance performance when utilizing AR technologies showed

a better result on average in comparison to normal users.

In contrast to the distance results of tasks 2, 3, and 4, task 1 did not show a better
distance performance for AR users. In task 1, it is observed that no AR users had
an average performance similar to that of visual AR users, while the performances

of audio AR and all AR users were worse on average.
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Figure 4.2 Time Analysis Results

2507 « NoAR
200- . ¢ Visual AR
. . . . * Audio AR
21504 ° % . % . " J{ . AlAR
[}) °° D *
E i 0o -} g
[ 100- | o {: C ? o i .
504
0-

Task 1 Task 2 Task 3 Task 4

Analysis of the time performances of the participants did not show any statisti-
cally significant difference among each group. Although there are no significant
differences, it can be observed that, in tasks 3 and 4, the groups who utilized AR
technologies had a better average time performance in comparison to those who did
not utilize AR. However, this same difference pattern is not observed with tasks 1

and 2. In these tasks, the worst average performing group was those who used audio
AR.

These results reflect the qualitative feedback of the participants as well. Here,
participants will be referred to as P, followed by their identification number. So if
we are referring to participant with an identification number of 5, they would be
referred to as P5. During their test, P31 utilized visual AR assistance. At the end of
the test, they stated that without any visual directives, they would have been very
lost. A similar sentiment was also reflected by P20, who was given the audio and
visual AR hybrid system. They stated that when technical issues happened with
the visual AR system, such as positional drift, the audio system was a good fallback
to rely on. Finally, P18, who utilized audio AR, stated that audio was very useful in
understanding whether or not they were getting closer or further from their target
location. Additionally, they stated that it was useful in affirming them in whether

or not they were going in the correct direction.

42



4.2 NASA TLX Results

Each participant was asked to give their answers to the NASA task load index.
The analysis of these answers were done by mapping the answers of each group
with respect to each question. The differences between each groups answers were
compared using 2-way ANOVA. The analysis results for the task load index can be
found in Figure 4.3.

Figure 4.3 Answers to NASA TLX questions
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The TLX questions specified in the figure can be found in Appendix A, where Q1
refers to the first question in this appendix, Q2 refers to the second, and so forth.
Any statistically significant differences between each group in this figure are marked
with a * icon and connected to each other. Additionally, the group referred to as

'all AR" is the group who utilized audio and visual AR.

In the results for Q1 (How mentally demanding was the task?), there is a statistically
significant difference in the perceived mental load experienced by users who utilize
audio AR versus users who utilize all AR. Furthermore, audio AR users reported
that they experienced the lowest perceived mental load on average of all groups.

The average mental load experienced by those who used no AR and those who
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used visual AR was similar. In Q2 (How physically demanding was the task?), the
answers of the participants show that those who used all AR perceived the highest
amount of physical demand on average, while the other groups reported a lower
perceived demand on average. The perceived physical load of audio AR users and

visual AR users were similar on average, while slightly higher than no AR users.

In Q3 (How hurried or rushed was the pace of the task?), the results show that the
participants who used audio AR felt the least rushed on average, and the participants
who used all AR felt the most rushed on average. This result is in line with the results
of Q1, as participants who felt more in-control and going at the test at their own
pace would also be expected to have a lower cognitive load. In Q4 (How successful
were you in accomplishing what you were asked to do?), all groups reported similar
and high rates of successes in the completion of their given tasks. The groups
who used visual AR and audio AR reported the highest average perceived successful
completion. However, the participants who used all AR did not have similar answers,
leading to a large confidence window. The participants who used no AR assistance

on average reported a lower perceived successful completion.

In Q5 (How hard did you have to work to accomplish your level of performance?), the
participants who used no AR assistance, and those who used visual AR on average
reported the lowest amount of perceived effort required in the completion of their
tasks. In contrast, those who used audio AR and all AR reported a higher average
effort required in the completion of their tasks. The results of the audio AR group
here contrast the results found in Q1 and Q3, since a lower cognitive load and a
lower temporal demand would indicate that the participant would have to work less
overall. Finally, in Q6 (How insecure, discouraged, irritated, stressed, and annoyed
were you?), participants who used visual AR and audio AR had a similar and the
least average amount of perceived frustration with their interfaces. On the other
hand, those who used no AR and all AR reported a higher and similar perceived

frustration.

4.3 Environmental Awareness Analysis

To analyze the environmental awareness of each participant, the number of items
they noticed during their tasks were summed up. So if a participant reported on

noticing the orange backpack and the white stand, but not the other two items,
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they would be marked as noticing two items. These total noticed items of each
participant was grouped in accordance with the technology they utilized. The final

result of this process can be found in Figure 4.4.

Figure 4.4 Environmental Awareness Results
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Any statistically significant differences between each group in this figure are marked
with a * icon and connected to each other. Additionally, the group referred to as "all
AR" is the group who utilized audio and visual AR. The number of noticed objects

by the participants do not show any statistically significant difference.

While no statistically significant results can be observed with the current experimen-
tal results, some observations can still be made regarding the overall performance
characteristics of each group. Here, it can be seen that the average environmental
awareness of the participants who used visual AR and those who used all AR were
the lowest, while the average awareness of those who used audio AR and no AR were
the highest. Furthermore, the results of the audio AR group, with their confidence

interval and average awareness, show a similar profile to the no AR group.

4.4 Additional Qualitative Feedback
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Other than the supportive feedback given in the previous sections, some participants
made additional valuable comments regarding their AR interfaces during their tasks
and in the post-test questionnaire. The comments by each group, as well as which

participant stated this comment, are listed in this section.

4.4.1 Visual AR Feedback

Visual AR guidance is one of the most common and well researched navigation
techniques in AR settings. As such, the comments made in this section reflect prior
research results regarding its positives and negatives. In fact, a comment regarding
both of these aspects were made by two participants using visual AR navigation.
P15, who rated themselves as fairly familiar with AR/VR technologies (with a self-
score of 4/5), stated at the end of their test that the "visual path was distracting" and
that they "felt like [they] had to focus on it constantly even though [they] knew not
to." This fixation on visual AR elements can happen with novice users of a system,
while experienced users learn to tune out this information into more background

information. However, it still remains as a visual obstruction.

On the other hand, P27 and P31 stated that the visual AR information was conveyed
very well, and that they really liked how clearly it showed the path to the destination.
They also stated that they were not familiar with the building and that they would
have likely been lost easily without these directives. Both of these participants
reported that they were not familiar with AR/VR technologies (with a self-score
of 1/5). These comments show that for novice users, the visual AR interface was

sufficiently well designed and was useful, complementing the quantitative results.

4.4.2 Audio AR Feedback

In comparison to visual AR users, who utilized the system in similar methods, audio
AR users used their navigational aid in two distinct ways. Some participants, such
as P11 and P22, stated that they used the audio as only a secondary assistance,
and that they relied more on physical navigation aids like the floor plans. Other
participants, like P18 and P26, tried to rely more on audio while keeping their

reliance on physical aids to a minimum.
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A common feedback between each of these participants was that sound was very
useful in reinforcing whether or not they were going in the correct direction, but
that it was not a strong aid in understanding where the correct direction to navigate
to was in junction points. An important observation of note made by the researchers
in this aspect is that audio AR users tended to instinctively pick the correct direction
to go towards even though they consciously stated that audio did not help in this

aspect.

Participants with no AR assistance tended to wander around after finding the correct
floor until they found a floor plan. In comparison to this, audio AR users either
listened to their interface for a few seconds before deciding the direction they needed
to head towards, or picked a direction to go towards immediately after exiting the
stairs. In all these cases, except for one exception with P22, participants were able
to accurately pick the correct direction to head towards. P11 and P22, who used
audio as a secondary assistance, tended to stop to look at a floor plan on their path,
while participants like P18 and P26 tended to explore while following their audio

guidance.

As stated previously, P22 used the audio aid as a fallback, or a secondary assistance.
Due to this, when navigating the path for task 4, P22 first identified a floor plan
when going in the correct direction and utilized it. When task 3 was assigned to
them at a later point, they first navigated to this floor plan, found where to go, and

then returned back, where they continued navigating the expected shortest path.

4.4.3 Audio and Visual AR Feedback

Unlike only audio or only visual AR users, audio and visual AR users, referred to
here as "all AR," tended to use their system in their own unique ways, making broad
categorizations difficult. Some participants made use of only the audio or only the
visual AR aspects, ignoring the other modality entirely. Other participants tried
to use both equally, attempting to cover the shortcomings of one system with the
advantages of the other when necessary. The remaining groups relied mostly on
one aspect of the system, either audio or visual, using the other AR aspect as a

complementary tool that may be useful but not worth paying much attention to.

As an example of the users who focused only on one aspect, there is P12. This person
stated that they relied only on the audio interface during their navigation, and did

not pay much attention to the visuals. In contrast, P28 did not pay any attention
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to the audio around them. This is also likely the reason why they commented that
they "did not understand the sound even came from the target destination," even
though they informed and shown that this was the case at the start of their test.
Similarly to P28, P32 also stated that they did not make use of their audio system.

They stated that the audio was just annoying and too loud when close to the target.

Other participants, P16 and P24, made feedbacks showing that they were attempting
to utilize the audio modality along with the visual modality. P16 stated that the
visual aids were very helpful, and that it was what helped them the most while
navigating. They further stated that audio was helpful when moving vertically
between floors, but was not helpful in navigating the floor itself when far away from
the target. They speculated that this might be caused by the environment being

very large.

P24 made similar comments to P16, stating that the audio was useful in under-
standing the vertical direction when going up and down the stairs. They further
stated that the audio reverberations, caused by sound simulation of the environ-
ment, made it hard to understand which direction to go when they were close to
the target location. They stated that when they got too close, the audio was too
overwhelming due to being too loud. As a solution, they suggested the system to

be dynamic and/or tunable by the user.

Finally, P24 made some important comments regarding the ability of the audio
system to convey information during their navigation task. At the start of their test,
they informed the researchers that they would challenge themselves in understanding
where they were supposed to go. This was their own initiative and they were not
prompted by the researchers to do so. As a result, before they started their vertical
navigation section of their tasks, they attempted to localize which direction they
would go on the targeted floor. In all four navigation tasks, they accurately identified
the direction in which they would be required to go in. That is, in task 1, they
identified that the audio came from "above and to the left of the stairs." Similarly,
in task 4, they identified that they would need to navigate "down and to the right

of the stairs" based on the audio.

Unlike the above participants, P20 opted to focus mostly on the visual aspect of
their AR interface, using the audio as a secondary assistance. They stated that they
"tended to focus mostly on the visual path indicator" ahead of them, which "made
it hard to pay attention to [their] surroundings." This also complements a comment
they made in their post-test questionnaire, where they stated that they slightly felt
dizzy when using the stairs due to the visual indicator and the stairs overlapping.

This visual overlap, while covering a very small portion of the stairs, was enough to
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make them feel as though they were losing their balance. Finally, they stated that
when they lost sight of the visual indicator, either due to instrument error causing
drift or them losing track of it, the audio system was useful in tracking to the target

destination or until they found the visual indicator again.

The comments made by participants in the all AR group complement the results of
the participants in the visual AR group, while contrasting with some of the com-
ments of the audio AR group. There are certain common critiques by participants in
the all AR group that, if caused by the audio system, would have been commented

on by the audio AR group as well.
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5. DISCUSSION

The aim of this study was to understand the effectiveness of audio guided AR in
complex, 3D indoor environments. To evaluate this, we proposed three questions.
RQ1 was established to determine how different aspects of AR affect the time and
distance performances of navigation tasks. The results indicate that in terms of
distance performance, people tend to outperform non-AR users. Similarly, the time
performances of AR users also tend to outperform non-AR users. In both of these
metrics, visual AR users have the highest performance on average. It is shown
that in their distance performances, people can significantly outperform non-AR
users. While this study has shown this to be true for one test case, test 3, it is
possible that the results for tasks 2 and 4 may also become statistically significant
with a larger participant count. This speculation is justified by the profiles of the
results in Figure 4.1, where it can be observed that the group which utilized no
AR assistance consistently had the lowest average distance performance, as they
traveled the longest distance. With more participants, the uncertainty around the
performances of each group may reduce, leading to statistical significance in tasks
2 and 4. On the other hand, the distance result of task 1 does not show a profile

similar to the other tasks.

It is possible that task 1 was unusually easy in comparison to the other tasks. If a
task is too easy, we would expect the performances of all participants to be close to
each other, making it harder to observe meaningful results. To determine if this is
indeed the reason, the paths need to be analyzed and their difficulty ratings need to
be numerically expressed. This is a difficult analysis to complete, as to accomplish
this, the visual environment, the number of decision points, the complexity of the
decision points and many more factors need to be considered. Literature in this area
has tended to focus on complexity in maps, such as digital maps [62; 32] and physical
maps [63]. In literature, there are known parameters that affect the complexity of
a certain path a person can take. For instance, the path length, which is the total
distance to a given destination, can be a factor. Additionally, obstacles and decision

points can also affect the complexity of a path. Decision points can be any location
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where a person might have to decide on whether to continue forwards, turn to the
side, or turn and go down a different corridor at a junction point. These are known

factors, and so have been used in digital maps previously [62; 32].

While there are certain known complexity parameters which contribute to the com-
plexity of a path [38; 14], there is no single unified metric to compare a real-world
path which may contain unmapped or dynamic obstacles. While the path lengths
of all tasks in this study are comparable and should not contribute to a major dif-
ficulty difference. In terms of obstacles, task 1 is very similar to task 2, as they
pass through similarly designed corridors and these corridors are kept clutter-free to
not hinder personal movement. As such, there may be differences in their decision
points or another metric this study has yet to account for. Task 1 is similar to task
3 in the amount of decision points, as well as the locations of these decision points.
However, when the participants in task 1 arrive at the decision point in front of
room 2017 (see Appendix D), they view a wall in front of them, a path to their
right, and a path to the left further ahead. In contrast, the similar decision point of
task 3, located in front of G006, features a clear front view, where participants can
move forward to check the room number in front of them or turn right and check
the rooms down that corridor. This difference may be the cause of the difficulty

difference between task 1 and the other tasks.

Unlike the distance results, the completion time performances of each participant
do not show a noticeable difference between their average performances. It may be
argued that in task 3, the participants who used AR had a better performance on
average, and that this difference in performance might be made clearer with more
testing. However, it is difficult for this same line of reasoning to be extended to the

results of other tasks.

In both time and distance performance metrics, the results of visual AR and audio
AR show comparable results while performing better than no AR solutions. This
result is in line with previous research, as we expect the performance of audio AR to
be similar to or better than visual AR [56; 3; 43|, and for audio AR aids to improve
the performances of users [37]. As such, we can conclude that RQ1.1 is true in com-
parison to non-AR users, indicating that audio AR does improve the navigational
performance of its users. Such a conclusion cannot be made in comparison to vi-
sual AR users. Similarly, RQ1.2 can be refuted when audio AR users are compared
against non-AR users, meaning that audio AR does not reduce the performance of

its user. Again, such a conclusion cannot be made between audio AR and visual

AR.

RQ2 was established to determine how different aspects of AR affect the environ-
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mental awareness of people during navigation tasks. To answer this, participants
were questioned about the specific and noticeable objects in their environments they
were aware of. The results of this task did not show any statistically significant dif-
ference between groups. This is likely due to the low number of participants in each
group. The results are likely to converge to a more definitive answer with more
participants. Additionally, the results show a large confidence window for non-AR

users and audio AR users.

One reason for this is due to some participants not paying attention to any objects in
their surroundings and focusing on the navigation task. One example of this is P18,
who used audio AR and did not notice any objects in their surroundings. At the
end of their test, they stated that they did not pay attention to their surroundings.
This means that they were not attempting to complete their secondary task, making
their result less useful than otherwise. With more participants, this data could be
considered to be excluded from the final analysis step to increase the impact of
other more reliable participants. In fact with the removal of P18’s data, the results
of the audio AR group move from being slightly lower than the no AR group with a
large confidence interval, to having the same mean and almost the same confidence

interval.

Considering the results, it can be shown that people who use audio AR and people
who do not use any AR systems are more aware of their surroundings than people
who use visual AR systems. If the removal of P18 from the results of this task
are accepted, it can be further concluded that people who use audio AR systems
are as aware of their surroundings as non-AR users, while visual AR users have
a low environmental awareness. Further studies with larger groups may show this

relationship more clearly.

These results do not show evidence for RQ 2.1, that audio AR improves the environ-
mental awareness of its users. The results also have shown evidence against RQ2.2,
that audio AR does not lower the environmental awareness of its users. On the
other hand, there is evidence indicating that visual AR reduces the environmental
awareness of its users. The reason for this may be that the visual obstruction of the
system is causing attention to be directed away from the environment and onto the
virtual display elements. As this distraction does not exist in audio AR systems,
the affects of it are also not observed, leading to a level of environmental awareness

similar to that of non-AR users.

RQ3 was established to determine how different aspects of AR affect the task load
people experience during navigation tasks. This was attempted to be answered by

giving users the NASA task load index, which can measure the relevant metrics.
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The findings of this index show that audio AR users experienced the lowest mental
demand, while non-AR users and visual AR users had similar mental demand. This
similarity may be caused many factors, and as such it is difficult to draw direct
conclusions from these results in this study. The mental demand results of audio
AR users show evidence for RQ3.1, that audio AR improves task load in navigation.
It also shows evidence against R(3.2, that audio AR worsen task load in navigation.
These same conclusions cannot be made for visual AR. The mental demand results
of visual AR do not show evidence for or against RQ3.1 or RQ3.2. These results are
in line with previous research [19], which showed that spatial audio in AR resulted

in a lower cognitive load.

In their answers, the participants showed that they felt more in control of their
pacing, and the pace of the task in general, when they utilized audio AR. They
also showed that when using visual AR and audio AR, they felt that they were able
to accomplish their tasks more successfully. Both of these results show evidence
for audio AR users having a lower task load. In contrast to these results, the
participants reported that when using audio AR, they felt as though they had to
spend more effort than the users who did not use any AR and those who used visual
AR. This shows that although audio users had to spend more effort to complete
their tasks, they still felt in control, completing their tasks at their own pace, and
did not experience as much mental demand as other groups. Furthermore, these
contrasting findings may be the result of an audio interface being new to the users,
which may have caused them to focus more than if they had been experienced with
the system. Further longitudinal studies may show a lower effort on the end of audio
AR users. Finally, the participants of this study reported that when using visual
AR and audio AR, they were not as frustrated as the users who used no AR and
those who used all AR. These results provide further evidence for RQ3.1 for both
visual AR and audio AR.

While not directly relating to the research questions, the feedback from the par-
ticipants provides insight into the advantages of audio AR systems. In addition,
the comments of P24 indicate that the use of spatialized audio in AR sytems may
provide the ability to perceive beyond the immediate area of the user. P24 demon-
strated that the were able to perceive and make valid predictions on areas beyond
their immediate surroundings, which allowed them to be aware of unseen, far away
environments. This is a promising result for the advantages of audio AR in the

heightening of the situational awareness of users.

The findings in this study can be summarized as in Figure 5.1. The findings of each

research question, as well as the future works that could help improve this area of
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research are listed individually.

Figure 5.1 Summary of the findings

(RQ1 : Navigational Performa nce)
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6. Conclusion

This study investigates the effects of AR systems in the performance and task load
of people in navigational tasks within complex, multi-floor structures. More specif-
ically, this study aims to determine how audio AR changes the perception and per-

formance of users in comparison to other forms of navigation in these environments.

To investigate this, a comparative user study was conducted with four experimental
conditions: no AR assistance, visual AR assistance, audio AR assistance, and audio
and visual AR assistance. The results of these four experimental conditions were
then compared based on the four metrics of distance performance, time performance,

task load, and environmental awareness.

This study of 28 participants revealed valuable insights on the role of audio in the
navigation of complex indoor spaces and how it compares to traditional solutions,
which focus on no AR assistance or visual AR assistance. The results of this study
have corroborated previous research on audio AR, showing that visual AR users
had similar time and distance performances and that audio AR users had the lowest
mental load when navigating. The results also provided evidence for audio AR
users having a similar environmental awareness to people who do not use any AR

assistance, and outperforming the environmental awareness of visual AR users.

The contributions of this study to current literature encompass the use of audio AR
in 3D spaces and the impact of audio AR in environmental awareness. As described
in Chapter 2, there is currently a lack of studies covering the possible advantages
and the effectiveness of audio-based AR interfaces within complex, 3D environments.
These environments are generally indoor spaces within buildings. The contribution
of this study in this aspect has been the utilization and performance of audio AR
in navigational tasks. As a result, evidence has been provided on audio AR perfor-

mances having consistent performance results with that of 2D navigation.

Furthermore, this study contributes to the literature by providing evidence regarding
the environmental awareness of the user when utilizing audio AR. Previous research

on audio AR has not analyzed this aspect. As such, there has been uncertainty in
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the awareness of audio AR users. The results of this study indicate that audio AR
is capable of maintaining the environmental awareness of its user to the level of an

average person with no AR assistance.

These results indicate that audio AR can support its users to a satisfactory level
while not causing major negative side-effects. This means that it can be a valid
form of assistance to areas where no forms of AR are utilized traditionally, and that
it can replace the use of visual AR in fields where environmental awareness is very

important.

For example, first responders can utilize audio AR when navigating dangerous areas.
If the structure of the environment is known, audio assistance can provide directives
without blocking the visual view of the responder. This can potentially improve
their performance. Specifically, police officers may utilize audio over visual AR to
ensure that no assailants approach them while they are distracted with the visual
interface. Firefighters can utilize this system in low-visibility areas to ensure that
they can navigate effectively while their vision is free to spot people in need. Another
group of people who can benefit from such a system is the blind and hard of seeing.
These users cannot utilize visual AR systems at the level of an average person.
Furthermore, not all indoor spaces are built to accommodate these people. As such,
audio AR interfaces may be utilized to convey directional information or to inform

them of environmental dangers in their immediate vicinity.
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7. Limitations and Future Work

This study contains several limitations that may be addressed in future research.
The first main limitation of this study setup is the number of participants within
each group. Although there were 28 participants, they had to be grouped into four
separate experimental conditions. This caused the participant count of each group
to be 7 participants. Furthermore, as the study demands physical labor, it is taxing
on the researchers to monitor the participants in every test. This causes the study
to be conducted a limited number of times every day. In future studies, the number
of participants may be increased by conducting the study over a longer period of

time. Incentives can also be utilized to draw in more participants.

Another limitation of this study arises from the study design itself. As described in
the Methodology, there had to be made some assumptions in what audio type should
be selected. In the literature, there is no specific study on what guidelines to follow
for the selection of audio-types on a per-task basis. Although there is research in
the characteristics the audio should have, other researchers have to semi-arbitrarily
choose certain audio types in their design. As such, future research in the field would
benefit greatly from a more concrete guideline to follow in how they should design
their audio tasks. This can help in choosing what audio types are more appropriate

over others for a given task, specific conditions, or a specific group of people.

In the analysis of this study, some results indicated that one task out of the four
given to a participant might have been easier to complete. This conclusion cannot
be made concretely as there is no numerical method of evaluating a given path on its
difficulty level. Due to this, this study cannot guarantee that all task were similar.
In future works, a measure can be developed which can evaluate the difficulty level
of a given path. Such a measure can help with better understanding the phenomena
encountered in this study or similar phenomena in other research. Such a measure
can also help with choosing different paths in navigation tasks, where each of them

can be more reliably compared against each other.

This study had to make assumptions on the method of hearing its participants
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utilized. As described in the background of the study, generic HRTF devices can be
used by anyone and still convey useful information to its user. However, specialized
HRTF devices, which conform to the specific head shape and ear structure of the
user, can still boost the performance of its user. Such a change may exasperate the
results found in this study. Specialized HRTF devices don’t have to be hardware, as
software simulations of the user’s head can give satisfying results as well. To do this,
the extensive work of [17] can be utilized. This dataset contains many variations of
head shapes and their acoustic characteristics. While it may not be able to directly
match a user’s head, it can allow a study to use better approximations than that of
a generic HRTF.

Finally, further research may also focus on the creation of audio guidelines for re-
searchers to follow. In this study, the audio sound of a radar ping was picked due to
its association with a search task. However, this sound can be too loud or ambiguous
for some users. This is also a somewhat arbitrary choice, as there is no hard proof
that this is the most suitable sound choice. A guideline that can be referenced by
researchers when deciding what sound to place into their environment can alleviate
this ambiguity. This may be done through consulting with audio designers, sound
engineers, or game designers who regularly have to make decisions on what a user

should hear in a certain situation.
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NASA Task Load Index

APPENDIX A

How mentally demanding - - | -/F ++ | +++

was the task?

Very Low o ojo| 4 U U Very High
How physically demanding - - | -/F ++ | +++

was the task?

Very Low (I A N U U Very High
How hurried or rushed was - - | /F ++ | +++

the pace of the task?

Very Low O |gjo| o U U Very High
How successful were you S N Y ++ | +++

in accomplishing what you

were asked to do?

Very Low O |gjo| o U U Very High
How hard did you have to - - | -/F ++ | +++

work to accomplish your

level of performance

Very Low O |gjo| o U U Very High
How insecure, discouraged, - - | -/F ++ | +++

irritated, stressed, and an-

noyed were you?

Very Low (I I I O N O U U Very High
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APPENDIX B

Environmental Awareness Test Objects

The items that were actually in the physical world are marked with *.
*A bright yellow trash box.

*An orange large backpack.

*A black coat hanger.

*A white stand.

*A cardboard box.

A large 3-liter bottle of black cola soft drink.

A large black suitcase.

A 5-liter water bottle.

A dark green mesh can.

A large 3-liter bottle of orange carbonated soft drink.
A small fridge.

Basketball.

A cart with books.

A light stand.

A sewing machine.
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APPENDIX C

Post-Test Questionnaire

What is your experiment ID?

What is your age?

What is your gender? Male Female Other
O O O

What’s your department? (eg. Faculty of Engineering and natural sciences - FENS)

On a scale from 1 to 5, where 1isnot | 1 | 2 | 3 | 4 | 5
experienced at all and 5 is very expe-
rienced, what is your level of experi-
ence with Virtual Reality or Augmented
Reality devices? (eg. Quest, Vive,
Hololens)

No experience O] 0| 0| 0| 0] Very experienced

On a scale from 1 to 5, where 1 means | 1 | 2 | 3 | 4 | 5
are not familiar at all and 5 means you
are very familiar, how familiar are you
with the building you are navigating in
this study?

No experience O 0Oj0| 0| 0] Very experienced

On a scale from 1 to 5, where 1isvery | 1 | 2 | 3 | 4 | 5
poor and 5 is very skilled, how would you
rate your navigational skills?

No experience O] 0| 0| 0| O] Very experienced
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Do you have any notable disabilities, especially in sight or hearing?

How often do you play video games?
Not at all O
Once every month (rarely) O
Once every two weeks (semi-rarely) O
Once every week (occasionally) U
up to three times a week (semi-often) O
more than three times a week (often) [

In the previous question, if you stated you play games, please specify what kinds of

video games you play. (eg. first person shooters, sports, real time strategy)

Do you do any sports which may require navigational or tracking skills? (eg. hiking,

orienteering, scouting)

Do you have any notes on how you felt while completing your tasks?

Do you have any extra notes?
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APPENDIX D

Task Maps

In the following figures, the red triangle represents the starting position of each
participant, the red square represents the target location, the red line represents
the ideal path from start to finish, and the green circles represent the items on the
paths placed for the environmental awareness test. Along with these symbols, the
floor level each image displays is written in text in the middle of each image. Each

figure represents a different targets navigation task.

Figure D.1 Task 1 Map

Figure D.2 Task 2 Map
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Figure D.3 Task 3 Map
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APPENDIX E

Blender Code

import bpy

import csv

# Convert to absolute path
csv_filepath = bpy.path.abspath("//ID/ID_TestNum.csv")

# Column names

# y-z are swapped since blender uses z as height
X_COLUMN = "position x"

Z_COLUMN
Y_COLUMN

"position y"

"position z"

# Lists to store the point data
verts = []

edges = []

# Read CSV, extract point data

with open(csv_filepath, newline=’’) as csvfile:
reader = csv.DictReader (csvfile) # Read as dictionary
prev_index = None

for index, row in enumerate (reader):

try:
X, y, z = float(row[X_COLUMN]), float(row[Y_COLUMN]),
float (row[Z_COLUMN])
verts.append ((x, y, z)) # Store vertex
# Create edge from previous vertex to current
if prev_index is not None:
edges.append ((prev_index, index))
prev_index = index # Update the last index
except ( , KeyError) as e:

print (f"Skipping row {index} due to error: {el}")

# Create the mesh and object in Blender

mesh = bpy.data.meshes.new("PointPath")

mesh.from_pydata(verts, edges, []) # Create mesh with vertices &
edges

mesh.update ()
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# Add custom attribute to store vertex index

attr = mesh.attributes.new(name="vertex_index", type=’INT’, domain=
>POINT)

for i in range(len(verts)):

attr.datal[i] .value = i # Store index in attribute

obj = bpy.data.objects.new("PointPath", mesh)
bpy.context.collection.objects.link(obj) # Link object to the

scene

# Create text objects for vertex labels

def create_text_label (text, location):
txt_data = bpy.data.curves.new(name=f"Label_{text}", type=’FONT

)

txt_obj = bpy.data.objects.new(f"Label_{text}", txt_data)
txt_data.body = text
txt_obj.location = location
txt_obj.scale = (0.005, 0.005, 0.005) # Adjust text size
bpy.context.collection.objects.link (txt_obj)

# Add labels above each vertex
for i, (x, y, z) in enumerate(verts):

create_text_label(str(i), (x, y, z + 0.0001))
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APPENDIX F

Performance Analysis Code

import pandas as pd

import numpy as np

# Load CSV file
df = pd.read_csv("./ID/ID_TestNum.csv")

# Identify valid rows
df ["group"] = (df["test Started"] == 0).cumsum()

# Filter out invalid rows

valid_groups = df [df["test Started"] == 1].groupby("group")

# Store results

segments = [] # stores the individual valid data groups
results = [] # stores (elapsed_time, total_distance) for segments
for _, group in valid_groups:

# Convert to numpy array

data = group.drop(columns=["group"]).to_numpy ()

# Calculate elapsed time
elapsed_time = datal-1, 0] - datal0, O] # col 0 is timestamp

# Calculate total distance traveled (Euclidean sum)

coords = datal:, 2:5] # x, y, z are in columns 1, 2, 3

distances = np.sqrt(np.sum(np.diff (coords, axis=0) **x 2, axis=1
))

total_distance = np.sum(distances)

# Store segment and results
segments .append (data)
results.append((elapsed_time, total_distance))

|
o

totTime =

1
o

totDist

for i, (elapsed, distance) in enumerate(results):
totTime += elapsed
totDist += distance

print (f"Elapsed Time = {totTime} s, Total Distance = {totDist} m")
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APPENDIX G

Ethics Committee Approval Form

The original ethics committee approval is attached below.
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PROJENIN /ARASTIRMANIN
AMACI

Bu projede, c¢cok katli binalarda kullanildiginda sesli
artirtlmis  gercekligin  sayesinde kullanicilarin = gevresel
farkindaligin1  artirma yontemlerini arastirtyoruz. Sesli
simgeler ile yonlendirilirken kullanici davranisini analiz
edecegiz, bu sistemin temel avantajlarin1 ve dezavantajlarini
belirleyecegiz ve bunun sektdrdeki mevcut teknolojilere ve
uygulamalara nasil entegre edilebilecegini gosterecegiz.

PROJENIN /ARASTIRMANIN
ETIiK ILE ILGILI GEREKCESI

Proje, 80 kisilik bir katilimci1 grubunun kisisel bilgilerini
gerektirecek. Bu bilgilerin gizliligi ve etik agisindan uygun
olmasi biiylik 6nem tagimaktadir. Bu sebeple etik kurul izni
ile bu bilgilerin gizliliginin korunacagmi ve yalnizca
arastirma amagclar1 i¢in kullanilacaginin tasdik edilmesi
gerekmektedir.

PROJENIN /ARASTIRMANIN
YONTEMIi

Sesli ve gorsel arttirilmis gergeklik kullanicilarin ortam ve
yapilmasi gereken gorev hakkinda daha fazla bilgi sahibi
olmasmi saglar. Testin tamamlanmasi i¢in katilimcilar
sistem testi ve anket doldurma asamalarin1 tamamlamalidir.
Katilimecilar Sabanci  Universitesi lisans ve lisansiistii
ogrencilerinden olusacak ve testler Ingilizce olarak
gerceklestirilecektir.  Sistem testleri tamamen sahsen,
Sabanci Universitesi kampiisii, Sanat ve Sosyal Bilimler
Fakiiltesi binasinda gergeklestirilecektir. Katilimcilara
kulaktan kulaga haber dagilimi ve {niversite kampiisii
icindeki baglantilar araciligiyla ulasilacaktir. Katilimcilarin
hepsi 18 yasindan biiyiik olacaktir. Sistem testi ve anketin
siresi toplamda 30-40 dakika stirecektir. Sistem test sureci
strasinda, kullanicilar konumlarinin takip edilmesi amaciyla
karma gerceklik basligr takacaklardir. Katilimcilardan
fakiilte binas1 i¢indeki konumlara fiziksel olarak gitmeleri
istenecektir. Gezinmeleri sirasinda, ¢evresel farkindaliklarini
Olcmek icin cevrelerindeki belirli 6gelerle ilgili sorular
yanitlamak {tizere periyodik olarak duracaklardir. Baslik
seffaf ekran kullandigi ve katilimcilarin gorsel alanini
engellemedigi icin dis ortamlarin1 gérememe riskiyle karsi
karsiya kalmayacaklardir.
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ETIK ILE ILGILI
KULLANILACAK BiYOLOJIK,
PSIKOLOJIK VE TEKNIiK VB
TUM YONTEMLER

Projede kullanilacak veri katilimcilarin kisisel verilerini ve
test sirasindaki hareketlerini igermektedir. Kayitlariin
kaydedilmesini kabul eden kullanicilar calismada cinsiyet,
yas, fakiilte ve video oyunlar1 oynuyorlarsa ne oynadiklarini
bildirmeleri gerekmektedir. Deney sirasinda katilimeilarin 3
boyutlu uzayda kafalarinin hangi koordinatta bulundugu
(X, y, z koordinatlarinda) kaydedilecektir. Katilimcilar
sadece kendilerine deney basinda verilen kimlik numaralari
ile kaydedilecektir. Proje boyunca veri sadece Selim
Balcisoy ve Bilgehan Cagiltay’in erisiminde olacaktir.
Toplanilan veriler yerel olarak depolanacak ve internet
tizerinden erisilemeyecektir. Depolama aygiti sifre korumali
olacaktir. Veriler gelecekteki analizler icin siiresiz olarak
saklanacaktir.

ETiK iLE ILGILi
KULLANILACAK PROSEDUR VE
ILGILi RiISKLER YA DA
TEHDITLER

Katilimemin bilgilerini  ag¢ik edebilecek herhangi Dbir
Oznitelik  (TCKN, adres, telefon numarasi vb.)
bulunmamaktadir. Her bir satirdaki Oznitelikler (cinsiyet,
yas, fakiilte) belirli bir katilimciya aittir. Bu nedenle
kullanilan veri, katilimcilarin gizliligine herhangi bir tehdit
olusturmamaktadir.

RIiSKLER YA DA TEHDITLERI
ENGELLEYECEK ONLEMLER
NELERDIR?

Kullanilan veri, kullanicinin gizliligine herhangi bir tehdit
olusturmamaktadir.

PROJENIN /ARASTIRMANIN
ICERIGINDE HERHANGI BIiR
ODUL YA DA UCRET
UYGULAMASI OLUP
OLMADIGINI ACIKLAYINIZ

Katilimcilara herhangi bir katilim tesvik edebilecek 6diil ya
da iicret uygulamasi olmayacaktir.

VERI SAGLANACAK
KIiSILERDEN/EVEBEYNLERDEN
BU CALISMA iCiN IZIN FORMU
ALINDI MI?

Hayir.

BU CALISMANIN YAPILACAGI
BASKA KURUM VARSA O
KURUMDAN ONAY ALINDI MI?

Hay1r, baska bir kurum yoktur.
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Sabanci Universitesi MDBF &gretim iiyelerinden Prof. Selim Bacisoy’un Karmasik Cok Katl
Ortamlarda Ses Oncelikli Karma Gergeklik Kullanilarak Navigasyon Performansi adli
projesi/arastirmast AEK tarafindan degerlendirilmistir.

Proje etik acisindan uygun bulunmustur. |

Projenin etik agisindan gelistirilmesi gerekmektedir. []

Proje etik acisindan uygun bulunmamastir. ]
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KONTROL LiSTESI EVET |HAYIR
AEK’YA BASVURMA NEDENI AYRINTILI BiR SEKILDE BELIRTILDI Mi? X
YAPILACAK ARASTIRMA KONUSU ILE ILGILI BILGI VERILDI Mi? X
VERILERIN NE SEKILDE ELDE EDILECEGI ANLATILDI MI? X
VERILERIN KIMLERDEN/NEREDEN VE NASIL ALINACAGI ACIKLANDI MI? (KISILER X
SOZ KONUSU ISE GONULLULUK YA DA HERHANGI BiR ODUL SISTEMI OLUP
OLMADIGI VB)
ELDE EDILECEK VERILERIN NE KADAR SURE ILE ARSIVLENECEGINE YONELIK BILGI |x
VERILDI Mi?
VERILERIN KIMLERLE PAYLASILACAGI NET BiR SEKILDE ACIKLANDI MI? X
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