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Abstract

The growing integration of robots into workplace environments, propelled by

the advances of Industry 5.0, is reshaping not only operational efficiency but also
the social fabric of organizations. While automation offers significant productivity
gains, it also risks exacerbating alienation, exclusion, and inequity if not responsibly
managed. This conceptual paper examines how robotization impacts marginalized
groups within organizations, including women, ethnic minorities, LGBTQ individuals,
and employees with disabilities. Adopting an intersectional framework, the study
connects responsible robot integration to the broader objectives of the United
Nations’ Sustainable Development Goals (SDGs), particularly SDG 12 (Responsible
Consumption and Production) and SDG 8 (Decent Work and Economic Growth).
Synthesizing insights from human-robot interaction, diversity management, and
responsible innovation literature, the paper proposes a conceptual model outlining
how robot design choices and organizational practices mediate inclusive or
exclusive outcomes. It concludes by offering a future research agenda and practical
implications for managers, designers, and policymakers committed to advancing
socially sustainable digital transformations. Through this approach, the paper
contributes to the emerging discourse on ensuring that technological progress aligns
with principles of equity, justice, and long-term societal well-being.

Keywords Robot integration, Workplace inclusion, Responsible innovation, Industry
5.0, Sustainable development goals, Social sustainability

1 Introduction

The Fourth Industrial Revolution, often referred to as Industry 5.0, is defined by the
growing integration of digital technologies such as robotics, artificial intelligence (Al),
and the Internet of Things (IoT) into organizational processes and societal infrastruc-
tures. Among these advances, workplace robotization has emerged as a particularly
transformative force, promising enhanced productivity, efficiency, and flexibility across
a range of industries. Robots are now commonly deployed in sectors as diverse as manu-
facturing, healthcare, hospitality, and logistics, performing tasks that span from complex
assembly operations to customer service interactions.
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In this paper, the term robot refers specifically to physical, embodied robots integrated
into human workplaces, including industrial robots, collaborative robots (cobots), and
service robots designed for direct interaction with humans, rather than purely software-
based bots or algorithmic systems. This focus encompasses robots performing physical
tasks in proximity to humans, where social, ergonomic, and inclusion considerations are
critical. This paper’s conceptualization aligns with frameworks of physical human-robot
interaction, which define robots based on their capacity to sense physical contact, ren-
der compliant behaviors, and plan safe, human-aware motions for collaborative work
[1-3]. Specifically, Haddadin and Croft [1] emphasize that robots designed for physical
human-robot interaction enable safer, more flexible, and more interactive operation with
humans, while Kopp et al. [2] and Guertler et al. [3] outline practical and conceptual dis-
tinctions between traditional industrial robots, cobots intended for direct cooperation
with human workers, and service robots deployed in sectors such as healthcare, hos-
pitality, and retail. Accordingly, robots considered here explicitly exclude purely virtual
agents, software-based automation (e.g., robotic process automation), or Al-only sys-
tems lacking any physical embodiment.

While the operational benefits of robotization have been extensively documented, a
significant and underexplored question remains regarding its social consequences, spe-
cifically, how the integration of robots into workplace teams affects diversity, inclusion,
and power dynamics, particularly among marginalized groups. Existing literature on
physical human-robot interaction (pHRI) largely focuses on technical challenges, per-
formance outcomes, and user acceptance, often sidelining critical issues related to social
equity and the lived experiences of underrepresented employees [4, 5].

Recent research suggests that robots are not neutral actors; rather, they can reinforce
existing biases through their design, deployment, and interaction scripts [6, 7]. When
diversity, equity, and inclusion (DEI) principles are not explicitly embedded into the
development and management of robotic systems, marginalized employees, including
women, ethnic minorities, LGBTQ individuals, and employees with disabilities, may
face new forms of exclusion or disadvantage within technologically enhanced work-
places. For instance, biases in robot perception, decision-making algorithms, or team
role allocation may replicate and even amplify structural inequalities unless proactively
addressed.

This gap is particularly concerning given global commitments to the United Nations’
Sustainable Development Goals (SDGs). Marginalized employees, including women,
ethnic minorities, LGBTQ individuals, and employees with disabilities, are uniquely
vulnerable to exclusionary impacts of robot integration for several reasons. First, social
biases embedded in robot design and deployment can mirror and amplify existing work-
place inequalities, especially if robots are trained or programmed based on normative
assumptions that overlook diverse identities [8, 9]. Second, marginalized workers are
disproportionately concentrated in occupations with higher exposure to automation
risks or in precarious roles where technological changes can destabilize job security [2,
3]. Third, physical and sensory limitations, often unaddressed in robot customization,
can create new accessibility barriers for employees with disabilities, effectively excluding
them from robot-enhanced workplaces [1]. Finally, intersectional identities can exacer-
bate these risks, as overlapping systems of discrimination compound the likelihood of
being adversely affected by biased or poorly implemented robot systems. Recognizing
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these differential impacts is essential to designing inclusive robot integration strategies
that proactively mitigate, rather than entrench, systemic inequities.

For instance, Guertler et al. [3] discuss how social and cultural perceptions of techni-
cal competence during cobot implementation can lead to unequal participation in pro-
gramming and maintenance tasks, potentially limiting opportunities for certain groups,
such as women and minority workers, who are often stereotyped as less technically
adept. Meanwhile, Haddadin and Croft [1] emphasize that robot safety standards and
interaction control systems must account for diverse human capabilities, noting that
insufficiently inclusive design can disadvantage individuals with mobility or sensory
impairments by failing to accommodate their specific interaction needs. These examples
illustrate tangible pathways through which marginalized employees may experience sys-
temic disadvantages in robot-integrated workplaces, underscoring the need for inten-
tional, inclusive design and management practices.

Specifically, SDG 12 (Responsible Consumption and Production) emphasizes the need
to implement sustainable practices in innovation and technology development, while
SDG 8 (Decent Work and Economic Growth) calls for inclusive and sustainable economic
growth, employment, and decent work for all. Ensuring that robotization processes con-
tribute to rather than detract from these goals thus represents a critical challenge for
researchers, practitioners, and policymakers alike.

Despite the rising deployment of robots in organizational contexts, empirical and
conceptual research on the intersection between robot integration and diversity and
inclusion efforts remains limited. Even fewer studies approach this intersection from an
explicitly intersectional perspective. Intersectionality, as conceptualized by Crenshaw
[10], recognizes that individuals experience multiple, overlapping forms of discrimina-
tion based on their social identities. Applying an intersectional lens to human-robot
collaboration is therefore crucial to understanding how robotization may differentially
affect various groups and to designing interventions that promote equitable outcomes.

The central aim of this paper is to investigate whether, and how, the integration of
robots into workplace teams mitigates or exacerbates inequalities among marginalized
employees. Specifically, the study is guided by the following core question:

How does the integration of robots into workplace teams affect diversity, inclusion, and
power dynamics, particularly for marginalized groups?

To address this question, the paper purposively adopts a conceptual and theoretical
approach, synthesizing insights from the literature on human-robot interaction, diver-
sity management, and responsible innovation. It proposes a conceptual framework that
elucidates the mediating role of robot design choices and organizational practices in
shaping inclusion outcomes. Through this synthesis, the paper contributes to emerging
discussions on responsible robot integration and lays the groundwork for future empiri-
cal research on the social impacts of Industry 5.0 technologies.

The remainder of the paper is organized as follows. Section 2 presents a comprehensive
review of the literature on robotization, diversity and inclusion, and responsible innova-
tion, highlighting critical research gaps and the need for an intersectional, sustainability-
oriented approach. Section 3 introduces the conceptual framework, outlining how robot
integration processes are mediated by robot design choices and organizational practices
and influenced by broader contextual moderators, ultimately shaping workplace inclu-
sion and sustainability outcomes. Section 4 discusses practical and policy implications,
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offering actionable recommendations for managers, human resource professionals,
designers, and policymakers committed to ethical and inclusive technological adop-
tion. Section 5 concludes the paper by summarizing key arguments, proposing a detailed
future research agenda, and reflecting on the urgent need to align Industry 5.0 transfor-
mations with human-centered SDGs.

2 Literature review

2.1 Robotization and work transformation

The deployment of robots across industries has accelerated significantly over the past
decade, fueled by advancements in artificial intelligence (AI), machine learning, sensor
technologies, and broader digitalization trends associated with Industry 5.0. Robots are
now integrated into diverse sectors, including manufacturing, healthcare, logistics, hos-
pitality, and retail, performing functions that range from surgical assistance to customer
service and warehouse management [6].

While early discussions around robot adoption primarily emphasized operational effi-
ciency, cost reduction, and productivity gains, more recent scholarship has drawn atten-
tion to the broader societal implications of automation. Brynjolfsson and McAfee [11]
argue that technological advances, if not responsibly managed, can disrupt labor mar-
kets, exacerbate inequality, and erode the quality of work. Similarly, the introduction of
collaborative robots (cobots) raises important questions about worker autonomy, role
negotiation, and psychological safety [12].

The efficiency versus social consequences debate centers on whether the benefits of
robotization, such as increased output and reduced physical strain, outweigh the risks
of job displacement, deskilling, and the amplification of workplace inequalities. Some
scholars contend that technological change is inherently neutral, with social outcomes
determined largely by regulatory and managerial decisions. Others argue that technol-
ogy is socially constructed and often reproduces existing power structures and biases
unless deliberate corrective actions are taken [5, 7].

Moreover, as Mutlu and Forlizzi [12] emphasize, robot integration within organiza-
tional settings does not occur in isolation. Organizational workflows, social structures,
and environmental factors must adapt to accommodate robotic systems, and different
organizational units may respond variably depending on their culture, readiness, and
workforce composition. The interplay between technological change and social adapta-
tion is thus critical to understanding the ultimate effects of robotization on workplaces.

2.2 Diversity, inclusion, and technology

As robots become increasingly embedded in organizational life, concerns surrounding
diversity, equity, and inclusion (DEI) have gained prominence. Research shows that mar-
ginalized groups, including women, racial and ethnic minorities, LGBTQ individuals,
and employees with disabilities, are often disproportionately affected by technological
transformations [13]. However, the intersection of robotization and workplace diversity
remains relatively underexplored.

Recent research highlights the growing recognition of diversity, equity, and inclusion
(DEI) as essential considerations in human-robot interaction (pHRI). Workshops and
systematic reviews reveal that pHRI studies often rely on WEIRD (Western, Educated,
Industrialized, Rich, Democratic) populations, leading to limited representation of
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diverse users and perpetuating biases in robot design and evaluation [6, 14]. For exam-
ple, Seaborn et al. [14] identify systematic gaps in participant recruitment related to sex,
gender, race, ethnicity, age, and disability, calling for more inclusive practices in both
research and deployment.

Workshop-based initiatives, including the Inclusive HRI series, underscore the need
to embed equity considerations at every stage of design and community engagement,
emphasizing not only technical adjustments but also cultural and contextual awareness
[15, 16]. These discussions stress that diversity must inform robot behavior, appearance,
and communication modalities to avoid marginalizing users who deviate from assumed
“default” profiles.

Moreover, recent work on gender and robots shows how design choices like gendered
voices or appearances can reinforce stereotypes. Studies demonstrate that female-coded
robots are often perceived as more sociable but less competent, reflecting harmful biases
that can limit the roles marginalized individuals are offered or expected to occupy in
human-robot teams [17, 18]. Other research proposes design strategies, such as gender-
neutral or gender-ambiguous robots, to reduce the entrenchment of gender norms [19].

Together, these insights reveal that ignoring DEI considerations during robot integra-
tion risks exacerbating existing workplace inequalities, particularly for women, racial
and ethnic minorities, LGBTQ individuals, and employees with disabilities. They point
out the importance of designing robots and implementing organizational practices that
account for diverse social identities, abilities, and cultural contexts.

Intersectionality, a concept introduced by Crenshaw [10], offers a critical framework
for analyzing how overlapping social identities shape individuals’ experiences of inclu-
sion and exclusion. An intersectional approach reveals that marginalized employees are
not affected by technology in uniform ways; rather, their experiences are mediated by
the interplay of gender, race, disability, age, and other identity markers. This complexity
demands careful attention to how new technologies, including robots, may replicate or
challenge existing systems of inequality.

Technological systems, including robotic platforms, frequently inherit and perpetuate
biases present in their design and programming. For example, Tanevska et al. [6] dem-
onstrate that pHRI systems often reflect normative assumptions about users, leading to
exclusionary experiences for individuals who do not fit the presumed “default” user pro-
file. Similarly, Patel et al. [7] highlight ethical concerns around algorithmic bias in robot
behavior, emphasizing the requirement for inclusive design principles to avoid discrimi-
natory outcomes.

Recent initiatives within the pHRI community, including the 3rd Workshop on Inclu-
sive HRI, emphasize the urgent need to integrate DEI principles into the design, applica-
tion, and evaluation of robotic systems [15].

The integration of robots into workplace teams thus has multifaceted effects on diver-
sity, inclusion, and power dynamics, particularly for marginalized groups. On the one
hand, robots can positively contribute to diversity and inclusion initiatives. For instance,
Sebo et al. [4] found that robots providing verbal support can enhance the participation
of outgroup members in team interactions, fostering a more inclusive environment. On
the other hand, human-robot teams remain vulnerable to challenges related to prejudice
and stereotypes. Research by Wullenkord and Eyssel [20] suggests that while stereotype
suppression can effectively reduce negative attitudes toward robots, perspective-taking
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interventions may paradoxically exacerbate biases, indicating the need for nuanced DEI
strategies in human-robot collaboration.

Customization also plays a significant role in ensuring inclusive robot integration. Col-
laborative robots can greatly aid the inclusion of people with disabilities by adapting to
individual needs, thereby making workplaces more accessible. However, such benefits
are contingent on careful customization and genuinely user-centered design processes
[10, 21].

Robot integration also reshapes team power dynamics. While verbal support from
robots has been shown to boost participation by outgroup members, it can simulta-
neously lower the perceived obligation of ingroup members to support marginalized
colleagues, potentially entrenching subtle exclusionary practices [12]. Moreover, experi-
ences of verbal ostracism by robotic coworkers can harm psychological well-being and
negatively influence subsequent human interactions, highlighting the importance of
careful attention to relational dynamics in human-robot teams [22].

Design and implementation choices are therefore crucial. Embedding DEI principles
into robotic system design is essential for preventing the amplification of existing biases
and for respecting differences in gender, age, disability status, and other identity cat-
egories [6, 11]. Furthermore, successful robot integration requires not only technical
deployment but also the adaptation of organizational workflows, social norms, and per-
formance evaluation systems to accommodate new forms of collaboration [7].

To build more inclusive human-robot workplaces, organizations must invest in
training and awareness initiatives that address biases toward both human and robotic
coworkers. Such interventions can foster more equitable collaboration and reduce the
risks of stereotype-driven exclusion [9, 12]. Robots should be developed according to
inclusive design principles that proactively meet the diverse needs of users [5, 23], while
organizations must implement robust monitoring and evaluation mechanisms. Key per-
formance indicators (KPIs) should be established to track the effects of robots on worker
well-being, safety, and performance, enabling continuous improvement of human-robot
interaction practices [24].

Barfield [8] emphasizes that inclusive design in pHRI requires recognizing the diver-
sity of potential robot users from the outset, including differences in gender, race, ability,
and cultural background. Barfield argues that failing to consider diverse user perspec-
tives risks reinforcing exclusionary norms and calls for participatory approaches to
robot design that center marginalized voices. These recommendations underscore the
need for intentional engagement with underrepresented groups throughout the design
and deployment of robots to ensure that technologies do not perpetuate systemic biases
or inequities.

Complementing this, Ostrowski et al. [9] provide a comprehensive review of ethics,
equity, and justice challenges in pHRI. They identify key equity concerns such as biased
datasets, inaccessible interaction paradigms, and exclusionary assumptions embedded
in robot behaviors, while offering future research directions to advance justice-oriented
pHRI. Their work highlights that equity must be considered not only in technical design
but also in data governance, evaluation practices, and stakeholder engagement across
the entire pHRI lifecycle.

Together, these contributions build on earlier research showing that marginalized
users frequently encounter barriers to effective human-robot collaboration [8, 9]. They
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reinforce the importance of embedding DEI principles in robot design and workplace
integration strategies. Integrating these insights into organizational practices and tech-
nical standards can help ensure that robots support, rather than undermine, diverse
employees’ participation, well-being, and professional development.

These recent contributions to DEI in pHRI literature build on earlier findings regard-
ing the risks of bias and exclusion in technological systems, further underscoring the
critical need for proactive, inclusive design strategies. While robot integration presents
novel opportunities to enhance diversity and inclusion, it also introduces significant
risks. Addressing biases, customizing technological solutions for marginalized groups,
and prioritizing inclusive design are critical strategies for supporting equitable human-
robot collaboration and building socially sustainable workplaces.

2.3 Responsible innovation and sustainability
Responsible Research and Innovation (RRI) provides a valuable conceptual framework
for addressing the ethical, social, and environmental implications of technological
advancements. RRI advocates for anticipating potential societal impacts, incorporating
diverse stakeholder perspectives, and maintaining iterative reflection and responsive-
ness throughout the innovation process [25].

The field of responsible innovation (RI) in robotics has evolved to provide frameworks
for proactively considering the ethical, legal, and social implications (ELSI) of robot
design and deployment. Lukkien et al. [26] illustrate that while principles of responsible
innovation are widely endorsed, their integration into R&D practice often falters due
to limited collaboration across design and implementation teams and misconceptions
about co-design. They advocate for participatory action research as a tool for aligning
robot design with diverse stakeholder needs, especially marginalized groups.

Salvini et al. [27] emphasize incorporating ethics by design and public engagement as
key to ensuring that robotics innovation supports societal values, not just technological
performance. Similarly, McBride and Stahl [28] call for iterative design and transparent
processes to make robotics research socially embedded and ethically informed.

Sector-specific research, such as Ayris et al. [29] on agricultural robotics, shows how
responsible innovation frameworks can guide technology deployment in ways that
address power dynamics and foster trust with vulnerable communities. Studies on UAV
use in agriculture [30] and mobile robots in citizen learning [31] further demonstrate
how bottom-up approaches can empower users, improve acceptance, and build equity
into innovation.

Collectively, these works demonstrate that responsible innovation must move beyond
compliance checklists toward practices that actively anticipate and mitigate social risks,
particularly for groups already facing structural disadvantages. This perspective is cru-
cial to aligning Industry 5.0 transformations with the UN SDGs, ensuring robotic inte-
gration contributes to socially sustainable and inclusive workplaces.

Owen, Macnaghten, and Stilgoe [25] argue that technological development should
shift from a purely science-driven agenda to one that is socially embedded and ethically
informed. This perspective resonates strongly with the goals of the UUN SDGs, particu-
larly SDG 12 (Responsible Consumption and Production) and SDG 8 (Decent Work and
Economic Growth). Robot integration into workplaces must thus be evaluated not only in



Ozturkcan Discover Sustainability (2025) 6:912 Page 8 of 20

terms of operational efficiency but also in terms of its contribution to, or detriment of,
global sustainability and equity goals.
Applying an RRI perspective to robot integration emphasizes four interconnected

principles:

« Anticipation: Forecasting potential social risks, such as the exacerbation of inequality;

+ Reflexivity: Recognizing and critically reflecting on the values embedded in
technological choices;

+ Inclusion: Actively engaging diverse voices throughout design, deployment, and
governance processes; and.

+ Responsiveness: Adapting technologies based on societal feedback and evolving
ethical norms.

The application of these principles becomes particularly urgent when considering
how workplace robotization may impact marginalized groups. Zirar, Ali, and Islam
[13] extend the RRI framework specifically to Al and workplace technologies, warn-
ing that without deliberate and systemic interventions, automation may systematically
disadvantage vulnerable populations, undermining efforts toward inclusive economic
development.

Moreover, Mandischer et al. [5] emphasize the value of socially sustainable techno-
logical transitions, showing that inclusive human-robot collaboration not only benefits
marginalized employees but also enhances organizational resilience and fosters innova-
tion capacity. By embracing inclusive robotics, organizations meaningfully contribute
to the UN SDGs while positioning themselves as ethical leaders in the emerging digital
economy.

To operationalize responsible innovation in the context of robot integration, organi-
zations must move beyond mere compliance or diversity rhetoric. Instead, they must
embed social sustainability into their technology strategies from the outset. This entails
intentional practices such as inclusive design, monitoring and evaluation of social
impacts, customization for diverse needs, and the establishment of organizational guide-
lines that prioritize psychological well-being, safety, and performance [23, 24].

Ultimately, responsible robot integration must be guided by principles of equity, inclu-
sion, and sustainability to ensure that technological progress advances, rather than
impedes, the broader societal goals of fairness, justice, and human flourishing. Without
deliberate attention to these dimensions, the promise of Industry 5.0 risks becoming yet
another engine of inequality rather than a catalyst for sustainable development.

3 Conceptual framework and research agenda

Building on insights from responsible innovation, human-robot interaction, and inter-
sectionality literature, this paper proposes a conceptual framework that examines how
robot integration processes influence workplace inclusion and social sustainability. As
illustrated in Fig. 1, robot integration acts as a central technological driver that can lead
to either inclusive or exclusionary outcomes, depending on critical mediating factors.

3.1 Key concepts and relationships
Robot integration refers to the introduction and assimilation of robotic systems into
human work environments. This process encompasses not only the technical aspects of
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Fig. 1 illustrates the conceptual framework developed in this paper

robot deployment, task design, and workflow adjustments but also the social dynamics
introduced by the presence of non-human team members [12]. Far from being a purely
operational change, the integration of robots into the workplace constitutes a profound
transformation of human-technology interactions with wide-ranging social implications.

The conceptual model proposed in this paper emphasizes that robot integration does
not deterministically impact workplace outcomes. Rather, its effects are mediated by two
critical factors: the design and implementation choices made during the development of
robots, and the organizational practices and cultures into which these robots are intro-
duced. These mediating elements shape how robotization interacts with existing social
structures, biases, and equity initiatives, thereby playing a decisive role in determining
the social outcomes of technological change.

Depending on the quality and orientation of these mediating processes, workplaces
may experience two divergent trajectories. On one hand, robot integration can sup-
port the development of sustainable, inclusive work environments aligned with SDG 8
(Decent Work and Economic Growth) and SDG 12 (Responsible Consumption and Pro-
duction). On the other hand, if poorly managed, robot integration may exacerbate exist-
ing inequalities, leading to increased marginalization, social exclusion, and injustice
within organizations.

Thus, the framework proposed here underscores that technological change is neither
inherently progressive nor regressive. Its social consequences are contingent on con-
scious, responsible human choices made at the levels of design, deployment, and orga-
nizational governance. Recognizing and managing these choices thoughtfully is essential
for ensuring that robot integration contributes to, rather than undermines, sustainable

and equitable futures.

3.2 Mediating factors

3.2.1 Robot design and implementation choices

Robot design decisions profoundly influence workplace dynamics and are far from being
merely technical exercises. Among the most critical design attributes are anthropo-
morphism and social signaling, the extent to which robots display human-like features.
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Research indicates that anthropomorphic design significantly shapes employee percep-
tions of robots, affecting whether they are seen as helpful colleagues, neutral tools, or
competitors [12]. This perception, in turn, impacts interpersonal dynamics, trust, and
collaboration within teams.

Another essential dimension is algorithmic transparency and accountability. Robots
whose decision-making processes are opaque may erode trust, particularly among mar-
ginalized employees who already experience systemic biases in traditional workplace
structures. In contrast, transparent and explainable robot behaviors can reduce per-
ceived biases and foster greater user confidence [23]. Algorithmic design choices thus
play a pivotal role in either reinforcing or mitigating social inequities.

Accessibility features also emerge as critical elements in promoting workplace inclu-
sion. Robots equipped with customizable interfaces, adaptive controls, and assistive
functionalities can significantly enhance the participation of workers with disabilities or
other specific needs [5, 10]. Absent such design considerations, robot deployment risks
reproducing ableist assumptions about a “universal” worker.

Finally, embedding ethical design standards into robot development processes is nec-
essary to ensure that principles such as fairness, respect for autonomy, and non-dis-
crimination are upheld. As Tanevska et al. [6] argue, technical specifications themselves
must reflect social values if robots are to serve as instruments of inclusion rather than
exclusion.

Taken together, these aspects demonstrate that robot design is not a neutral or purely
functional endeavor. Rather, it constitutes a critical site where decisions about values,
inclusion, and justice are made, often with profound consequences for workplace equity
and sustainability.

3.2.2 Organizational practices and culture

Equally important to robot design are the organizational structures and cultures into
which robots are deployed. Organizational practices can significantly mediate how tech-
nological innovation impacts workplace dynamics, either mitigating or exacerbating
social inequalities.

First, human resource management (HRM) policies play a pivotal role. Inclusive
recruitment, training, promotion, and grievance-handling practices ensure that auto-
mation does not disproportionately harm marginalized groups. Without intentional HR
interventions, the risk of deepening existing workplace inequalities increases markedly
[24]. Organizations that embed equity principles into their HRM systems are better
positioned to manage the disruptive impacts of robotization responsibly.

Leadership also emerges as a critical factor. Leadership styles and managerial attitudes
toward diversity, inclusion, and technology adoption directly influence how thought-
fully robot integration is managed. Transformational and inclusive leaders are more
likely to anticipate social risks, engage in open dialogue with diverse stakeholders, and
champion equitable robot deployment strategies [13]. Conversely, technocratic leader-
ship approaches that prioritize efficiency over inclusion risk reinforcing exclusionary
outcomes.

Another key dimension is the establishment of training and awareness programs that
address both explicit and implicit biases related to technology and diversity. Initia-
tives that raise awareness of stereotype-driven perceptions, whether directed at human
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coworkers or robotic systems, can help foster more inclusive team dynamics and miti-
gate exclusionary behaviors [9]. Such programs create critical reflexive spaces where
employees can engage with the social implications of technological change.

Finally, socio-technical adaptation within organizations is essential. Workflows, team
norms, and performance evaluation systems must be reconfigured to accommodate the
realities of human-robot collaboration, ensuring that robots are integrated in ways that
respect human dignity and promote equitable participation [12]. Organizations that fail
to undertake this socio-technical alignment risk creating environments where robotic
integration inadvertently marginalizes vulnerable groups.

Organizational culture and practice thus decisively mediate the social consequences of
robot integration. Rather than passively accepting technological change, organizations
must actively design equitable structures and foster inclusive cultures to ensure that
technological innovation becomes a driver of social sustainability rather than exclusion.

3.3 Other moderating factors

Beyond the primary mediators of robot design and organizational culture, several mod-
erating factors can influence the strength, direction, and complexity of robot integra-
tion’s effects on workplace inclusion and social sustainability. These contextual variables
highlight that technological and organizational choices do not operate in a vacuum but
are shaped by broader structural conditions.

One important moderator is organizational size and resource availability. Larger firms
often have greater capacity to invest in sophisticated, inclusive robot integration strate-
gies, including customized training programs, accessible technological adaptations, and
proactive diversity initiatives. In contrast, smaller firms may face significant financial
and operational constraints, limiting their ability to implement best practices and result-
ing in more uneven or exclusionary outcomes.

The sectoral context also matters greatly. Industries such as healthcare, manufactur-
ing, retail, and education differ markedly in their technological needs, work processes,
and workforce compositions. For example, human-robot collaboration in healthcare
may emphasize empathy and trust, whereas in manufacturing, efficiency and physical
safety might take precedence. These sector-specific dynamics create distinct challenges
and opportunities for achieving inclusive automation.

Another crucial factor is the national and regional regulatory environment. Labor
laws, equality mandates, occupational safety standards, and technological norms vary
significantly across countries and regions. In jurisdictions with robust equality protec-
tions and strong governance structures, organizations may be incentivized or even man-
dated to prioritize social sustainability in their robot deployment strategies. Conversely,
in less regulated environments, firms may experience fewer external pressures to align
technological innovation with broader societal goals.

Finally, the demographic composition of the workforce and the organization’s prior
commitment to diversity and inclusion shape how robot integration unfolds. Orga-
nizations with an established culture of valuing diversity, equity, and inclusion (DEI)
are more likely to anticipate potential risks, engage marginalized voices in technology
adoption processes, and proactively design for equity. In contrast, firms with limited or
superficial DEI engagement may inadvertently reproduce or intensify existing inequali-
ties through uncritical automation practices.
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Together, these moderating factors suggest that responsible robot integration is a
deeply multi-layered phenomenon. It cannot be fully understood or managed without
careful attention to the broader organizational, sectoral, regulatory, and cultural con-
texts within which technological change occurs. Recognizing these influences is essen-
tial for moving beyond simplistic narratives of automation and toward a more nuanced,
equity-centered approach to technological transformation.

3.4 Conceptual model

Figure 1. Conceptual framework illustrating how robot integration, mediated by specific
constructs within robot design choices, organizational practices, and marginalized groups’
characteristics, shapes power dynamics, workplace inclusion, and social sustainability.

The model identifies robot integration as a central technological driver that can lead to
either inclusive or exclusionary outcomes, depending on two key mediators. The first is
robot design and implementation choices, which encompass critical decisions such as the
degree of anthropomorphism, the transparency of algorithmic processes, the incorpora-
tion of accessibility features, and the adherence to ethical design standards. The second
mediator is organizational practices and culture, which includes human resource man-
agement (HRM) policies, leadership styles, diversity and inclusion initiatives, training
and awareness programs, and broader socio-technical adaptations within the workplace.

These mediating factors collectively influence power dynamics and inclusion within
human-robot teams. Depending on the interplay between robot design choices and
organizational practices, workplaces may either progress toward sustainable, inclusive
environments that support marginalized groups or regress toward increased marginal-
ization, social exclusion, and inequality patterns.

This conceptual model underscores that technological change alone does not deter-
mine organizational or societal outcomes. Rather, it is the conscious and responsible
management of robot integration processes, at both the technological and organiza-
tional levels, that critically shapes whether robotization advances or undermines SDGs.

To provide greater theoretical clarity, the framework details specific constructs illus-
trating how marginalized groups’ characteristics interact with robot integration pro-
cesses. Robot design and implementation choices include anthropomorphism and
social signaling, which refer to gendered, racialized, or age-associated design cues that
can shape marginalized employees’ perceptions of safety, competence, and belonging.
Accessibility features, such as customizable controls, adaptive interfaces, and assistive
functionalities, accommodate diverse physical, sensory, and cognitive abilities. Algorith-
mic transparency and bias mitigation involve designing robots with explainable deci-
sion-making processes and auditing algorithms for fairness to reduce the replication of
existing biases. Ethical standards emphasize applying design justice principles to ensure
robots do not reinforce stereotypes or exclusionary norms.

Within organizational practices and culture, inclusive HR policies encompass recruit-
ment, promotion, training, and grievance mechanisms that preempt and address ineq-
uities amplified by robot integration. Leadership commitment involves managers’
proactive engagement with marginalized employees to identify potential barriers and
opportunities during technology adoption. Training and awareness programs target the
mitigation of implicit biases toward both robots and marginalized human colleagues,
fostering more equitable collaboration. Socio-technical adaptation refers to adjusting
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workflows, performance evaluation systems, and team norms to integrate robots in ways
that prioritize equity and psychological safety.

The characteristics of marginalized groups can interact with these mediators through
mechanisms such as stereotype amplification, where marginalized employees may be
assigned fewer skill-building tasks or less visible roles based on biased robot behaviors or
perceptions. Exclusion from skill development can occur when barriers prevent access
to robot-related technical upskilling, reinforcing occupational segregation. Additionally,
psychological impacts, including experiences of alienation, stress, or reduced belonging,
can arise when robot design or integration processes fail to consider diverse needs.

3.5 Future research agenda

Given the emergent and rapidly evolving nature of human-robot work environments,
there is an urgent need for further research to deepen our understanding of how respon-
sible technological integration can be achieved. Several key areas of inquiry emerge from
the proposed conceptual framework.

First, future studies should focus on the relationship between robot design and inclu-
sion outcomes. It is crucial to investigate how specific design features, such as voice char-
acteristics, physical appearance, and responsiveness, shape the experiences of employees
from diverse social backgrounds. Questions about which inclusive design principles are
most effective across different industry sectors remain largely unanswered. Research in
this domain could provide critical guidelines for engineers, designers, and organizations
seeking to align robot development processes with equity goals.

Another important area of exploration concerns organizational adaptation processes.
As robots are introduced into workplaces, human resource management (HRM) poli-
cies, leadership practices, and workplace norms inevitably evolve. Further inquiry is
needed to uncover how HR systems adapt to support equitable integration, which lead-
ership styles are most effective in fostering inclusive human-robot collaboration, and
how organizations can systematically measure and monitor inclusion outcomes over
time.

A third avenue for investigation relates to the intersectional impacts of robot integra-
tion. Little is currently known about how overlapping social identities, such as gender,
disability, race, and ethnicity, mediate workers’ experiences of robotic collaboration.
Understanding whether robot integration can exacerbate or mitigate intersectional mar-
ginalization is critical to making sure that automation advances rather than undermines
diversity and inclusion goals.

Further research is also warranted on the longitudinal effects of robot integration. Few
studies have examined the long-term consequences of working alongside robots, par-
ticularly for marginalized employees. Key questions include whether early interventions
and inclusive robot designs lead to cumulative advantages over time in terms of career
progression, job satisfaction, and psychological well-being. Longitudinal studies could
offer vital details about the lasting social impacts of automation and inform best prac-
tices for human-robot workplace design.

Finally, the policy and regulatory implications of responsible robot integration require
greater scholarly attention. Research should explore what types of regulatory frame-
works are necessary. This effort aims to ensure that technological innovation sup-
ports the Sustainable Development Goals (SDGs), especially SDG 8 (Decent Work and



Ozturkcan Discover Sustainability (2025) 6:912 Page 14 of 20

Economic Growth) and SDG 12 (Responsible Consumption and Production). Investiga-
tions into how public policy can incentivize socially responsible technology deployment
across different organizational contexts would meaningfully contribute to both academic
debates and practical policymaking.

Together, these future research directions demonstrate the need for interdisciplinary,
context-sensitive, and equity-driven approaches to studying human-robot workplace
collaboration. Only through sustained inquiry into these complex dynamics can scholars
and practitioners hope to guide technological innovation toward truly inclusive, equi-
table, and sustainable outcomes.

4 Implications for practice and policy

The integration of robots into workplace teams presents both significant opportunities
and serious risks for diversity, equity, and inclusion. Insights from research on human-
robot interaction, diversity management, and responsible innovation highlight how
design choices, organizational practices, and marginalized groups’ characteristics inter-
act to shape workplace inclusion and social sustainability outcomes. Translating these
findings into actionable guidance, this section outlines recommendations for managers,
human resource professionals, designers, and policymakers committed to ensuring that
technological advancement supports equitable and sustainable futures.

Ensuring that robot integration enhances, rather than undermines, workplace inclu-
sion and social sustainability demands proactive interventions at multiple levels.

From a managerial perspective, it is imperative to recognize that technological deploy-
ment is not a neutral process. Managers play a central role in shaping how robots are
integrated into teams and how inclusion goals are prioritized throughout this transition.
Organizations must therefore develop and institutionalize inclusive robot deployment
policies that explicitly consider the needs of marginalized employees. These policies
should require that new technologies undergo equity impact assessments before adop-
tion, ensuring that potential biases in robot design and implementation are identified
and addressed. Managerial decisions regarding task allocation, workflow redesign, and
performance evaluation must be made through a DEI-informed lens to prevent the
emergence of new forms of occupational stratification or exclusion.

As highlighted by Seaborn et al. [14] and Mandl et al. [17], barriers such as stereo-
type amplification and exclusion from skill development can arise when marginalized
employees are overlooked during technology integration. Organizations should imple-
ment HR policies that proactively identify and address these risks, ensuring equitable
access to training opportunities for robot-related tasks and fair assignment of skill-build-
ing responsibilities.

Consistent with findings from Haddadin and Croft [1] and Tanevska et al. [6], robot
design features such as adaptive interfaces, customizable controls, and assistive func-
tionalities are essential to accommodate diverse physical, sensory, and cognitive needs.
Developers should prioritize inclusive design principles from the outset, aligning tech-
nological innovation with accessibility standards to support employees with disabilities.

Literature on organizational dynamics (e.g., Zirar et al. [13]; Guertler et al. [3])
underscores the moderating role of leadership in fostering equitable technology adop-
tion. Managers who engage marginalized employees, anticipate potential exclusionary
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impacts, and model inclusive attitudes set the stage for responsible robot integration
that benefits all workers.

Human resource management practices are also critical to the success of inclu-
sive robot integration. Traditional HRM frameworks, which often assume exclusively
human actors, must be reimagined to account for human-robot collaboration dynam-
ics. Recruitment and onboarding processes should prepare employees to work alongside
robotic systems in ways that foster mutual respect, psychological safety, and equitable
task-sharing. Moreover, team-building initiatives should explicitly incorporate robots
as members of diverse, functional teams, emphasizing their role as tools for empower-
ment rather than replacements for human labor. Regular training programs that address
unconscious biases toward both marginalized human coworkers and robotic colleagues
are essential for cultivating inclusive workplace cultures. To ensure continuous improve-
ment, organizations should institutionalize periodic inclusion audits that evaluate how
robot integration affects different employee groups in terms of participation, career
advancement, job satisfaction, and well-being.

Beyond the organizational sphere, important policy implications must be consid-
ered. Governments and regulatory bodies bear responsibility for ensuring that the rapid
spread of workplace automation aligns with social equity goals. Regulatory frameworks
governing the ethical use of robots must move beyond technical safety standards to
incorporate principles of fairness, non-discrimination, and inclusion. These frameworks
should mandate that organizations deploying workplace robots conduct equity audits
as part of their compliance requirements. Furthermore, policymakers should consider
offering incentives, such as tax breaks or innovation grants, to companies that dem-
onstrate exemplary inclusive robot integration practices. Public procurement policies
could also serve as powerful levers by requiring that vendors adhere to ethical and inclu-
sive design standards when supplying robotic systems to public sector organizations.

Another critical area for policy intervention involves data governance and algorithmic
accountability. Since robot behaviors are often driven by machine learning algorithms
trained on historical data, there is a risk that existing social biases will be embedded
into new robotic systems. Regulators must therefore require transparency regarding the
data sources and training methodologies used in robot development. Independent third-
party auditing mechanisms should be established to assess whether workplace robots
meet inclusion and non-discrimination standards before and after deployment.

The implications extend into broader societal debates about ethical consumption and
sustainable development. As consumers become increasingly attuned to the social and
environmental impacts of production processes, the inclusivity of workplace automation
may emerge as a key concern in ethical consumption choices. Companies that integrate
robots responsibly, ensuring that automation promotes decent work and social sustain-
ability, could gain reputational advantages among increasingly conscientious consumers.
Conversely, firms that use automation to displace marginalized workers or exacerbate
inequities may face backlash from stakeholders who expect businesses to uphold human
rights and sustainability standards.

From the perspective of sustainable development, responsible robot integration offers
an opportunity to advance multiple SDGs simultaneously. In addition to contributing to
SDG 8 (Decent Work and Economic Growth) and SDG 12 (Responsible Consumption and
Production), inclusive automation strategies can support SDG 10 (Reduced Inequalities)
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and SDG 5 (Gender Equality) by mitigating the risks of automation-driven marginaliza-
tion. However, realizing these benefits requires deliberate alignment between techno-
logical innovation, organizational governance, and public policy interventions.

The future of work in a robotized world will depend on today’s choices about tech-
nology design, implementation, and governance. Organizations must move beyond
efficiency-driven narratives of automation and instead adopt a broader vision of techno-
logical progress that centers on human dignity, fairness, and inclusivity. Similarly, poli-
cymakers must act to ensure that technological innovation serves public interests rather
than merely corporate profits. Embedding DEI principles into robot integration pro-
cesses is not only an ethical imperative but also a strategic necessity for building resil-
ient, innovative, and sustainable organizations in the digital age.

The stakes are particularly high given the accelerating pace of technological change.
Without deliberate intervention, there is a risk that automation will deepen existing
social divides, leaving marginalized groups further behind. Conversely, if robot integra-
tion is managed responsibly, it can serve as a powerful lever for expanding opportunities,
fostering social cohesion, and advancing the goals of a more equitable and sustain-
able global economy. Therefore, both practitioners and policymakers must approach
robotization not as an isolated technological project but as a deeply social and ethical
endeavor requiring careful stewardship.

5 Conclusion

This paper has argued that the integration of robots into workplace environments is
not merely a technical evolution but a profound social transformation that must be
guided by principles of diversity, equity, inclusion (DEI), and sustainability. Drawing on
insights from responsible research and innovation (RRI), physical human-robot inter-
action (pHRI), and intersectionality theory, a conceptual framework was proposed to
illustrate how robot integration processes are mediated by design and organizational
choices, shaping inclusion outcomes and broader workplace power dynamics. Far from
being inevitable or neutral, the effects of robotization on work are deeply contingent on
human decisions about how new technologies are developed, deployed, and managed.

The analysis revealed that inclusive robot integration can enhance workplace diver-
sity, expand opportunities for marginalized groups, and contribute to SDGs such as
Decent Work (SDG 8) and Responsible Consumption and Production (SDG 12). However,
without deliberate interventions, there is a real risk that robotization could exacerbate
existing inequalities, marginalize vulnerable workers, and undermine efforts toward
sustainable and equitable development. Technological advancement, in itself, does not
guarantee social progress; responsible governance of innovation is essential.

Given the accelerating pace of Industry 5.0 transformations, there is an urgent need
to reframe technological innovation agendas around human-centered and socially sus-
tainable goals. Organizations must move beyond narrow efficiency logics and embrace
inclusive robot deployment policies that prioritize equity and fairness alongside pro-
ductivity. Human resource management (HRM) practices must evolve to foster inclu-
sive team dynamics that integrate robots as collaborators rather than disruptors of social
cohesion. Policymakers, for their part, must implement regulatory frameworks that
embed inclusion standards into the very fabric of workplace automation.
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At the same time, it is clear that addressing the social challenges of robotization cannot
be achieved through technological or managerial solutions alone. A genuinely responsi-
ble approach to robot integration demands multidisciplinary collaboration across fields
such as engineering, computer science, organizational studies, sociology, psychology,
and ethics. Future research must interrogate the long-term, intersectional impacts of
robotization and explore the unintended consequences of automation and design inno-
vative interventions that align technological advancement with human flourishing.

The vision of Industry 5.0 must be reimagined as more than a race toward technologi-
cal sophistication; it must be recast as a project of human-centered sustainable develop-
ment. Embedding values of inclusion, fairness, and social responsibility into every stage
of technological innovation is crucial for increasing the likelihood that the promises of
Industry 5.0 benefit all members of society, rather than reinforcing existing inequities or
creating new forms of exclusion.

Building on the conceptual framework outlined in this paper, the following research
questions are proposed to guide future investigations into the inclusive and sustainable
integration of workplace robots:

1. How do different robot design features (e.g., appearance, voice, responsiveness) affect
marginalized employees’ experiences of inclusion?

Existing studies, e.g [17, 18].,, focus on gendered robot design, but broader inclusive
design features for other marginalized groups remain unexplored.

2. What organizational practices most effectively mitigate bias and exclusion in human-
robot teams?

Organizational dynamics in pHRI are discussed conceptually, e.g [28]., , yet empirical
validation on practical DEI strategies is lacking.

3. How do intersectional identities (e.g., gender, disability, ethnicity) mediate experiences
of working alongside robots?

There is an absence of research specifically addressing how overlapping identities
shape experiences in human-robot workplaces.

4. What leadership styles and managerial approaches best support equitable robot
integration?

Leadership’s moderating role is recognized [13], but evidence-based recommendations
for inclusive leadership in robotized teams remain unexamined.

5. How does robot integration influence psychological well-being and organizational
belonging over time?

There is a lack of longitudinal studies on how robot integration affects psychological
well-being and organizational belonging among marginalized employees.

6. What are the long-term career impacts of robotization for marginalized workers?
There is no empirical work exploring how robot integration affects long-term career
trajectories or progression among vulnerable groups.

7. How can inclusive design principles for workplace robots be operationalized across
diverse industries?

While inclusive design has been suggested conceptually, e.g [8]. , , operationalizing
these principles across sectors remains unstudied.

8. In what ways do national labor laws and technology standards shape organizational

approaches to ethical robot use?
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Although regulatory discussions exist (e.g., the EU Al Act), they do not connect
specific labor standards with the equity implications of robot integration.

9. How does the prior organizational commitment to DEI affect the outcomes of robot
deployment?
There is an absence of research examining how existing DEI cultures shape the social
consequences of automation and robot deployment.

10.What role do workers’ perceptions of robots as competitors versus collaborators play in
shaping inclusion outcomes?
Some studies, e.g [4]. , , show robots influencing team dynamics, but perceptions
among marginalized workers specifically remain underexplored.

11.How can organizations measure the impact of robot integration on diversity and
inclusion metrics over time?
There is no guidance on developing DEI metrics specific to human-robot collaboration.

12.What regulatory mechanisms are most effective in ensuring that workplace robots
adhere to fairness and non-discrimination standards?
While ethical frameworks exist, empirical or conceptual studies on effective regulation
for workplace robots are lacking.

13.How can ethical auditing of algorithmic decision-making in robotic systems be
institutionalized within organizations?
Ethical Al auditing frameworks exist but do not specifically address embodied
workplace robots in organizational settings.

14.What forms of training and education best prepare employees to collaborate inclusively
with robotic coworkers?
There is limited discussion on training interventions, e.g [20]. , , but comprehensive
models for DEI-oriented training are lacking.

15.How do industry-specific factors (e.g., healthcare vs. logistics vs. manufacturing)
moderate the social effects of robot integration?
Sectoral differences in robot adoption have been noted, e.g [3, 32, 33]. , , but their
impacts on equity remain systematically unexplored.
These questions call attention to the urgent need for interdisciplinary, context-
sensitive, and equity-driven approaches to studying human-robot workplace
collaboration. Only through sustained inquiry into these complex dynamics can
scholars and practitioners hope to guide technological innovation toward truly
inclusive and sustainable outcomes.

6 Limitations

This paper is conceptual in nature and does not include empirical validation of the pro-
posed framework. The analysis is based on a purposive literature synthesis that may not
capture all relevant studies, particularly in fast-evolving technological domains. Addi-
tionally, it does not account for potential cultural, industry-specific, or organizational
factors that could moderate the framework’s applicability. Future empirical research
across diverse organizational, cultural, and sectoral contexts is essential to test, refine,
and expand these conceptual insights.
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