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ABSTRACT

GEOMETRICAL AND GROUP CHARACTERIZATION OF SIC-POVMS ON
GENERALISED BLOCH SPHERE

SOLOMON BIRHANU SAMUEL
PHYSICS Ph.D DISSERTATION, June 2024

Dissertation Supervisor: Prof. Mehmet Zafer Gedik

Keywords: Gell-Mann matrices, density matrix, Gram matrix, Bloch sphere

The Symmetric Informationally Complete Positive Operator-Valued Measures (SIC-
POVMs) are a generalized quantum measurements ideal for quantum state tomog-
raphy of finite dimensional quantum systems. In n-dimensional complex space, the
SIC-POVMs are represented by a set of n? normalized vectors satisfying the condi-
tion [ {1;]vx)]? = %H In this thesis, we classify SIC-POVMs up to a unitary and
anti-unitary equivalence without the restriction of group covariance. First, the gen-
eral geometric properties of SIC-POVMs on the generalized Bloch sphere is explored.
We prove the existence of a simplex implied by the modified version of Kakutani
theorem, and we restate the existence of SIC-POVMs as a geometrical problems
associated with a special polynomial function. Analysis of the Bloch sphere shows
that, solely from geometrical considerations and properties of SU(n) on the Bloch
sphere, simplexes satisfying the criteria stated in the modified Kakutani theorem
form continuous set of solutions, creating path connected generalized equiangular
POVMs. Further classification requires numerical analysis due to the non-linear na-
ture of the problem. For this reason, a numerical method of construction for general
SIC-POVMs is generated, which shows that the SIC-POVMs form disjoint islands of
Gram matrices each corresponding to a distinct class of SIC-POVM. The islands of
Gram matrices are connected though permutation matrices, and have a symmetry
group of size 3n?. The symmetry group contains order-3 and order-n unitaries for
all O(10°) and O(10%) solutions constructed in dimensions 4 and 5, respectively.
The large number of solutions show that the generating set of the triple products of
the SIC-POVMs is unique in dimensions 4 and 5, and that all SIC-POVMs in these
dimensions are group covariant.
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OZET

GENELLESTIRILMIS BLOCH KURESI UZERINDE SITE-PODO’LERIN
GEOMETRIK VE GRUP KARAKTERIZASYONU

SOLOMON B. SAMUEL
FiZIK DOKTORA TEZI, HAZIRAN 2024

Tez Danmigmani: Prof. Dr. Mehmet Zafer Gedik

Anahtar Kelimeler: STE-PODQO, Yogunluk matrisi, Gram matrisi, Bloch kiiresi

Simetrik Tam Enformasyonlu Pozitif Operator Degerli Olgiim’ler (STE-PODO’ler),
sonlu boyutlu kuantum sistemlerinin kuantum durum tomografisi i¢in ideal kuan-

tum olgiimleridir. n-boyutlu kompleks uzayda, STE-PODOler, |(v;[¢y)]? = %H

kosulunu saglayan n? birlenmis normalize vektor kiimesi tarafindan temsil edilir.
Bu tezde, grup kovaryans kisitlamasi olmaksizin, STE-PODO’leri iiniter ve anti-
tiniter denklik goézeterek simflandirdik. Ilk olarak, STE-PODO’lerin "genellestir-
ilmig" Bloch kiiresi tizerindeki genel geometrik o6zeliklerini inceledik. Degistirilmig
Kakutani teoremini kulanarak bir simpleksin varligini ispatladik. Ardindan, STE-
PODO’lerin varliklarimi 6zel bir polinom fonksiyonuyla belirlenen geometrik prob-
lemle egilestirdik. Bloch kiiresinin incelenmesi, geometrik cikarimlar ve SU(n)
grubunun Bloch kiiresi iizerindeki ozellikleri, gostermektedir ki degistirilmis Kaku-
tani teoremini saglayan bir simpleks vardir ki, genellestirilmis esacih PODO’ler olus-
turan, strekli bir ¢oziim verir. Problemin dogrusal olmamasi nedeniyle, daha ileri
bir simiflandirma niimerik analiz gerektirir. Bu nedenle, genel STE-PODOleri icin
bir sayisal ¢oziim yontemi olusturduk. Bu yéntemle STE-PODO’lerin, her biri ayr1
bir smifa ait, ayrik Gram matrisi adalar: 6lusturdugunu gosterdik. 4 boyutta O(10°)
ve b boyutta 0(104) inga edilen matrislerin tamami i¢in simetri gruba mertebe-3 ve
mertebe-n iiniter matrislerinden olugur. Yiksek sayidaki ¢oziimler gostermektedir
ki STE-PODO lerin {iclii carpimlarinin iirete¢ kiimeleri 4 ve 5 boyutta tektir ve bu
boyutlardaki tiim STE-PODO’lerin grup kovaryant olduklar goriilmektedir.
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1. INTRODUCTION

Measurements in quantum mechanics are mathematically represented by a set of
positive operators known as the positive operator-valued measures (POVMs). The
elements of a POVM E}, satisfy the condition Y Fp =1I. For a density matrix p, the
corresponding probability that the k' measurement is obtained is given by Tr(Ejp).
An informationally complete POVM allows us to reconstruct an arbitrary density
matrix from the probabilities of the measurement Busch (1991); Nielsen & Chuang
(2010); Prugovecki (1977). The most symmetric type of POVM is the Symmetric
Informationally Complete POVM, or the SIC-POVM. The Symmetry in its name
refers to the property that the all element of the SIC-POVM are equidistant from
one another, i.e., Tr(E;Ey) = % This property makes the SIC-POVMs ideal
for quantum state tomography by minimizing the total number of measurements
needed Scott (2006). In addition to tomography SIC-POVMs have applications
in Quantum cryptography Durt, Kurtsiefer, Lamas-Linares & Ling (2008) and the

foundational study of QBism Fuchs (2010); Fuchs, Hoang & Stacey (2017).

We can perceive the SIC-POVMs as a geometric object to make their structure more
intuitive. This involves mapping the set of operators onto the Bloch sphere, which
allows us to form a geometric description of the density operators. Through a bit
of calculation, one can see that the properties of the SIC-POVMs form a regular
simplex on the Bloch sphere. Each vector of the simplex corresponds to a pure or
separable density matrix, which becomes very intricate for dimensions greater than
2. The Bloch sphere is generated using the generalizations of the Pauli matrices,
known as the Gell-Mann matrices Bertlmann & Krammer (2008). The Gell-Mann
matrices are the generators of the special unitary group SU(n), and for dimensions

larger than 2, the special orthogonal group SO(n? —1) is larger than SU(n).

The problem of SIC-POVMs from a purely mathematical motivation has been stud-
ied for more than half a century under the study of equiangular vectors, Haantjes
(1948); van Lint & Seidel (1966). The maximum number of equiangular complex
vectors that can be constructed in an n-dimensional complex projective plane is n2.

Whether this bound can be achieved in all dimensions is still an open problem.
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The SIC-POVMSs have been constructed in many dimensions using both analytic
and numerical methods. The analytic method was first proposed by Zauner in 1999.
Zauner showed that a group covariant SIC-POVM can be constructed by using the
Weyl-Heisenberg group Zauner (2011) and constructed solutions in dimensions 2-7.
In the same work, Zauner conjectured that a fiducial vector exists in all dimensions,
where it is an eigenvector of a special matrix known as the Zauner matrix. A few
years later, Renes Renes et al. (2004) independently proposed the Weyl-Heisenberg
group for construction of a fiducial vector and explored numerical solutions and
computed the complete list of Weyl-Heisenberg group covariant SIC-POVMs in di-
mensions < 7. Through further researches on the extended Clifford group, Appleby
Appleby, Flammia & Fuchs (2011); Appleby (2005) and Zhu Zhu (2010) showed

more symmetries of fiducial vectors which simplified the search further.

To explore Zauner’s conjecture in the most general form, we start by asking the
following question. Are there SIC-POVMs that are not group covariant to the Weyl-
Heisenberg group? This question is answered for dimensions 2 and 3. In dimension
2, the proof is trivial since SU(2)/{£l} = SO(3), i.e., for every unitary matrix in
SU(2), we can write a rotation matrix on the Bloch sphere.In dimension 3, a proof
was given by Hughston Hughston & Salamon (2016). In these dimensions, all SIC-
POVMs are unitarily equivalent to a Weyl-Heisenberg covariant SIC-POVM. The
only dimension where we know solutions not covariant to the Weyl-Heisenberg group
is dimension 8, where we have the Hoggar solutions. The Hoggar SICs are generated
using the Hadamard matrix, Hoggar (1981). The question can be answered by
classifying all unitarily and anti-unitarily equivalent SIC-POVMs. In general, the
equivalence classes can be identified through the symmetries of the Bloch sphere. We
explore the geometry of the Bloch sphere in detail and prove fundamental geometric
properties associated with the SIC-POVMs.

Further classification of the symmetry of the Bloch sphere requires numerical anal-
ysis because the characteristic equations defining the problem are non-linear. To
generate a numerical method of constructing general SIC-POVMs, we use the con-
cept of frames. The term frame is most commonly used in mathematics and signal
processing. By definition, the SIC-POVMs form tight frames. Tight frames in
general are best described using their Gram matrices Waldron (2018). For a SIC-
POVM, the Gram matrix is formed from the inner products of the vector elements
of the SIC-POVM. The Gram matrix allows for the representation of SIC-POVMs
up to a unitary equivalence, making it ideal for the study of general solutions. The
Gram matrix of SIC-POVMs is a projective matrix having a trace value of n. We
use this property to generate Gram matrices of SIC-POVM without the restriction

of group covariance. By not considering the Weyl-Heisenberg group covariance, the
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number of free parameters becomes of the order of n* which is much larger compared

to the Welch bound, but it converges to a solution faster in dimensions 4-7.

We derive two functions of the Gram matrix with which we will construct numerical
SIC-POVM Gram matrices. In order to characterize the different solutions, we
explore symmetries in the functions both analytically and numerically. Analytically,
we describe the two trivial symmetries of the equations. Numerically, we show
that the functions only have no symmetry other than the trivial symmetries. The
functions allow us to treat the SIC-POVM Gram matrices as intersections of two
surfaces. We use these to show that SIC-POVMs exist on critical points of both
functions and by using the Hessian matrix of the functions, show that all generated
solutions are isolated in dimensions 4-7, in agreement with Bruzda, Goyeneche &
Zyczkowski (2017). Lastly, we characterize the Gram matrices using the generating
set (see 4.1) associated with the Gram matrix and present the unique generating
sets found in dimensions 4 and 5. In dimensions 6 and 7, the number of numerical
solutions we generate is not large enough to make the same claim as the former, but
the results in these dimensions share properties with the SICs in dimensions 4 and

d.

Before proceeding with the more involved calculations, we will provide an overview
of quantum measurements and the generalized Bloch sphere. Subsequently, we will
establish general properties of equiangular vectors on the Bloch sphere and formulate
the problem of constructing equivalent classes. To facilitate numerical analysis, it is
vital to present known solutions and their properties along with numerical methods
used in the construction of group covariant SIC-POVMs. Chapter 3 is dedicated
to illustrating Zauner’s conjecture and order-3 symmetry of the fiducial vector. In
the last chapter, we introduce an alternative method of numerical construction. We

examine general solutions in dimensions 4-7 and supply all necessary derivations.



2. Geometrical Properties of SIC-POVMs

An isolated quantum mechanical system is described by using a wave function, which
is a complex vector in the Hilbert space. Physically, the wave function of a system
gives us information about the statistics of measured values, i.e., [¢)|* o< Probability.
In practical scenarios, however, making a completely isolated system is impossible,
and all systems we wish to study are subsystems of a much larger quantum system
that includes the environment. Such systems cannot be described using a complex
vector; instead, we describe the system using the density matrix. Another case
where the vector description of a quantum mechanical system fails is when we want
to describe an ensemble of quantum systems. In such a case, the correct predication
of measurements is achieved by using the density operator. For a discrete system,

the density operator is given as follows:

(2.1) p=_pikld;)(¢rl.
i

where |¢) are orthogonal basis vectors. The density operator of an ensemble of

states is simply the sum of the density operators of every individual elements.

(2.2) p=>_DPnin
n

where p, is the statistical probability of finding the n-th state in the ensemble.

By definition, the density operator is a Hermitian operator, meaning all its eigen-
values are real. This follows from the fact that the coefficients p,, are real and p,’s
are pure states, i.e., pp = |Un)(¥n|. We can then show that the trace of a density

matrix is one.



(2.3) ZkaT D) (Drl) Zpk—l

The density matrix may also be written using the wave function ¢y (x) as p(z,2’) =
>k PkUr (@) Yg(x). Trace of the operator corresponds to integrating p(z,z) over all

values of x, which gives us unity.

For a pure state, the density matrix is pure, i.e., [1)) (1| for some state 1. Thus, the
density operator of a pure state is a rank one projector, p?> = p . To identify the
density operator of a pure state, we can simply check the trace since Tr(ﬁz) =1 if
and only if p is pure (Nielsen & Chuang (2010); Sakurai & Commins (1995)).

A density matrix, being the most general description of a quantum system, requires
a number of linearly independent measurements to be constructed. For a finite quan-
tum systems, the number of measurements needed for a complete characterization of
the system is determined by the number of free parameters of the density operator.
The density matrix for an n-dimensional system has n? entries, but since the matrix
is symmetric all diagonal entries are real and only half of the off-diagonal terms are
free. Thus, in total, a finite quantum system requires n? — 1 linearly independent

measurements for a complete state tomography.

Now that we have introduced the general properties of the density operator, we are
ready to represent the free variables in a geometrically intuitive form by mapping

the operators onto the Bloch sphere.

2.1 Generalized Bloch Sphere

The Bloch sphere is a representation of a 2-dimensional density operators in a 3-
dimensional real space (Bertlmann & Krammer (2008); Bloch (1946)). The Bloch
sphere was first used to visualize the polarization of electromagnetic waves, where it
was referred to as the Poincare sphere. The Bloch sphere representation of quantum
state is generated by using the Pauli matrices 0,,04,0, and the identity matrix
I (2.4). In the Bloch sphere, the pure state density operators are mapped to the
surface of the sphere and the all mixed state density matrices are mapped to the

interior volume of the sphere.



1
(2.4) p= iﬂ—l—awam—i-ayay—i-azaz

where ap = Tr(ogp) : k € (z,y,2), and the Pauli matrices are the following 2 x 2

trace-less matrices.

01 0 —i 10
(2:5) U”_(1 0)’Uy_(i 0)’02_(0 —1)

The Pauli matrices are involuntary matrices, meaning the square of the matrices
gives the identity, and they are orthogonal to each other,Tr(cjoy) = 26;,. The
coefficient 3 comes from the trace condition of the density matrix, since 77(p) = ag.
Furthermore, a pure state density operator is a rank-1 projector and consequently
Tr(p?) =1. On the Bloch sphere the condition is mapped to a? —l—ag +a2=%. Where
as mixed state density operators satisfy the bound T7(p?) < 1 — a2 + a% +a? <1,

meaning the mixed states are mapped to the interior of the Bloch sphere.

Oz

=y

Oz

Figure 2.1 The figure depicts the Bloch sphere, where the vector 7 corresponds to
the density operator p, while the (z,y,z) axes correspond to the three Pauli matrices
(02,04,02) respectively. The interior of the sphere is where mixed states are mapped
to and the surface of the Bloch sphere contains all pure state density operators.

As can be seen, the Bloch sphere allows us to represent the quantum states in a
geometrical manner. Special Unitary operations, which are norm preserving oper-
ators, can intuitively be described as rotations on the Bloch sphere. This follows
from the 2-to-1 homeomorphism of the SU(2) and SO(3) groups. In simple words,
the unitary evolution of a 2-dimensional system can be reduced to 3-dimensional

rotations on the Bloch sphere, where the vector of the rotations corresponds to the



generator of the evolution. For a unitary operator Vesu (2) given below,

A

(2.6) V= ¢ih7

the unit vector n corresponds to the axis of rotation in the Bloch sphere represen-

tation.

The Bloch sphere can be generalized to higher dimensions using different choices of
basis. To study the SIC-POVMs and other frames in a geometrically simpler way,
we will use basis matrices that we map the density operators onto the real space.
The basis of choice for these, are the symmetric trace-less generalizations of the

Pauli matrices known as the Gell-Mann matrices.

2.1.1 The Gell-Mann Matrices

The Gell-Mann matrices are a set of 8 trace-less matrices spanning the space of 3 x 3
trace-less symmetric complex matrices. Before we generalize the matrices to higher

dimensions, let’s look at the Gell-Mann matrices in dimension 3 in more detail.

010 0 1 00O
A={|1 0 0f,[0 0 O],]0 O 1],

0 0O 1 00 010

0 —2 0 0 0 —2 00 O
(2.7) 1 01,10 0 O {,]0 O —if,

0 0 1 0 0 0 ¢ O

1
0 0 7 0 0
1

0 -1 0{,] 0 7 0 |}

2

0O 0 O 0 0 — 7

The matrices can be split into three subsets based on the entries: the real terms,
the complex terms and diagonal terms. In literature, these are also referred to
as the symmetric, anti-symmetric and diagonal Gell-Mann matrices. Just like the
2-dimensional case, 3-dimensional density operators can be represented using the

Gell-Mann matrices as,



1 8
(2.8) p= *]I—FZT]C)\k.
3 k=1

Where 7 € R®, and 7, = %Tr()\kﬁ). By applying the constraints on the density
operator, we find that the vector |7]? < % where the equality holds if and only if
the p is a pure state density matrix. We will prove this for the generalized Gell-Mann
matrices. The similarities to with the 2-dimensional case don’t go further than this,
as the SU(3) 2 SO(8), the implication of which is, that not all vectors in the Bloch
sphere correspond to physical states. We can visualize the states in the diagonal

subspace of the Bloch sphere.

** Let p be an arbitrary diagonal density matrix, and the vector 7 be the image of
its on the Bloch sphere. For the Gell-Mann matrices given in (2.7), the image of a
diagonal matrix 7 only has 2 none zero elements. These are the coefficients of the

last two matrices in (2.7).

(2.9) 7=A{0,...,0,r7,r8}

The three basis vectors,i.e.,{|0),]1),]2)}, are mapped to three vectors of length %
forming the edges of a equilateral triangle. The last two elements of which are,
o — {0,—1},71 — {?%},UQ — {—@, 1. To visualize the entire diagonal density
matrices, note that we write arbitrary diagonal density operator as a linear com-
bination of pure states as shown in (2.2). This means, we can write all images of
the density operators on the Gell-Mann sphere as a linear combination of the three

vector listed above, with the condition that the coefficient is always positive.

(2.10) 7 = p1U1 + paUa + p3vU3, wherep; +pas+p3 =1

The vector 7 lies with in the triangle formed by the images of the basis vectors
as shown in 2.2. Note that, in the diagonal subspace, the only pure states on the
surface of the Bloch sphere are the three basis vectors. This shows that, the surface

of the Bloch sphere in dimension 3 contains nonphysical density operators.



T8

r7

Figure 2.2 The circle depicts the diagonal subsurface of the Bloch sphere, where The
image of all physical diagonal density operators lie in the shaded area. Only the
three orthogonal basis vector exist on the surface of the Bloch sphere.

** We now define the generalized Bloch sphere by using the generalized Gell-Mann

matrices, Bertlmann & Krammer (2008).

Definition 2.1 (Generalized Gell-Mann matrices). Let the matrices g, \q, Aq be
the symmetric, anti-symmetric and diagonal Gell-Mann matrices respectively in the

n-dimensional complex space, where

(2.11) NFE = [5)(k|+ k) (] : 0<j <k <n-—1
(2.12) NF = —i(|) (kI = [k) () :0<j <k <n—1

D) -1 o
(2.13) )‘f:l:\/l(l+1)]§)|]><]’_”l><”31§l§n—1

The n? — 1 matrices are linearly independent, which is obvious in their matrix form.

consequently, the generalized Gell-Mann matrices form a basis for the n xn sym-
metric matrices. From this point on, we will refer to the basis formed as a set {\;}
where the order we use is {As, Ag, Aq}.(This is the same order of the set given for

3-dimensional case in (2.7)).

Using the n? — 1 symmetric trace-less matrices defined, we generate a map from the

density operator to the real vector space which forms the generalized Bloch sphere
as C" x C" — ]R”Q_l, where

2
I N
(2.14) =5 > Tr(\pp)éx
k=1
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and unit vectors € is the images of A\ on the Gell-Mann sphere. The density

operator is then expanded as p=1/n+ X-Fﬁ.

Consider the image of a pure state density operator p on the real vector space. Since

the operator is pure, Tr(p?) = 1.
Tr(7?) = Tr(( 4+ Ams) (-4 )
j k

I
(2'15) = T?"(ﬁ —|—Zk:)\j)\k7’j7”k>
J
1 1 9
==+ Tr(AAg) rjmy = — + 2|7

dj

Therefore, pure states are mapped to points on a sphere of radius |r] = \/% , which
we define as the generalized Bloch sphere. The free parameters of a quantum state
once we apply normalization and remove global phase is 2n — 2, but the surface of
the Bloch sphere is a n? — 2 dimensional manifold. Thus, for n > 2, the surface of the
Bloch sphere contains points which are not density operators to a physical state. In
the next section we will look at the manifold formed by the pure states and mixed

states.

2.1.2 Density Matrices in the Generalized Bloch Sphere

Each density operator is mapped to the real space using the Gell-Mann matrices
2.1. As briefly stated in previous section, not all vectors on Bloch sphere correspond
to physical density operators. The reason because not all density operators on the
Bloch sphere are positive definite,i.e., some operators on the Bloch sphere have
negative eigenvalue. To fully characterize and identify physical density operators
on the Bloch sphere, we must classify the operators based on their eigenvalues.
Mixed state density operators are mapped to the interior of the Bloch sphere as the
dimension 3 case shown in figure 2.2, and in general, mixed state density operator
are mapped to vectors 7 where |7] < \/% . We will now generate a set of equations

that define the image of all states on the real vector space.

We start by the pure state, which satisfies the condition p? = p. Comparing the
density operators in this manner does not tell us much about the image of the

states. For that we need equations that we can transform to the real space. These
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equations are the trace of power of the density operator.

Definition 2.2. For a given density operator p, define the functions Fj where Fp =
Tr(h).

The functions Fj, are mapped to the Bloch sphere as follows:

(2.16) F= Tr((i +§jjxjrj)k>

The functions are equivalent to 3-; xf in terms of the eigenvalues of the density
operators and in general, we can identify a density operator up to a unitary trans-
formation by using the functions {fFi,...,F,} as shown in the Appendix A. The

number of necessary equations decreases with degeneracy’s of the operator.
Theorem 2.1. A density matriz p is pure if and only if F1 =1, Fo=1 and F3=1.
The theorem was proved by Appleby (2007) and can be found in Appendix A.1 .

The function F; =1 is satisfied by definition for all matrices on the Bloch sphere.
The function F» = 1 maps to |]? = - which corresponds to the entirety of the
Bloch sphere. The third function F3 =1 is the characteristic function that de-
termines the geometry of pure states on the Bloch sphere. In the real space, the

function can be reduced to,

1 6n—1

JF3= E + - Tom + Zdijkrirjrk
ijk
2.17
( ) n?—3n+2
5 = Zdijkrirjrk
n ik

where djji, = Tr(AAjAg) and 1 <14, 5,k < n?—1.

2.1.3 SU(n) in the Real Vector Sphere

The Pauli matrices allows us to map the special unitary group on to the spe-

cial orthogonal group as shown in equation (2.6), where we have the isomorphism
SU(2)/{£l} = SO(3). We don’t have similar isomorphism between SU(n) and
SO(n? —1) in higher dimensions. A given unitary operator U € SU(n) is mapped

11



to the orthogonal transformation M € SO(n) where the matrix elements are given
by M;j, = %TT’(U T)\jU Ar). We can write any U as an exponential transformation
Y where Qf = Q and Tr(Q) = 0. To derive the exponential form of the orthigonal

transformations, we break down U into infinitesimal transformations.
- 1
2.18 e = lim (I4+—=Q)V
( ) N —>oo( + N )

We first transform the infinitesimal transformations on to the real space by using
the Gell-Mann matrices A = {\;}. For a given density matrix p we write the trans-

formation to p’ as p' = ulpu. If v is an infinitesimal transformation,

(2.19) P =1—i6Q)p(I+i6Q),5 < 1

. . /- I - . I —
We can now expand all the symmetric matrices as p' = -+ A-r/, p=_+A-7 and
Q=A-c

(2.20) E—FA'?:;:(]I—i(SA'a(E+A-F)(I[+i5A-E>
n n

(2.21) At = N-FP—i8(AjA, — Moy )ejry + O(82)

define [\jAg — Medj] = —ifjphp where fip, = Zke=tki.

(2.22) Ao = AF—i8(—ifiepAp)ciri + O(82)

(2.23) vt =1p—0( fikpci)ri + O(6°)

(2.24) v, =1+ 6(fprjci)re + O(6%)

We can now define an orthogonal matrix (to the first order of §) M;;(0) =1+
0>k fijkck- Then the unitary ¢! corresponds to the product of the infinitesimal

transformations M;;.

(2.25) M =exp(D_ fijkcr)
k

12



We can also write the matrix element using the unitary operation U as M;(U) =
tr(U fAU Ag). In dimension 3, the corresponding generator of the orthogonal trans-

formation is shown below, for an arbitrary vectors ¢ € RS.

(2.26)
0 2cy cg —c5 cy —c3 —2co 0
—2c7 0 Ccs Cg —c3 —cCy 2cy 0
—cg —Cp 0 c7+/3cs co cl —cy  —V3ey
s —cg —cr—+/3cs 0 —c1 2 cs  V3cs
—cs c3 — ¢l 0 V3es—cr 6 —V3c
3 4 —C1 —C2 cr —/3cs 0 —c5  V3cs
2c0  —2c1 c4 —c3 —cg cs 0 0
0 0 V3ey —V/3c3 V3cs —V/3cs 0 0

The orthogonal matrix allows us to construct the entire Bloch sphere by applying
it to the diagonal subspace, which has a simple geometry. The diagonal subspace
is a n-simplex where the pure states form the vertices of the simplex. We can then
immediately see that there exists a radius (the distance to the center of the base of

the simplex) beyond which all vectors correspond to physical density operators.

2.2 Generalized Quantum Measurements

Measurement in quantum mechanics is performed by interaction of a system with
a classical measurement apparatus. At a given time, the classical apparatus is
found in one of its’ eigenvectors and the system being measured also gets projected
on to a state determined by the measurements process, Landau & Lifshitz (1977).
Mathematically we write the measurement process thought the set of operators
{E}}. Each Ej, corresponds to a measurement operator where k is the measurement
outcome. These measurement operators project an arbitrary initial state [¢) to the
non-normalized post measurement state |¢y) and the probability that the system is
projected to the post measurement state is pp = (¢g|dr). A complete measurement
must account for all the possible measurement outcomes, which is given by the

completeness condition,

13



(2.27) S BB =1.
k

The normalized post measurement state is given by the following, Nielsen & Chuang
(2010).

Eily)

(2.28) —
(V| B} Byl

When applied to the density operator, the probability simply becomes Tr(EkaZ:)

and the post measurement state

T
(2.29) o = _ Bwpky )
Tr(EppE])

A familiar measurement is the Von-Neumann measurement, also known as the pro-
jective valued measure, where the measurement operators are orthogonal projec-
tive operators. The maximum number of the Von-Neumann measurements in n-
dimensional Hilbert space is m, in which case we can write the projectors using
the measurements basis vectors as |¢g){¢x|. For example, in dimension 2, the two
measurement operators Py = |0)(0] and P; = |1)(1] form a projective value measure.
These two measurements are not enough to reconstruct a density matrix, since the
two operators correspond to two opposite vectors along the z axis of the Bloch
sphere. Obviously, the vectors do not span the entire Bloch sphere and therefor
does not allow for the unique representation of a density matrix. For a complete de-
scription of a 2-dimensional density matrix, we need at least 3 linearly independent

measurement operators.

The generalized quantum measurement formalism is the positive operator-valued
measure, which is abbreviated as POVM. For a set of measurement operators { £y}
satisfying the completeness conditions, (2.27). The POVM is defined as the set of
positive operators {IIx} where II; = E,JLEk, satisfying (2.30). The probability of
observing k is then (¥|IIg[t). In general, the POVM elements are not rank-1 or
projective operators. If the measurement operators are rank-1 operators, we can

write By = |dk) (Y| where |y is the post measurement state.In such a case, we can

14



write the POVM elements as |1) (¢

(2.30) NI =1
k

In general, POVM operators can be mapped onto the real vectors space by the
Gell-Mann matrices. Since the POVM elements are Hermitian, one can represent
them with a density matrix up to some multiplicative factor. This allows for a
simplified geometric representation of many POVMs as we will see in later sections.
In this picture, the probability of the measurement outcomes is correlated to the
dot product of vectors corresponding to the state being measured and the POVM
element. For a complete reconstruction of a density matrix, the image of the POVM
elements must span the entire Bloch sphere. In other words, in n-dimensional Hilbert
space, the vectors representing the operators must be linearly independent and must
have at least n? —1 elements. There are two special POVMs that are the subject
of research in quantum computation and information for their efficiency. These are
the symmetric informationally complete POVM and the mutually unbiased bases
abbreviated as SIC-POVM and MUB respectively. The focus for this thesis is the
SIC-POVMs but we shall give a brief definition of the MUBs as well for general

discussion.

2.2.1 Symmetric Informationally Complete POV Ms

The SIC-POVMs are a type of generalized measurements consisting of n? elements
in n-dimensional Hilbert space. The SIC-POVM that minimize the number of mea-

surements required for a complete state tomography Scott (2006).

Definition 2.3 (SIC-POVM). Let the set of positive Hermitian operators {11}
be SIC-POVMs for n-dimensional Hilbert space, where 11}, = W and

(2.31) TT(Hij) = m

The density operator can be expressed using the SIC-POVM and probabilities of
each measurement, pp = Tr(Ilxp).

15



TL2

(2.32) p=> (prn(n+1)— 1)
k=1

Since every operator of the SIC-POVM is a rank-1 projector, it is common to rep-
resent it using normalized vectors {|¢g)} where 1T = %|¢k><¢k| We will use both
representations interchangeably throughout the thesis. The vectors forming the
SIC-POVMs are equidistant by definition, and they are also known as equiangu-
lar or equidistant complex vectors in mathematics literature Waldron (2018). For

example, in 2-dimensional Hilbert space, the following 4 vectors form a SIC-POVM.

Y1) =

|1o) = \[H

(2.33)
thg) = —=0 >+ﬁ 2

2 .
‘ >+\/;6z47r/3|1>

aw s

|[4) =

a\H %\

2.2.2 Mutually Unbiased Bases

Another interesting measurement is the Mutually unbiased bases which consists of

n(n-+1) positive operators.

Definition 2.4 (MUB). Let the set of operators Il be a set of rank-1 projectors
where

1 1
S —
(n+1)n+ J7ORK

+1
and the two indices 5 and k correspond to the basis index and the basis element index

respectively.

Similar to the SIC-POVMs, we can represent the operators forming a MUB by
normalized states, where IL;;, = +1|¢jk><¢]k| The mutually unbiased bases can
be constructed in all prime power dimensions where all n+1 bases are known. In

other dimensions how ever it is not known if n -+ 1 bases exist. The smallest of such
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dimensions is dimension 6, where no complete set of bases is known. For example,

in 2-dimensional Hilbert space, the eigenbasis of the Pauli matrices form a MUB.

o = {10),[1)}
0)+ 1) |0y —|1
(2.35) Hlk:{| >\/§| 2] >\/§‘ >}
0)+i1) 0y —il1
W (UL LRUETES

2.3 Geometry of SIC-POVMs in the Generalized Bloch Sphere

We know have the necessary tools to explore the geometry formed by the SIC-
POVMs in the Bloch sphere. Let’s start with the SIC-POVM given in (2.33). We
can map each vector given to the Bloch sphere by using the Pauli matrices as follows.
Let 7} be the image of the state |¢y). Then, 7} is given by %Tr(6’|gbk>(¢k|) The

corresponding 4 vectors are as follows:

1 V2 1
" ={00=-}t7ro={— 0 —=
(] {,,2},7“2 {377 6}
1 1 1 1 1 1

v e e T e e T

(2.36)
73 ={

Plotting the vectors on the Bloch sphere, the 4 vectors form the vertices of a simplex

as shown in figure 2.3.
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Oz

Figure 2.3 The 4 vectors span the entire Bloch sphere and an arbitrary state can
be written as a linear combination of the 4-vectors with only positive expansion
coefficients.

L

In general the condition T'r(II;II;) = for j # k is equivalent to the condition

n+1
7T = _Wﬂ) as shown below (2.37). Since the norm of the vectors 7j = /%52,
the angle between the vectors is such that cos(f;;) = —ﬁ. This shows that the

SIC-POVM form the vertices of an (n? — 1)-simplex on the Bloch sphere.

Tr(ILT1;) = Tr((fb +75-A) <£ +7% - K))

1 I
Tr(— +27; -7
r(n2—|— - T)

n+l
\nt1 n) 0k
1 L
—— =75 T
on(n+1) Ok

While, in 2-dimensional Hilbert space, the 4 vectors can be rotated arbitrarily to
form a new SIC-POVM, in higher dimensions this is not the case. The rank-1
operators are mapped to the surface of the Bloch sphere and the pure states on the
surface are determined by the equation Tr(p3) = 1. Therefore, the SIC-POVMs do
not form an arbitrary simplex, rather the orientation is restricted in a complicated
way. To explore the restriction on the orientation, we go back to the condition of
purity A.1. Restricting our selves to states who’s image is on the surface of the
Bloch sphere, the defining characteristic for a density operator to be pure is the
trace cub condition, which we can equivalently map to the Bloch sphere as follows.
Let pr, = |¢r){¢r| be an element of a SIC-POVM.
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I 1. 1 ey o
Tr(p}) = Tr(ﬁ —1—3?7"-/&—1—35(7"-/&)2 + (T-A)?’)
1 1

L= 5677+ > rarerdTr(AaApAe)
abc
(2.38) 1 n—1
1— = —6——o = rerereda
5 5 aTclclabe
n 2n abc
n—1)(n—2
(31(2) = Zrarcrcdabc

abc

The tensor d;j; = Tr(AAjA;) is zero for most of the indices. For example, the
equation in for Bloch sphere of the 3-dimensional Hilbert space is shown in (2.64)

(see Appendix A).

(2.39)

Z dzl(m% TaiTasTaz = 2\/57’%7‘8 +6r11ror3+ 6117576+ 37“%7’7 — \/57"%7“8 —6roryre — 37“%7"7
aiazag

2rg 2
— \/37”%7“84—67"37“47”5—}—2\/37“27‘8+3T§T7— \/§T§T8 —31"(257"7— \/§T(25T8+2\/§7"$7’8 - \;% =9

In general, a pure state density operators is identified through the homogeneous
polynomial (2.38). We can now define the SIC-POVM vectors as the vertices of
(n? — 1)-simplex such that each vector satisfied the condition (2.38). In other word
the function polynomial function maps the points on the surface of the Bloch sphere
to the real space, f: 7+ R, f(P) = Su,apas 9o, apasTarTasTas Where —("_1%# <
flr) < ("712&# The polynomials Boundary is maximized for pure states, which

can easily be deduced from the diagonal subspace where the pure states are n points.
on the other limit, since the function is odd, the minimum has to be —(71_171#.
At this point, we can draw a parallel between the construction of SIC-POVMs and a
well known problem in geometry called Kakutani’s theorem (see theorem 2.2). This
will help us lay the ground work for a generalized understanding of the SIC-POVM
existence problem and possible direction of a general proof. In 1947, Bronislaw
Knaster posed the following problem in the Colloquium Mathematicae Col (1947),
which was originally in French and presented in English in the "Life and Work of
Bronislaw Knaster" in Duda (1987) as follows. "Given three points p1,p2,p3 on a 2-
dimensional sphere and a continuous mapping of S? into the R. Do there exist points
q1,92,q3 on S? which are equivalent to rotation to pi,p,ps that have the common

image on R, i.e.,
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(2.40) fla) = fla2) = flgs) ?

More generally, For any given k points (p1,---,px) on S™ and any continuous map-
ping of S into R"**+2 where k € {2,--- ,n+1}, is there a set of points (q1,--- ,qx)
which has the same image in R"~%+22" The problem has been answered for various
special sets of vectors. One of the most notable examples is Kakutani’s theorem.
Kakutani proved the conjecture for orthogonal vectors on a 3-dimensional sphere
in Kakutani (1942). Later, Yamebe and Yujobo (1950) generalized the theorem to
orthogonal vectors in arbitrary dimensions. Other examples are the Borsuk-Ulam
theorem, which corresponds to antipodal points on an n-sphere Borsuk (1933) and
Dyson’s theorem, which corresponds to 2 orthogonal lines crossing through the origin

of an n-sphere Dyson (1951).

The Kakutani’s theorem, originally inspired by the geometric problem of a convex
body circumscribed in a cube, states that given a continuous function on a sphere,
there exists 3 orthogonal vectors such that all vectors map to a constant value of the
function Kakutani (1942). Later, the theorem was generalized to higher dimensions
by H. Yamabe et.al. Yamabe & Yujob6 (1950). The generalized Kakutani’s theorem
is stated as follows: given a continuous map f:S™ ' — R, there exists a set of

orthonormal vectors {pj} such that,

(2.41) fpr) = fP2) =...= f(pn)

As shown in equation (2.38), the SIC-POVM is a set of n? equi-norm vectors forming
the vertices of an (n2 — 1)-simplex such that Y dgperqarpre = constant for all the
vectors. We can not directly apply the Kakutani’s theorem since the vectors forming
the SIC-POVM are not orthogonal. Thus,we will first prove a modified version of

the Kakutani’s theorem for the vertices of a simplex in the next section.

2.3.1 Modified Kakutani’s Theorem

We start by constructing a regular simplex in the n? — 1 dimensional real space.

This can be done using the Gram-Schmidt process. Start with the one dimensional
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vectors Vi = {(1),(—1)}, which is the equiangular vector in the 1-dimensional vector
space. Then, by applying the algorithm V;, = {{\/”27‘/” 1,21,{0,...,0,—1}}, we
construct n+ 1 equiangular unit vectors. For example, in the 2—d1men81onal vectors
space, the set of equiangular vectors is Vo = {(@, ), (—@,%), (0,—1)} and in the
3-dimensional vector space, the corresponding set is V3 = {(g%, %), (0,0,—1)}. By

plugging the vectors of V5, we generate the four vectors in V3, which gives the vectors

V6 v2
3737

(o))
\&}

VG V2

(2.42) { L5200

Wl

The vertices of a regular simplex and a set orthonormal basis vectors have geometric
similarities which simplify the proof of Knaster’s conjecture. In both cases, orthog-
onal transformations can be constructed such that any number of chosen vectors in
the set are fixed by the transformations and the rest of the vectors form a connected

subspace as shown in lemma 2.1.

Lemma 2.1. Consider a set of vectors P = {p1,...,pn} on S"1 where p;.pj = -
then there ezists a sets of matrices {Uy,...,Un—_1} where U; € SO(n) such that

U1p1 =p1,
Uapo = Do, Usp1 =p1 ,

(2.43) Usps = p3,Usp2 = p2, Uspr = p1

Unflﬁnfl :ﬁnflw"uUnflﬁQ :ﬁ%Unflﬁl :ﬁl .

Proof. Let’s take the mutually orthogonal vectors {01,...,7,} constructed from the
elements of P using the Gram-Schmidt algorithm. Then the elements of P take the

following form,

Ul—ﬁl )

- U1.02) » =

v +(|*1|2)U — P2,

L () -, (BLB) o
(2.44) O+ (2w, + LB, =y
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By using vector set {01,...,0,} as our basis, we construct the set of matrices U; as

I 0

(2.45) Ui={ 0w

] :Yu; € SO(n—1i)} .

where [ is a k-dimensional identity matrix. The action of the matrices Uy on the
equiangular vectors P fixes the first k£ vectors. In addition, matrices of the form Uy
exist which map each of the remaining vectors to each other. This shows that the

orbits of these vectors are equivalent.

[]

Given the equiangular vectors, V,2_{, and the corresponding orthogonal matrices Uy
which fixed the first k& vectors, the orbit of the remaining (n — k) vectors is defined
as the collection of points having a fixed inner product with all the k vectors. The
subspaces can be defined as the intersection of the subspaces with a fixed inner
product to each vector of index 1 up to k. Before defining these subspaces, let us
define a representation for a surface. A surface defined by a function g(&) —gp =0
is represented as S = {# € RV |g(Z) — go = 0}. we will represent such surface in a

slightly shorter form {g(Z) —go =0} n.

Definition 2.5. Given the set of equiangular vectors {1, pa,....pn} on S™~1 where
Pi-Dj = —%, define the subspace J; = S" 1 ﬂ;;ll {Z.p;+ % =0}, and J; = st

The subspaces J; correspond to the orbits formed by the matrices U;_1. This can be
understood from the fact that the inner product of any vector in J; and the vectors
{p1, -+ ,pi—1}1s % A key point to note from the definition is that J; D Jo D ... D J,,
which will be important in the proof of theorem 2.2. Next, we show that each of

the surfaces J; is isomorphic to the sphere S"~* using proof by induction.

Lemma 2.2. J; 2 S :1<i<n

Proof. For i = 1, by definition J; = S™ 1.

For 7 = 2, the set is given by,

1
(2.46) Jo :Sn_lﬂ{f.ﬁl—{—g =0}y .

Let {é1,...,é,—1} be a set of orthogonal vectors such that é;.p7 = 0. Then, we can

write the vector 7 as,
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(2.47) F=Y aiei— 2 o eR .
: n

This form of 7 satisfies the equation Z.p; +% = 0. The vector & is also an element

of "1 meaning |#|> = 1. Using the normalization conditions of & and 7 in

(2.48) Z > AL |p1|

we calculate the sum of a? as

(2.49) Za - (L_l) .

Clearly, 2.49 defines a sphere S" 2, and we can form a homeomorphism between
the subspace Jo and S"~2 defined as ¢o : Jo > S" 72, ¢o(F) = T+ %1 which proves
Jo =2 Sn72,

—

For i = 3, we start by writing the subspace J3 and an intersection of Jy and {Z.ps +

% = 0}, which becomes

1
(2.50) J3 = Jzﬂ{f.ﬁz—i—ﬁ =0} .

By applying the map ¢2 on the subspace J3, we generate the subspace ¢2(J3) which
is homeomorphic to the original space J3. The resulting subspace of S"~ 1 is ¢9(J3) =
2 (JoN{Z.pa —1—% =0}) = pa(J2) N2 ({Z.p2 +% =0}). The subspace ¢a(J2) isan—1

. . . 7 . :
dimensional sphere of radius ”n21. Next, we need to write .J3 in the same form

as Jo, specifically, as an intersection of a sphere and a surface defined by some
continuous equation. This is done by applying the map ¢9 on the vectors & and po.
Let’s define 7/ = 7+ % and p7 o =p2+ %. By replacing the vectors in the surface
equation Z.ps +% =0 by the vectors Z’ and p/y, we form the subspace ¢o(J3) as
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¢2(J3) = d2(J2)N {(

1
(2.51) nol n
= da(J2) N {(a -y =B ply —al Bt

]
|
=

S—
iy
=
[\

Since pp .];2 =0 and for ¥ € Jy we have ﬁlﬂ =0, 2.51 simplifies to

P2(J3) = ¢2(J2)N {»’;’Z;'g +h+i= O}
(2.52) = ¢o(J2) N {2’ Py + (Z5) =0}

The magnitude of the vectors 7’ and p72 is "igl as is the radius of the sphere

. . _ _ - 2 -
¢2(J2). Thus, we define a normalization map ro : R" 1+ R ro(2/) = 5

and apply it on ¢o(J3). The map ro(¢a(J2)) simply gives S”~2 and for the equation
n?—1
n2

of the surface, we replace 7’ and 1;;2 by r(ﬂ)\/% and r(ﬁg)

, respectively.

The resulting subspace is,

(2.53) (r2062)(J5) = S™2 1 {r(#) -r(ia) + ni —o} .

Since 7y is a homeomorphism, the map 72 0 ¢2 is also a homeomorphism. Note that
(rgo¢2)(J3) has the same form as Jy with one less dimension. Therefore, we can
go through the same steps as Jo to form a homeomorphism @3 : (120 ¢2)(J3) =
Sn=3 pg(x) = T+ %, thereby showing J3 =2 S"~3. Finally, we repeat the process
for each surface J; to prove that J; = 8"~ for all 1 <i <n.

m
Finally, we are ready to show that, given any continuous function on S, there exists

a regular simplex for which at least n of its vertices are mapped to a unique value

by the function.

Theorem 2.2. Let f be a continuous function defined on the unit sphere S"! such

that f: S" 1+ R. There exists a set of points {p1,p2,....,pn} on S"~1 such that,

(2.54) Di-Pj = —



and

(2.55) fp1)=f(p2)=...=f(pn) =fo, o €ER,

where p; represents the vector from the origin to the point p;.

Proof. We start by noting that, since f is a continuous function and S"~! is a
compact space, the value of f(p), Vp € S"~! is continuous and bounded, i.e. a <
f(p) <b. Let’s take two points p, and py, where p,,p, € S" !, such that f(p,) =a and
f(pp) = b and define a set of matrices p(0) = {p(0) € SO(n), 1(1)pe = pp, 0 € [0,1]}.
We then construct a set of equiangular vectors ¥ = {p1,p2,...,pn} on S7~1 by using
the method shown in beginning of this section, such that p;.p; = —% and p; = pq.
When we apply p(0) on ¥ we get the set ¥(6) = {p1(0),p2(0),...,pn(0)} and since
w(0) € SO(n) the angle between the vectors p;(6) are invariants.

First, let’s assume that the theorem holds for any continuous function defined on
1
n—1’

such that Vk, f(7) = fo. For a given p;(f), we construct a subspace Jo defined in

S"~2 Then we can construct a set of n— 1 points {r1,...,rn—1} where Z;.7; = —

def 2.5. As shown in lemma 2.2, Jo = S"2. By using the map ¢ introduced in the
proof of lemma 2.2, we can map the vectors p;,2 < k <n, to unit length vectors in

(n — 1)-dimensional sphere, where

(250 oul5) - 02(5) = ( ~ 1 )t i)

The corresponding function on the subspace becomes f(pj) — f o¢*1(];’ i), where
o = ®2(Pr). Based on our assumption, there exists an orthogonal matrix u; €
SO(n—2) such that fo¢ L(uip'y) = fo is a constant for all k # 1. The orthog-
onal matrix u; can be used to form an orthogonal matrix Uy in SU(n—1) as

shown in 2.45. In other words, by taking u(f) = Uy, we construct a set of vec-

tors W(0) = {p1(0),p2(0),...pn(0)}, where f(p2(0)) = f(p3(0)) = ... = f (pn(0)) = fo.
Since f(p1(0)) goes from a to b continuously as 6 goes from 0 to 1 and V0 a < fy < b,
there must exist a point @ for which f(p1(6)) = f(p2(0)) = ... = f(pn(0)) = fo. We

can then conclude that, if the theorem holds for an arbitrary continuous function

on S™ 2, it must also be true for an arbitrary function on S?~1.

Finally, we need to show the theorem holds for S! to complete the proof. For S,
we define the set of points V(6) = {p1(0),p2(0)} where f(p1(0)) =a and f(p1(1))=0b

and a < f(p2(f)) <b. Since f is a continuous function, there exists a point § where
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f(p1(9)) = f(p2(6)).

This concludes the proof that for any continuous function on ™!, there exists a set
of equiangular vectors {py, Pa, ..., } on S"~1 where pj.p; = —% and f(p1) = f(p2) =
.= f(pn). ]

Extending the theorem to all of the n+ 1 vertices of the simplex requires further
analysis of the specific function in question. One simple example is the function
f(7) = 32%y —y3 on S'. Since the function has Dg symmetry group, we can generate
a 2-simplex where all 3 vertices map to the same value of f(7). Another general
class of functions are ones where fj takes discrete values. Such functions necessarily
form a subspace J, where all the vectors map to fo. As a result, n+1 of the vertices

will map to the same value fj.

2.3.2 The Existence Problem of SIC-POVMs in the Bloch Sphere

As shown in 2.3, a vector 7 on the surface of the Bloch sphere corresponds to a pure

(n=1=2) [t the function

state density matrix if and only if 32,1 dijgrirsr = >

f(7) be the polynomial function ;1 d;jxri7;7%. Since the function is continuous,
theorem 2.2 shows that in the Bloch sphere of the n-dimensional Hilbert space, a
regular (n? — 1)-simplex exists such that all but one of its vertices satisfy f(pj)= fo
for some constant fy € [—("*1)(2"*2) (nfl)(nﬂ)]. A SIC-POVM on the other hand

n ’ n?
(n—1)(n—2)
Tl2

corresponds to a set of n? vectors 7, on the Bloch sphere, where f(7,) =
for all n? vectors. Consequently, the SIC existence problem can be equivalently
stated as the following two questions. First, can the value fy take the maximum

(n—1)(n—2)
712

value of ? Second, is the last vertex of the simplex, which can be written

in its matrix form as

n?-1

1 -
(2.57) IL2 =nl— Z [y, where 11, = -1+ A-pp. |
X n

a pure state?

Regarding the first question, the function f(7) was chosen to be the simplest among
all the functions derived from Tr(pk). In principle, the question can be expressed
for any of the {Tr(p¥),k > 2} functions, which has the maximum value if p is a pure

state density matrix.
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In general, theorem 2.2 shows that some orientation of the simplex exists where
all the vertices correspond to density matrices with the same T7(p*) value. In
dimensions greater than 3, the existence of SIC-POVMs requires that the theorem
2.2 be valid for continuous values of fy. This result is particularly interesting in the
3-dimensional Hilbert space, where T7(p?) and Tr(p3) uniquely identify a density
matrix up to a unitary transformation. If the value of fy is a maximum value
of the trace functions, then there exist continuous orientations of the simplex for
continuous values of fy, as shown in theorem 2.3. In dimension 3, the continuous
value of fp means that a set of 8 density matrices, which are equivalent up to unitary
transformations can be constructed. We confirmed the results numerically and found
that, in dimensions 3 and 4, simplexes exist such that all the n? vertices are mapped

to some values fo on the functions Tr(p3) and Tr(p).

Theorem 2.3. Let V be a set of (n? —1) vectors {py} on the Bloch sphere of
an n-dimensional Hilbert space where n > 3, such that pj - py, = —ﬁ]ﬁjﬂﬁu and
Yk, f(Pk) = fo, for the continuous function f given in A.36. Then, a SIC-POVM ez-

ists in n-dimensional Hilbert space only if the set of vectors V' exists for a continuous

value of fo.

Proof. We start by assuming that theorem 2.2 holds for a discrete value of fy =
w#, Which is the necessary condition for purity of a density matrix. Let the
set of n? vectors {p},} form the SIC-POVM. Consider the subspace .J,2_, generated
by the vectors {pj}, which as shown in 2.2 is isomorphic to S'. Based on our
assumption, f(Z) = fy for all vector Z € J,2_5. The subspace J,2_5 contains the last
3 vectors of the set. Let the three density matrices be {pq, pp, pc}, which correspond

to the vectors {p,2_o,7,2_1,P,2} on the Bloch sphere, respectively.

Next, we will construct the circle J,2_o by using the vectors. For computational
simplicity, we will use the Gell-Mann matrices as the basis vectors. This will allow
us to write the vectors as matrices, where the dot product of two vectors is replaced

with a trace.

The subspace J,2_5 can be constructed by using the three vectors as follows. Let the
three vectors 71,75, 73 represent the vectors {p,2_o,7,2_1,P,2}. Define the midpoint
vector of the three vectors as ro = %(ﬁ + 75 +73) and the vectors connecting 7 to
T as Uy, i.e., Uy =7, —ro. The subspace J,2_; can then be written as some linear

combination of the basis vectors €] and € given by the expressions
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(2.58)

After normalizing €5 to have the same magnitude as €1, we can define the circle as
cos(f)é] +sin(f)és. First, we express the vectors ¢ using the matrix representation

by using the Gell-Mann matrices as 7, — A = i — %]I as

01 = 2pa— Lo +pe)
(2.59) Ty = 2pp—5(pa+pe)
U5 — 2pe—1(patpp) -

We form the vectors €] and €5 similarly, where v.77 = %Tr((%pl — %(pz +p3))(%p2 —
5(o1 —l—pg))) and U1.0; = %T?’((%Pl — 3(p2 +p3))2), which becomes

(2.60) & = 3pa—3(+pc)
€ %%(pb—pc) :

Then, we write the circle J,2_4 as cos()é1 +sin(f)és + 79, which has the following

form in the matrix representation,

(2.61) Q= (§cos(0) + g)pa+ (—35 cos(d) + \% sin(6) + 3)pp
) +(—%Cos(9)—%sm(@)jué)pc_%ﬂ '

If f(Z)= (n_%# for all vectors in J,2_5, then the matrix shown in 2.61 must
satisfy TT((%]IjLQ)S) =1 for all §. We expand the trace of (21+ Q)3 as

Tr((%]l—kﬂ)?’) =—Ll (—4a+2cos(39) (2a+\/n+1n—2\/n+1)

9(n+1)
(2.62)
+7vn+1In+13vn+ 1) ,

where « is the cosine of the phase of the triple product Tr(pqpppc). From 2.62, the
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coefficient of cos(30) vanishes for a = 3(v/n+1n—2yn+1). Since —1<a<1,n
can only be 3, where a« = —1. Therefore, for dimensions greater than 3, f() takes
a continuous value for ¥ € J,2_4 and as a result, theorem 2.2 holds for a continuous

value of fj.

In dimension 3, we can use the identity presented in corollary 2 of the article Appleby
et al. (2011),

(2.63) S Tr(I,ILIL) = nt

rst

to show that all the phases of the triple product can not be m. We can then

choose three vectors of the SIC-POVMs that satisfy Tr(papppc) # 7 to show that
fo takes continuous values, i.e., for all 7€ J,2_o, a < f(F) < (n_%#

%. Then, we can apply the orthogonal operators U, sequentially to

for some
a <
construct a set of vectors such that f(py) takes a continuous value, there by con-

cluding the proof.

]

Theorem 2.3 can be extended to all Tr(p*) functions for k > 3. To show this, note
that pure states can be identified by any one of the functions for powers k£ > 3, as
shown in section 2.1.2. As a result, if a subspace J,2_, containing only pure states
doesn’t exist, then the functions Tr(p¥) cannot be 1 for any subspace J,2_; as

well. Consequently, continuous generalized SIC-POVMs must exist for any function
Tr(p").

In both dimensions, we searched for generalized SIC-POVMSs, such that all of the
elements have the same T (p%) or Tr(p*). In dimension 3, we generated 10* solutions
with precision of O(107'®) by starting from a known SIC-POVM and minimizing
the function ZZQ(f(ﬁk) — fo)? for arbitrary values fp € [—%,%], where f(7) is the

polynomial

f(7) = 2v3rfrg +6r1rars +6r17576 + 3rars — /3r3rs
(2.64) —6roryre — 31317 — /31318 + 6137475 + 24/3r378

3
+3r2r7 — \/3r2rs — 3rdrr — /3rdrg +2v/3rrg — 2% :

Similarly, we generated general SIC-POVMs {II;} such that 7Tr(II}) = fy and
Tr(I1}) = fo separately. Such general SIC-POVMs have been constructed analyti-
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cally in many dimensions Appleby (2007); Yoshida & Kimura (2022).

2.4 Symmetries of the Bloch Sphere and Invariant Theory

The SIC-POVM as shown in section 2.3 forms the vertices of a regular (n? — 1)-

simplex in the Bloch sphere oriented such that each vertex satisfies f(7%) =
(n=1)(n—2)
n2 ’

define the unitarily equivalence class of SIC-POVM. We will now show that the

only continuous transformation that connects different SIC-POVMs is the subset of

The unitary group connects SIC-POVM vectors continuously which

SO(n? —1) shown in equation 2.25. Once we show that the equivalent classes are

disconnected we will explore discrete symmetries of the Bloch sphere.

2.4.1 Continuous Symmetry of the Bloch Sphere

The geometry of the pure states on the Bloch sphere is entirely determined by the

Tr(p3) function. Thus, a global symmetry in general can derived from the function,
(2.65) f(F) = Zdijkrirjrk-

ijk
For a continuous symmetry over the transformations G, we can always define an

infinitesimal transformation I+ 7€) by using the anti-symmetric generating matrix
Q.

! 1
(2.66) G ={M|M = ea/:p{/ Qdn} = lim ([+—Q),07 = -0}
0 N—o0 N

If the function f is an invariant of a continuous transformation, then it must be
fixed at the infinitesimal form of the transformation. Applying the transformation
on the function [I+9dQ](f) = f((I4K).7), we generate the following expression.
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(2.67)  F(I+692).7) =D diji(6i+ dn)ri(8jm + dnjm)rm (Okn + AN ) rn

ijk

(2.68) (I+0Q)(f(P) =D dijrrirjrie+dnd_dig(d>_Qaririri +1i > QjmrmTs
ijk ijk l m

+ryrj Z Qpnrn) + O(dnz)

For the transformation to be a symmetry of the function, the correction in the first
order of 1 must vanish. This gives us a set of linear equations which we solve to
get the explicit form of the transformation. For dimension 3 example, the general
form of the matrix € is an anti-Hermitian matrix with n?(n? —1)/2 free parameters.

After solving the linear equations, we generate the following generating matrix.

(2.69)
meg.8 ms3 g my g
0 M34—Ms6 M4 — & —F T @ —2myp 0
me.8 ms5 8 my 8 m3.8
ms5.6 — M3 4 0 5 B 5 2mas 0
- - me.8 O - m3.s
ma.4 7 m34  M4E Mas T M3
me.8 ms.g . my.g
0 3 S ms3.4 0 m4s  M46 5 mag
38 ™ —mgg —m 0 m L
7 7 4,6 45 5,6 N 5,8
ma,8 _ m3g . . _ me3g
75 Ve ma,5 ma6 —Ms56 0 75 Mes
ms.s my.g ms.g mg,s
2my 6 2my 5 5 A /3 73 0 0
0 0 —m3g —M4g —M5g —MGS 0 0

Notice that this has the same form as the matrix 2.78. Thus showing that the only
continuous symmetry of the Bloch sphere is the symmetry to unitary transforma-

tions.

Conversely, If we take the matrix Q = 3, fapele for some t € R”z, the first order

correction becomes,
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= dijis O Quriririe + 1Y Qymrmre +1rir; Y Qkntn)
m n

ijk l
=Y dijtO_ D fuatarirjre +1i Y fimatarmTi +7i75 Y > fenatarn
Z]k l a m a n a
(2.70)
= Z Z <dqjk:fqla + djqqula + djkqfqla) tarlrjrk
jkla 4
=> > (djkqfqla +diigfgja+ dqu.qua) tar T,
Jkla 4

Using the Jacobi identity >, (djrqfera + driqfeja + dijgfoka) = 0, We show the first
order correction is indeed zero, (for further detail check Borodulin, Slabospitsky &
Rogalyov (1995)).

2.4.2 Surfaces Formed by the Trace Cube function in Dimension 3

The function f3(¥) = X d;jpziw 7k, Where d;j; is the trace of triple products of the
Gell-Mann matrices together with fo(Z) = 3" d;j22; form a 6 dimensional smooth
non-singular (has a unique tangent everywhere) surface embedded in R®. To con-

struct the surface we write the following two equations.

(2.71) fo(Z) -

Wl =

(2.72) f3(@)—==0

Nl W)

This forms a 6-manifold since one can construct the local tangent space at 7y € M

by solving the following:

(2.73) (x; — in)(‘)i-h =0
(2.74) (:El — in)ai‘fg =0
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where the mnk‘[a%ifg, %fg] =2.

The functions f> and f3 are invariants of the group Q = {exp(fijrcr).C € RS, fije =
_%<dijk —djir)}. Therefor we can alternatively generate manifolds using this trans-

formation for any value of the functions fo and f3.

g

7

~— {f2(¥) - =0}

Figure 2.4 We have the diagonal subspace shown in the figure. The vertices of the
triangle correspond to the three pure states. The three red dots belong to a manifold
which is an inverse of the projective plane CP? which contains all the pure states.

The proper definition of the manifolds we look at the local structure by using the
group €. Let u € 2, then we can write u;; = exp(fijrci) where ¢'€ R® and let 7 be
an element of the diagonal subspace where |7]? = % let’s also define a surface M

centered at 7 generated by the functions fo and fs.

We can construct the tangent space applying infinitesimal transformations of € on
the vector 7 since the polynomials fs and f3 are invariants of the group ofQ2. ILe.,

We choose u = exp (fijrdcy) where dcj, < 1.

(2.75) u(0¢) = exp (fijr)ock = I+ fijuyock

Note that the operation u(d¢) fixes all vector belonging to the same basis subspace
of ¢, (Le., u(6¢).F=17"). This is easy to see if we think of the operations in the
complex space, where if both the inverse map of dc and 7 commute the operation u
fixes 7. This means we that the vector ¢ must not be in the diagonal subspace since

we chose the vector 7 to be in the diagonal subspace.
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d(l]l de M

!

Figure 2.5 The vectors dZ}, are the basis vectors of the tangent subspace xr € M.

(276) = (0,0,0,0,0,0,T'?,Tg)
(2.77) d¢= (dc1,d¢9,0c3,0¢4,0c5,0¢6,0,0)

By using the generating vector we create the orthogonal operation to the first order
in §¢ as shown in equation (2.78). The first order approximation defines the tangent
subspace xr € M. By using U(6¢) we generate the tangent subspace T\ M around

the point 7 (2.79), from which we can form the basis vectors for the subspace.

(2.78)
1 0 dcg —dcs dcy —dc3  —20cy 0
0 1 ocs dcg —dcs —dcy 20c1 0
—dcg  —Oocs 1 0 dco ocy —bcy  —/3dcy
U(67) ~ dcs  —dcg 0 1 -y dco dcs V3dcs
—dcy  Ocy —dcy ocy 1 0 dcg —+/3dcg
(503 504 —561 —(562 0 1 —505 \/§(565
20c9  —20c1  Ocy —ocy —dcg dcs 1 0
0 0 V3cqs —/30cs /3bcg —+/3dcs 0 1
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—25027’7
20c1ry
—6eq(r7++/3rg)
Sc3(r7 ++/3rg)
dco(rr —/3rg)
des(—r7+/3rs)
0
0

(2.79) U(68).7 — 7~

The tangent space shown in equation (2.79) is a 6 dimensional euclidean space given
by (d#1,dZs,d¥s3,diy,d¥s,dis,0,0)T . However when the point 7 represents a pure
state or the "inverse' of a pure state, i.e.,( Tpure Or —Tpure) the tangent space is 4
dimensional. For example, if we take the point 7= (0, ..., —%)T the corresponding
tangent space is (0,0,0cy, —dc3,dcg, —dcs,0,0)T. For the given example, the tangent
basis vectors are (0,0,dZ3,dZ4,dTs,dZe,0,0). Since any point 7 can be constructed
using an orthogonal transformation (which preserves norm) we can generate the
tangent basis vectors at any point by simply applying the same operation to the
basis vectors we generated for the diagonal subspace. From the we conclude that
the equations fo — % =0 and f3 i% =0 form a 4-manifold M* and the equations

fo— % =0and fg—a= 0,—% <a< % form a 6-manifold MS.

Lemma 2.3. The manifolds M* and M6 are compact orientable manifolds.

Proof. For a manifold to be compact means, the manifold is both bounded and
closed. The equation fo — % =0 shows that both M* and M are bounded. That is
to say all elements of the manifolds lie with in some finite distance from one another.
The second equation f3 —a =0 defines a map from S7 to R. This map is continuous
and therefor the preimage of the closed set f3 1(a) must be closed. This concludes
the proof that the manifolds M* and M5 are compact.

To prove the manifolds are orientable, we must find a chart for both manifolds.
Define the coordinate charts (M?, ) and (M5, ).

Let the vectors 7y and ) represent a vector belonging to the diagonal subspace of

the Bloch sphere such that we can explicitly write down the manifolds as,

(2.80) M ={U-7;:VU € Q}
(2.81) M ={U-#,:VU € Q}

35



Let the ordered basis for the tangent space T, M* and T, M5 as 7, and ) respectively.

(2.82) 74 = {da*t,da?, da?, da? da® , da®)
(2.83) 7= {dz3 dz*,dz’, dz®}

The two bases generate homeomorphisms describing the neighbourhood around the
point r4 and ). Therefore, the coordinate charts at the points 7y and 7 are (7g,74)
and (7, 7}) respectively. For an arbitrary points & € M* and 7’ € MY, the coordinate

charts can be generated by using the orthogonal transformations € (2.

(2.84) pr = Uty , and ¢pr = Uy

where, ¥ = U,7y and &' = U7

Because of the symmetries in the eigenvalues of the operations, U, are not uniquely
defined. Thus in its current form ¢, is ill-defined. To fix this, without explicitly
showing how, we assign a single U, to define pz. Le., Uy € wy where wy, = {Uy :
VYU,,U, -7y =x}. Then we define the chart,

which is well defined. Finally we have coordinate charts in M* and M5 as

(2.86) {M* U,ry} , and {MS, U7}

Being orientable for a manifold means, we can define charts for the manifold which
have fixed orientations. To shown this, consider two points infinitesimally close
to each other. We parametrize the transformation matrices that maps the charts
to each other can be parameterized with an infinitesimal vector ¢. For the two

manifolds, the corresponding transformations to the first order in d¢ are as follows.
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2.87 B~
( ) 0 —ct 1
0 =t
1 b I 0 - —2
-5 1 A =3 0 ct
3 4 2 1
—c® —c 1 c c 0
2.88 BS~§
( ) 0 3 =2 1 P
3 0 —cb =5 1 ct
2 = o A =t 1

Since the determinant of both transformations is 1 up to the first order in é¢, the

transformation preserve the orientation of the charts.

(2.89) det(BY) ~ 1+ O(|dc|?) , and det(B®) =~ 1+ O(|6c|?)

To show that this extends to the hole of the manifolds, note that we can assign frames
to the charts such that there is at least one continuous line connecting ¥ € M and
7y € M. For the case of M®, the map ¢:Q+— M°® # = U, -7, is a homeomor-
phism. Therefore the corresponding ordered frame 7, = U,/ - 7, forms a continuous
differentiable vector field on M®. This shows that the manifold.

In the case of M?, the frames 7, = U,7y may not form a differential vector field.
This is because the elements of M?* do not belong to unique basis. consider the
following continuous transformations to x such that we get two different frames at
z, 7, and 7. We have two unitary operators such that &= U, -7 and @ = U, - 7.
The difference between U, and U, is that it maps the vector 7 to two different
bases. Let the two bases be b= {a, E,E} and b= {a, i;,é} We construct an operator

O such that b= Ob, which has a matrix form shown below.
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(e 6 Y
- 0
(2.90) poa v
0 -y o« B
-y 0 -5 «
where,
(2.91) o= ;em(l_i_ez\/W)
V=TT (1 g 2ol
(2.92) 8=
2v —cl? — 42
c1e—¢m(_1+62¢m)
(2.93) N =

2/ —cl?2 — 42

The matrix O has determinant 1, thus the operator preserves the orientation. This
shows that even though the orthogonal matrices U, are not uniquely defined for the
point Z, they are all orientation preserving transformations. With that we conclude

the proof that both manifolds M* and M® are compact orientable manifolds.

2.4.2.1 Euler Characteristics of M* and M¢

If v is a smooth vector field with isolated singularities on a closed oriented differen-
tiable manifold MF¥, then the sum of the indices of v is the Euler characteristic of
MPF; that is,

(2.94) S i = x(MF)

This is known as the Poincare-Hopf theorem.

Since both M* and MY are constructed using transformations Q = SU(3) applied
on the vector 7;, The coordinate charts everywhere is similar to the chart on the

point 7. This indicates that the manifolds have no boundary. In conclusion, the
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manifolds are compact orientable manifolds with no boundary. I.e., they are closed
orientable manifolds. Then, we can use the Poincare-Hopf theorem to compute the

Euler characteristics of both manifolds.

To apply the theorem, we start by defining a vector field on the manifolds with
isolated singularities. The infinitesimal transformation U (dc) for a given ¢ are ideal
for this task, as the displacement vectors associated with the operations form tangent

vectors fields on the manifolds. Define the vector field v as,

(2.95) v={U(6¢)-7—2:VYor e M,0¢=§(0,0,0,0,0,0,c7,cg) }.

In order for v to have isolated singularities we require that 6¢ uniquely belongs to a
basis. One such ¢ can be 6¢=¢€(0,...,0,sin(r/6),cos(m/6) where € < 1. The vector

can be written in its matrix form as below, where we see that it is not degenerate.

(2.96) d¢ —

o O Wi
Wl
|
o)

Expanding U(6¢) to the first order in ¢ we get the matrix O, where O13 = —Ogy =
—031 =049 =€, —035 = O53 = 2¢ and all others terms are zero. We can then
simplify the vector field explicitly as,

(2.97) v ={e(xyq,—x5,—226, —21,22,223,0,0);VZ € M}

where M can be M* or M%. The only singularities of the vector field are found in
the diagonal subspace. The 3 blue points and 3 red points in the figure 2.6, generate
the M* manifolds one for each color. All other vectors form a M® manifold under
the operations 2. In other words, each color corresponds to the intersection of M
and the diagonal subspace. Thus, to M* has 3 singularities and the manifold M5

has 6 singularities.

The index of the vector field v around a singularity is equal to the degree of the map

(2 0D — S* where D is an infinitesimal closed ball around the singularity and,
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T

Figure 2.6 The intersection of the diagonal subspace and 2 M# manifolds formed by
the pure state and its inverse on the Bloch vectors, depicted with colors blue and
red. The purple colored vectors are the intersection with M® manifold.

V(lf)
(Y]

(2.98) w(Y) = , where |Y| = 1.

In the case of M?, the map is p: 9D — S3 and in the case of MS, 1 : 0D — S°.
Applying the expression of y(}?), for the vector 73 = (0,0,0,0,0,0,0, —%) in M* we
get,

¥a _957_2?/6,92723/3
(2.99) u(¥) = ),

14+ 3(y3+43)

Similarly for M% we get,

— — _2 _ 2
(2.100) M(Y)=<y4’ Y5, — 26, —Y1,Y2,2y3)

14+ 3(y3 +y3)

Both maps are orientation preserving homeomorphisms, since the transformations
matrices Y — p(Y') excluding the normalization has a positive determinant. The de-

gree of an orientation preserving homeomorphism is +1, and noting that all singular
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points on the diagonal subspace have the same index we conclude,

(2.101) x(M*) =3 and y(M%) =6

We can generalize these results to higher dimensions where the Euler characteristic
is determined by the degeneracy of the operators. For dimensions 4, we get the
manifolds M% M!'1 and M?*, with the Euler characteristics 4,6 in the first two
types of manifolds, and in the third type manifold there are surfaces with Euler
characteristics of 12 and 24. The vectors that satisfy 2.2 form an generalized SIC-
POVM (without the rank restriction) exist on these manifolds.

2.4.3 General Symmetries of the Bloch Sphere

The discrete symmetry of a Bloch sphere generates all the disjoint equivalent
classes of SIC-POVMs. First, lets consider trivial symmetries of the trace cube
function. We will once again take dimension 3 to demonstrate the trivial dis-
crete symmetries. The trivial transformations that fix equation (2.64) are re-
flection operations. We can easily identify these transformations by looking
reflections that would fix rirsrs + rorgrs — rorsrg + rirarg.  We present these
la,b,c] = {Diag(z1,22,...,28)| Vk € {a,b,c},x, = —1 and Vk ¢ {a,b,c},x;, = 1}. The
reflection operations are {[126],[135],[234],[456],[2356],[1346],[1245]}. If we in-
clude the identity operation to the list, these set forms a group generated by
< [136], [145],[235],[246] >.

In general, to find the discrete symmetries of the polynomial (2.64), We need to find
linear transformations for which the polynomial is invariant to. The study of the
transformations that fix a polynomial is known as Invariant Theory, (check the book
Derksen & Kemper (2015) for more detail on invariant theory). Invariant theory
allows us to write the problem in its most general and complete form. Let’s solve a

simple example for dimension 3 before we write the problem in its complete form.

Example 2.1. consider the simpler case where ¥ = {0,0,0,0,0,0,r7,rg}. Then the
3

trace cube equation reduces to f(r7,rg) = —2% +2v/3r2rg. we first write the complete

polynomial with two parameters f(r7,rs) = c1758 + cor?rg + cgrri + card where & =

{0,2\/3,0,—%}. A 2 x 2 orthogonal matriz O acts on f as O(f) — f(OF).
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(2.102) O:{(_ab b)(z _b>},a2+62:1

we can rewrite the transformation as 4 X 4 transformations applied on the coefficients

of the vector ¢. If the function f is an invariant of an operation O, then ¢ will be

an eigenvector to the matriz O. The two types matrices of O have determinant 1

and -1 respectively.

a’ —a®b ab? —b3 a’ a?b ab?
~ 3a’b (a®—2ab?) b>—2a%b  3ab? 3a’b —(a®—2ab?) b3 —2a2b
0 ,
3ab? (2a*b—b%) a®—2ab® —3a%b| | 3ab® —(2a%b—03) a®—2ab?

b3 ab? a’b a3 b3 —ab? a’b
a2t =1
0 a’ Fa?b ab? b3 0
2v/3 3020 +(a® —2ab?) b —2a%b +3ab? | | 2V/3
(2.104) =
0 3ab® +£(2a?b—b%) a®—2ab?® F3a®b 0
_2 3 2 2 3 _2
73 b +ab a“b +a 73

b3

—3ab?

3a2b !

This gives 6 solutions which forms a dihedral group of order 6, which is obvious

when we look at the plot of f(r7,r8) shown in figure 2.7.

(2.105)

Wile D 0 DM
o)\ ) o o) g )y

|
ol
DO —
%

3
)
2

w

For the complete polynomial, the vector ¢ corresponds to the structure factor of the

Gell-Mann matrices d;j;. The dimension of the vector is equal to the number of

order-3 monomias with n? — 1 variables given by the n? — 1 multi-combination 3.
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Figure 2.7 The x-axis is r7 and the y-axis is rg. The Dg symmetry is apparent from
the contour plot of f(r7,rs).

(2.106) <<n23—1>> _ ((n2—1;—|—3—1> _ (ﬁ;l)

The corresponding matrix O is the union of the (n? — 1) x (n? — 1) orthogonal ma-
trices with determinants +1 and —1. We transform the matrix O to the space of ¢
in similar manner to the example to form a (nQ?j' 1) X (nQ?j' 1) matrix. The elements
are polynomials of the 3rd order and even for the simplest dimension of interest, i.e.,
dimension 3 where the matrix O is 120 x 120, the number of variables is too large
for a general solution. We can derive the continuous symmetry from the expression
by approximating the operator O to the first order in its generator. For a discrete

symmetry however, we must rely on numerical solutions of the equation:

oy
I

QO
o

(2.107)

We can rely on matrices O which can be written as finite sum of their generates to
generate group structures with in the symmetry of the Bloch sphere. Without any
constraint on the generators, we will have to guess different symmetries and attempt

to construct explicit solutions.
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It is worth noting that the global invariant of the trace cube equation gives us the
smallest set of equivalence classes. We may still have symmetries of SIC-POVMs
that are not shared by the Bloch sphere. To adders the complexity of the solving
(2.107) and to exploring the complete symmetries of the SIC-POVM, We need to

formulate a numerical method to construct and characterise general solutions.
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3. Structure and Construction of Group Covariant SIC-POV Ms

Since the work by Zauner, it has been known that we can construct SIC-POVMs
using the Weyl-Heisenberg group. Group covariance reduces the search of SIC-
POVMs to a search of a fiducail vector. Group covariant SIC-POVMs have been
constructed in all dimensions 2-151 and some higher dimensions, reaching as high
as 1151 Fuchs (2010). We will cover the essentials of the known construction of

SIC-POVMs before we proceed with general approach to the equivalence classes.

3.1 Group Covariant SIC-POVMs

SIC-POVMs are formed by a set of n? equiangular vectors in an n-dimensional
Hilbert space. The only restriction on these vectors is that the modulus square of
the inner products of the vectors must be n%rl (see definition (2.3)). Applying the
condition on the 2n?(n —1) free parameters gives us a set of polynomials, which has
no general solution. If we assume that our solution is group covariant, meaning that
all the SIC-POVM elements can be generated as the orbit of a special vector on a
group, the problem simplifies significantly and in the dimensions 2-4 can be easily
solved by hand (see Appendix A). The group proposed by Zauner and independently

by Renes et.al. Renes et al. (2004) was the Weyl-Heisenberg group.

3.1.1 The Weyl-Heisenberg Group

The Weyl-Heisenberg group is a generalization of the Pauli group in dimensions
> 2. The group is isomorphic to Z, x Z, for a given dimension n. The group
27k

is generated by the phase operators Z = ZZ;(I) e'"n |k)(k| and the shift operator
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X = SR (k4 1D)modn) (k).

Definition 3.1. In n-dimensional Hilbert space, the Weyl-Heisenberg group is a set

of unitary operators {ﬁp}. The elements of the group are defined as,

(3.1) Dp — 7P1p2 X D1 72

where p = (p1) ,P1,02 € Ly and T = —e'n. The product of the group elements gives
b2

us,

where < p,q >= paq1 —plfJ2Dp+q'

Note that the Weyl-Heisenberg group forms a proper group under the equivalence
relation {€? D, ~ Dy, : V8 € [0,27]}. This is not an issue to the construction of SIC-
POVNMs since global phase of the vectors does not appear in the POVM elements.
The particular form of the group elements was chosen to simplify the product of the

elements.

From the definition, one can easily prove that lA)IT, = ﬁ_p and Tr(f)p) = 00,pN-
The Weyl-Heisenberg group, being the generalization of the Pauli group, spans the
Hilbert space and thus quantum states or density operators can be expanded using
the group ,Appleby, Bengtsson, Flammia & Goyeneche (2019). For a given density

operators p,

33 HD— — + — ZGPD
(3:3) P n nyn+1 Zp: ¢ P
where
<3 4) ez‘gp . { 1 p:OmOdn

: — Warirr(DLp)  else

To generate a SIC-POVM, one must find vector [ig) such that the set of vectors
{ﬁp|1/10>} are all equiangular. Such vector is known as a "fiducial" vector. This re-
duces the construction of SIC-POVMs to only 2n — 2 variables. The general solution
to dimension 3 and 4 can be found in Appendix A. Renes et al. (2004) presented a list
of fiducial vectors constructed numerically (see Table 3.1). These fiducial vectors
all formed SIC-POVMs as orbits on the standard Weyl-Heisenberg group defined
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above. The connection between the fiducial vectors comes from the Clifford group.
Starting from 2005 by Appleby (2005) later by Zhu (2010) and Scott (2017); Scott &
Grassl (2010), the fiducial vectors were computed studied extensively studies using
the Clifford group.

Number of SIC-POVMs

n
2 2
3 oo(uncountable)
4
5

16
80

Table 3.1 Renes presented the number of fiducial vector for dimensions 2-7 though
exhaustive numerical search. The complete list can be found in Renes et al. (2004)

3.1.2 The Clifford Group

The Clifford group C(n) is a group of unitary operations that maps the Weyl-
Heisenberg group onto its self. In a mathematical language, it is a normalizer of the
Weyl-Heisenberg group. In quantum information, the Clifford group is used in the
stabilizer formalism for quantum error correction code Nielsen & Chuang (2010). We

will define the Clifford group using the indexing of Appleby from Appleby (2005).

Let the n be n for odd dimensions and 2n for even dimensions. Then define the group
SL(2,Z5) as a group of 2 x 2 matrices with determinant 1(mod n). For every Clifford
unitary U € C(n), there exists a matrix ' € SL(2,Zy) and a vector x € Zy X Zy, such
that,

(3.5) UDUT = 72%EP> P

For all p € Z,, X Z,.

The Clifford unitaries are commonly represented by the pair (F,y). Given a matrix

F e SL(2,Zy),

a b
(3.6) F= (c d)



The matrix form of the Clifford unitary is given by,

(3.7) (F,x) =Dy Vp

where (j|Vplk) = ﬁTbil(“kQ_%dez) and b~!'b = Imod n. The product of two
Clifford unitaries (Fi,x1) and (Fh,x2) is given by (Fi1Fp,x1+ Fix2). By def-

inition, the Weyl-Heisenberg matrices are also elements of the Clifford group,

since f)quDg = DyDpD_q = 7><9P>D,,. The generating operators of the Weyl-
Heisenberg group can also be represented in using the symplectic matrix and a vector

as follows.

As shown above, given a fiducial vector |¢g), the SIC-POVM is given by the set,

1. .
(3.9) p=- pl¥0) (Yol D},

When we apply a Clifford unitary Uz on the SIC-POVM operators, we simply
generate another SIC-POVM.

1 . .
(3.10) U(F,X)HPU(TF,X) = Uy Dp|tho) (v |D;>U(TF,X)

1 A 1t i At
(3.11) = ~Ur0) DpU{p) Ut 100 (W0l Uy Ut Dy U

Since U F,x)ﬁPU(TF,X) = r2<x0FP>]) Fp, Which is just another Weyl-Heisenberg oper-
ator 72<X’Fp>f)pp, the vector U g |t0) must be a fiducial vector. The orbit of the
fiducial vector on the Clifford group gives us all the possible fiducial vectors of the
Weyl-Heisenberg group covariant SIC-POVMs.

The complete set of fiducial vectors also includes the complex conjugate of the
vectors. This is generalized in the Extended Clifford group FC(n), which is the
group C'(n)UKC(n) Kt where K is the anti-unitary operator. The Extended Clifford
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group has 2n5Hp|n(1 - z%) elements where p goes over all the primes that divide
n. Immediately, we see that the number of fiducial vectors listed in 3.1 is less
than the order of the extended Clifford group |EC(n)|, for example, in dimension 4
|EC(n)| = 1536 and in dimension 5 |EC(n)| = 6000. The difference indicates that
the fiducial vectors are eigenvectors of the Clifford unitaries. This symmetry of the
fiducial vectors is of vital importance in the construction of SIC-POVMs;, since it
reduces the number of free parameters. The next question would be, which Clifford
unitaries contain the fiducial vectors in their eigenbasis? This will be the next topic

of discussion.

3.1.3 Zauner Symmetry and Order-3 Unitaries and the Analytic Con-

struction of the Fiducial Vector

When constructing SIC-POVMs, even though group covariance reduces the difficulty
significantly, as dimensions grow we are faced with the inescapable challenge of
solving polynomial equations. Further reduction of the free parameters comes from
the symmetries of the fiducial vectors in the extended Clifford group as discussed
above. Zauner conjectured that a fiducial vector exists which is an eigenvector for

the matrix shown in (3.12). The matrix is now known as Zauner matrix.

- n—1
’L7T712

vn

e

(3.12) Z=

n .
ST ) (k|
jk

The eigenvalues of Z are simply the cube roots of unities e T/3 for k€ {0,1,2}, each
with the dimension of the degenerate subspace dim(Z,) = | (n+3—2k)/3]. Consider

a 4-dimensional fiducial vector |¢p) that is an eigenvector of Z, which means

(3.13) Z|wo) = |ho),

where the eigenvalue is 1. Then, we can expand the vector |¢) in the degenerate

subspace of dimension 2 spanned by {ag|&o),1/€1)}-
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(3.14) o) = a1]&1) +aslé2)

We have reduced the number of free variables to just 2 which simplifies to construc-
tion. The other two eigenbasis have just one vector which we can simply check if

they are fiducial vectors.

The Zauner matrix is not the only symmetry that exists. Appleby et.al. Appleby
(2005) generalized the symmetry and showed that in all the dimensions SIC-POVMs
are known, the fiducial vectors are eigenvectors of order-3 Clifford unitaries. This
included the Zauner matrix which is an order-3 Clifford unitary, i.e., Z3=7. The
results were further expanded and classified in Scott & Grassl (2010) and later Scott
(2017). The standard representation of the order-3 Clifford unitaries F, for Zauner
matrix which stabilizes SIC-POVMs in most dimensions known, F, in dimensions
n = 9k +3. Order-2 Clifford unitaries also have been found that stabilize fiducial
vectors in dimensions n = k% —1 and n = (3k+1)2 + 3 labeled as F, and F, respec-
tively.

With all the simplifications we have described, the task of analytic solutions is very
challenging. In many dimensions, we rely on numerical methods to construct fiducial

vectors.

3.2 Numerical Construction of SIC-POVMs

The numerical construction of SIC-POVMs can in principle be done by solving the

n? polynomial equations,

1

(3.15) (ol D Dplvio) * = ——.

This would unnecessarily complicate the calculation. Instead, we rely on a property
of tight frames, which the SIC-POVMs are, to define a single function and where
the fiducial solution is found by minimizing the functions. Before we introduce the

numerical method, we will describe the SIC-POVMs as a special type of a frames
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and the resulting bounds satisfied by tight frames. The concept of frames is a
familiar topic in mathematics and engineering with applications in signal processing,
Kovacevic & Chebira (2007a,0). We will restrict our discussion of frames to just the

SIC-POVMs and only introduce the relevant properties of frames.

3.2.1 Tight Frames

Frames are a generalization of bases for a vector space. Let the set of vectors {|)}
be a frame spanning the vector space V. Then for any vector |¢)) € V we have the

inequality,

(3.16) AWlp) < D1WIE) P < Blwl)
k

where 0 < A < B < oo, Waldron (2018). If A= B the frame becomes a tight frame.
Examples of tight frames include, any orthogonal basis for the real vector space and
a eigenbasis of a quantum observable or a complete quantum measurement such as
the SIC-POVM and MUBs. Consider the SIC-POVM {II; = |¢;)(¢%|}. Due to

the completeness condition >, Iy = I. Then for an arbitrary state |¢) we have,

(317) (61116) = 5~ l(ol)

k

The constants become A = B =n proving that the SIC-POVMs are tight frames.
More precisely, the SIC-POVM forms an equiangular tight frame. The approach to
the SIC-POVMs from the frame point of view allows us to write constraints on the
fiducial vectors such as the Welch bound, which is instrumental in the construction

of the operators.
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3.2.2 The Welch Bounds

Consider the n? normalized tight frame |¢), where 3, [€4) (€| = 1. We can describe
the frame up to a unitary equivalence by using the matrix P, where (j|P|k) = (§;|¢k),
Appleby et al. (2019).

(Glen? (Gle)?
(3.18) PoP=|{&l&)? (&)

The matrix P is known as the Gram matrix. The Gram matrix of SIC-POVMs will
be discussed in more detail in the next chapter. For now we only need it show the

emergence of the bound briefly for one of the bounds before we give the full form.
The matrix Po P

From the triangle inequality |@|?|v]? > (@-¥)?, we form the identity,

(3.19) mZuk Zuk

Where we took v={1,...,1,0,...,0} and m is the number of non-zero elements of
——

m
. We will apply the inequality on the eigenvalues of the matrix Po P as follows.

(3.20) r(PoP) Z)\k—n

(3.21) Tr((PoP)? ZAQ _Z| (&l

Let ug = A\, then m is the rank of Po P and the inequality can be written as,

4
3.22 - -
(3.22) 2 Il 2 Rank(Po P)
ik
By absolute maximum of the rank of Po P is % To show this, consider the
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2

nxn® matrix V = (£1,...,§,2). By definition the Gram matrix is formed by P =

(1]
VIV Define the set of n vectors {{1|} as the column vectors of V = <<”2|>. Then,
we can equivalently write the Gram matrix as P = Y% |)(|. We can then expand

the Po P into rank-1 operators and compute the maximum bound.

(3.23) PoP =) |vgovg)(vkove|+2) |vjoug)(vjouyl
k: 7k

since rank(A+ B) < rank(A)+rank(B), the rank of Po P is at most ( D . Finally
we find the Welch bound of index 2.

3

Tend s 2T
(3.21) Sl =

A tight frame that satisfies the bound (3.24) is known as a spherical-2 design. Renes
eq al. Renes et al. (2004) proved that the SIC-POVMs are a only equiangular tight
frames that saturate the bound (3.24). The general Welch bound is given by the
equation , and a frame satisfying the bound for a given ¢ forms a Spherical-t design
Delsarte, Goethals & Seidel (1991). The Spherical designs have applications in

experimental design, geometry and in our case quantum state tomography.

N

—1

—1

(3.25) Z|<¢j|¢k>|2tzzv2<”+j ) - where t € Z*
7.k

3.2.3 Numerical Construction of the Fiducial Vector

The SIC-POVMs are spherical-2 design, so they satisfy the bound (3.24). For Weyl-
Heisenberg group covariant SIC-POVMs, we write the equation,

(3.26) > [(wo| DY Dpluoo)[* > ——

q,p
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in low dimensions, it is possible to directly search for global minima of the sum.
Even though the convergence rate is fast, the function has local minima and the
main time consuming part is to find a suitable initial point. In higher dimensions,
we must us the symmetries described in 3.1.3. So far, numerical solutions are known
in all dimensions up to 151 and some higher dimensions, the highest being 19603
Appleby, Bengtsson, Grassl, Harrison & McConnell (2022). In our research into gen-
eral equivalent classes of SIC-POVMs, the Weyl-Heisenberg solutions are restrictive.
We need to have a means of generating solutions with out the restriction of group
covariance if we are to make general statement about the SIC-POVMs. This will be

the focus of our analysis in the next chapter.
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4. Symmetries of the SIC Gram Matrix in Dimensions 4-7

Identifying the symmetry of the physical state on the Bloch sphere proved to be a
complicated task as discussed in 2.3.2. One of the challenges with the approach of
invariant theory was that we were searching for a symmetry of the entire physical
states, while the symmetry of SIC-POVMs need not be a symmetry of the Bloch
sphere. To further our understanding and to be able to move forward with our
analysis, we need a way of capturing the SIC-POVM vectors in a compact form.
Since the SIC-POVM is a tight frame, the Gram matrix achieves this takes perfectly.
As shown in chapter 2, the Gram matrix has been central in understanding the group
covariant SIC-POVMs. In our case, we want to apply it in its most general form in

order to generalize the geometry of SIC-POVMs.

4.1 Generalized Numerical Construction of SIC Gram Matrices

The Gram matrix of the SIC-POVMs uniquely represents the tight frame up to
unitary transformation. Thus, it is possible to reconstruct the SIC-POVM given
a Gram matrix. Instead of solving the series of polynomials (3.15), we generate
a valid Gram matrix. The Welch bound can also be used to generate a general
SIC-POVMs, however, because (3.24) have local minima that correspond to infor-
mationally complete POVMs it is impractical to search for a general SIC-POVM.
The number of free parameters in (3.24) is 2n%(n—1). We found that generating the

20,2
Gram matrix directly, which has ” (n2 -1 converges much faster in dimensions 3-7.

We will generate solutions on these dimensions to explore the property of general
SIC-POV Ms.

Let’s first introduce the Gram matrix for SIC-POVMs and its properties in detail.
Then we can derive a method for constructing SIC-POVM Gram matrix. The Gram

matrices have both continuous and discrete symmetry groups. we will first explore
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the trivial symmetry groups.

4.1.1 The Gram Matrix

Let the set of projective operators Ej, = W form a SIC-POVM, then the Gram
matrix P is the Hermitian matrix where Pj, = %(%W;g) The SIC-POVMs are a

tight frame and consequent the Gram matrix become a projective matrix. To show

2

this, let’s first define an n“ x n matrix V' as shown below.

(1]

1| (e

(4.1) Vel
<wn2‘

Using the matrix V, we write the Gram matrix as P = VVT and the completeness

relations as,

(4.2) VIV =3 [on) (] = 1.
k

The completeness condition of the POVM shows that all generalized quantum mea-
surements form tight frames whether equiangular or not. The Gram matrix is her-

mitian since (VVT)T = VVT. Now consider the square of the Gram matrix,

pPr=vvivyi
=viv)vt
=V(Iyxn)VT =VVI
=P

Proving that the gram matrix of a tight frame a projective matrix. We can im-
mediately deduce that the eigenvalues of the Gram matrix are either 0 or 1, and

the trace of the Gram matrix gives us the rank. The trace of the Gram matrix
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is Tr(P) = 222 %<¢k|¢k> Since the vectors of the SIC-POVM are normalized,
Tr(P)=n and rank (P)=n.

Once we generate a Gram matrix, we need to reconstruct the SIC-POVM vectors
up to some unitary transformation. We can do this if we can construct the matrix
V from a Gram matrix. Let’s re-write the matrix V' = (|w1), |w2),...,|wn)) where
the vectors |wy) € C"” are the column vectors of V. By applying the completeness

relation, we can show that (wjlwg) = djp.

(4.4) VIV = (wjlwn)lg) (k] =T
jk

In order to get an identity the vectors |wy) must be orthogonal. Similarly the Gram

matrix can be constructed using the vectors |wg).

(4.5) P=VVi= Zn: |wr) (W
k

The expression above is just the expansion of the Gram matrix using the basis
vectors |wg), meaning that the vectors |wy) are the eigenvectors of the Gram matrix
with the eigenvalue of 1. We can then simply generate the vectors by solving for its

n eigenvectors, and construct the matrix V.

Based on the definition of the SIC-POVMs, the Gram matrix elements take the form
in equation (4.6). Lets define the space of n? x n? hermitian matrices B={B: ¢ ), €

[0,27]} that contains all Gram matrices by letting ¢;;, be free parameters.

ik

- Tl ] <k

) e Pk .
(4'6) Bjk_ n/ntl J>k
0 J=k

If any matrix B € B is a rank-n projective matrix, then B is a valid Gram matrix
of a SIC-POVM. Now, we just need to derive an equation to identify projective
matrices which are elements of B. Notice the similarity of identifying projective
matrices in C"* x C"* and identifying the pure states, which are rank-1 projective

matrices, on the Bloch sphere. Thus, we will use to the trace of the Gram matrix
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to generate scalar function that we may use for numerical method. By definition,
Tr(P) =n and since the Gram matrix is a projective matrix, Tr(P¥) = n for all

positive integers k. All matrices € B satisfy Tr(B) =n and Tr(B?) = n.

(4.7) Tr(B?) =Tr(Y_ bijbjklj) (k)
K
(4.8) = brjbjk = > bixbjk
ik ik
n?—
(19) =’ (iz + n(2<n+11)>> -

In theorem 4.1, we show that we only need to show Tr(P3) =n and Tr(P?*) =n to

identify a projective matrix within the space B.
Theorem 4.1. Given a matriz B € B, the equations Tr(B3) =n and Tr(B*) =n

are sufficient and enough conditions to show that the matriz B is a projective matrizx.

Proof. lets define two functions f(z) and g(x) as below, where \i(€ R) are the

eigenvalues of the matrix.

(4.10) g(z) =X,
k
(4.11) HGOED P
k

We derive the following results from the definitions of the functions.

o Vx eRT g(x)=Tr(P%).

o« Vo =2m,meN,f(z)=g(x).

o f(z) > Relg(x)], Since YA, € R, Re[AF] < | x|
The function f(z) is a convex function since %f =3k (In]Ae])?|A]® > 0. therefore,
fla) = f(b) = f(c) <= [M]€{0,1}.

For even powers, Tr(B?) = g(2) = f(2) =n and Tr(B*) = g(4) = f(4) = n. For odd
powers, since f(z) is an upper bound to ¢g(z) and is a convex function, ¢(3) < f(3) <
n. Therefore, if g(3) =n, then f(3) = ¢g(3). This shows that A\gs are either 0 or 1.
Finally we conclude that if 77(B3) =n and Tr(B*) =n for a matrix B € B if and

only if P is a projective matrix. ]
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4.1.2 Construction of SIC Gram Matrices with out the Constraint of

Group Covariance

We can now expand the equations Tr(B3) = n and Tr(B*) = n, which we will use
to construct SIC-POVMs without the assumption of group covariance. By directly
expanding the functions 7r(B?) and Tr(B*), where the matrix B takes the form
shown in (4.6), we define the functions f,,(®) = Tr(B?) and g,,(®) = Tr(B*), where

® corresponds to phase parameters as follows:

3n—2 6 n
412 fTL @ — 3 a c ac
(4.12) () - +n3(n+1)2a<§:b<6005(¢ b+ Pve — Pac)
2(n3+2n2 —n—1) 24 n”
4.13 n D) = 3 a c— Yac
8 n’
+7n4(n+1)2 Kbgm oS (Gab + Pbe + Ped — Gad) + €08 (Gab + Gbd — Ged — Pac)

+ 08 (Pac — Pbe + Pbd — Pad)

. . n2 (n2—1)
We can think of the phase variables as elements of a ——5—

dimensional vector, and
represent each element of B by a unique vector up to mod(27). We will refer to the
set of phases as the phase vector of the Gram matrix. For the vector representation
of the phase variables, we define a single index x(a,b) = (a — 1)n? — %a(a—l— 1)+b
where the indices a and b correspond to the index in the upper triangle of the Gram
matrix. After this point, the phase vector ¢ is represented using the index x(a,b)

where the value ranges from 1 to n?(n?—1)/2.

The equations f,(®) and g, (P) are presented in a way that makes some symmetries
of the Gram matrices obvious. That includes the continuous symmetry of n? —1
dimension and the discrete symmetry to the permutation operation. These symme-
tries are needed to identify and characterize general SIC-POVM solutions generated

using the functions f,, and g,.
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4.2 Local Structure of SIC Gram Matrices

4.2.1 Continuity Conditions of SICs

To identifying the continuous symmetry of the functions f,(®) and g,(®), let’s
first define the vectors Iz’rst such that the phases inside the cosine functions can
be written as a dot product l?rst -®. In the function f,, the vectors l?rst have 3
non zero elements. For example, consider the first cosine functions in f,, which is
cos (¢1 + ¢2 — ¢3), then [?17273 =(1,-1,0,...,0,1,0,...,0) has elements 1 at indices
x(1,2) and x(2,3), -1 at the index x(1,3) and 0 everywhere else. We can then write

the cosine function as cos (K72,3.®). Similarly, we rewrite £, as,

(4.14) £.(P) = - (n+1 % Zcos

The simplest symmetry one would expect from the equations is one where all the
cosine functions in the sum remain fixed, and we can check for such a symmetry by
simply checking for the linear independence of the vectors [z}st. Since the vectors
are n?(n? —1)/2 dimensional, it suffices to take n?(n? —1)/2 vectors, which we will

prove next.

Proposition 4.1. The vectors Ko which are conjugate to the phase vectors ® span

a (n? —1)(n%—2)/2 vector space.

Proof. The continuous symmetry of the functions f,(®) and g, (®) corresponds to
the invariance of individual cosine functions in the functions f,(®) and g, (®) to a
translation on the phase vector ®. Lets define the vectors l?abc for a < b < ¢ such
that cos(l%abc.cb) = c08(Pap + Ppe — Pac). The continuous symmetry appears because

the vectors Kgp. do not span a n?(n? —1)/2 dimensional space.

Let’s define a basis formed with the vectors K = {Kjj; 19 <j <k,j=1+1}. We will
then show that any vector K, abe belongs to the space spanned by K. For simplicity

of further calculations, the vector Rabc is presented with its non zero indices as

(a,b) — (a,c)+ (b,c).
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Given indices a, b and ¢ the phases (¢ap, Pve, Pac), we will start by adding elements

of the basis K incrementally until we generate K, abe-

(4.15) (a,b) —(a,c)+ (b,c) = —((a,a+1) — (—a,b) + (a+1,b))
+ ((a,a+1) = (—a,c)+ (a+1,¢))+ (b,c)

Notice that the indices (a+1,b) and (a+ 1,c) are not part of the K e, s0 we will
add vectors from K to cancel the two elements. which will leave two terms, (a+2,b)
and (a+2,c) that we need to removed. We repeat the process until a+m =b—1,

as shown below.

(4.16) (a,b) — (a,c)+ (b,c) — —((a,a+1) - (a,b)+(a+1,b)>
+ ((a,a—i— 1)—(a,c)+(a+1,c)>
— ((a+1,a—|—2)—(a+1,b)+(a+2,b)>

+ ((a—i—l,a—i—Q)—(a+1,c)+(a+2,c)>

+ ((b—l,b)—(b—l,c)—l—(b,c))

Note that every index is canceled out in equation (4.16), and only the term (a,b) —

(a,c) + (b,c) remains. This shows that, for arbitrary indices a,b, and ¢, the vector

Kgpe is an element of the space spanned by K.

The phases in the function g, can be broken down into sums of the vectors Xijk as

well. As shown above, all such vectors are elements of the space spanned by K.

(4.17) (a,b) — (a,d)+ (b,c)+ (c,d) — ((a,b) —(a,c) + (a,d))

+ ((a,c) ~(a,d)+ (c,d))
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(4.18) (a,b)—(a,c)+ (b,d) —(c,d) — <(a,b) —(a,c) + (b,c))
— ((b,c) —(b,d)+ (c,d))

(4.19) (a,c)—(a,d)—(b,c)+(b,d) — <(a,b) —(a,d)+ (b,d))

- ((a,b) —(a,e) + (b,c))

The orthogonal vectors to the space spanned by K, form the continuous symmetry
of the functions f,(®) and g, (P). We can then show the dimension pf the symmetry
as the difference in the dimension of the space ® and the space spanned by K as,
n?(n?—1)/2—(n?—1)(n? —2)/2 which is (n?—1). O

This means, the functions f,(®) and g, (P) are invariant in the orthogonal space
of the vectors K. We may also understand the continuous symmetry by noting
that a unitary operation conserves all trace values and the only continuous unitary
operations that form automorphism of B are I' = {e™? Q = diag(x1,2,...,2,2), 2} €
[0,27]}. The unitary operations have n? parameters and equivalent to a (n?—1)-

dimensional subspace of B.

*The second trivial symmetry we observe is the permutation symmetry. It is obvious
the permutation operation is an automorphism of B, and thus will be an invariant of
the functions f,(®) and g, (P). We will represent the permutation operations with a
permutation matrix X,. For a Gram matrix of a SIC-POVM, the permutation oper-
ations are equivalent to the reordering of the SIC-POVMs. The permutation group
generates a large set of Gram matrices which will become important in classifying
numerical SIC-POVMs.

4.2.2 Isolated Islands of SIC-POVM Gram Matrices

The two trivial transformations described above are both symmetries of the func-

tions and they map the space of matrices B to its self. For the purpose of generating
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general SIC-POVMs however, we don’t need the transformations to be automor-
phism of the entire matrix space B. We only need the transformation to map one
SIC Gram matrix to another. One such a transformation we can search for is a
continuous transformation that preserves the functions f,(®) =n and g,(®) = n.
In other words we ask: are the SIC-POVM Gram matrices path connected in the
space of ®? Based on the Weyl-Heisenberg group solutions, Bruzda et al. Bruzda
et al. (2017) showed that in dimensions 4 — 16, the SIC-POVMs are isolated and
free parameters can not be introduce. Since we are working with the Gram matrix

in the space B, we will re-derive the results using the functions f,(®) and g, (®).

As shown in the previous section, a matrix B € B is a SIC-POVM Gram matrix
if and only if f,(®) =n and g,(P) =n. Another way to look at the equations is,
the two functions define two n?(n? —1)/2 —1 dimensional surfaces in the vector
space of & and the SIC-POVM Gram matrices exist on the intersection of the two
surfaces. To characterize the intersection of the two surfaces we need to understand
the local structure of the surfaces. Both surfaces are smooth since the functions
are differentiable, C">°. We can thus explore the local structure by expanding the
functions around a solution point Cﬁo. The first property we find is that all Gram
matrices exist on critical point of both functions. In theorem 4.2, we show that this

is a general result that holds in arbitrary dimensions.

Theorem 4.2. SIC-POVM Gram matrices are located at the common critical points
of the surfaces £,(®) =n and g,(P) =n.

Proof. The straightforward method to prove the theorem would be to construct the
gradients of the two functions and confirm that both gradients are 0. However, this
would be an unnecessarily long method. Instead, we will reconstruct the functions

by considering an infinitesimal shift of the vector 3.

Let G be the Gram matrix of a SIC-POVM of n-dimensional Hilbert space, and the

shift on ® be #. We can then write the new Gram matrix as,

ei(z)jk—’_i)‘vjk
nvn+1 -

For |v] << 1, we expand the exponential to the first order in ¥ and approximate the

(4.20) gin(®+7) =

Gram matrix as follows.
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(4.21) gjk((I3+17) ~ ———

(4.22) G(P+7) ~G(D)+A

We can now compute the trace cube and fourth power and approximate it to the first
order in the shift . Since the Gram matrices of SIC-POVMs are projective matrices,

we can reduce all powers of G(®)* to G(®) greatly reducing the calculation.

Tr(G(®+0)%) ~ Tr(G(®)® + 3G A+ O(A?))

~ Tr(G(®) 4+ 3GA+O(A?))
(4.23) ~ n+3Tr(G(P)A)
Similarly,
Tr(G(®+0)*) ~ Tr(G(®)* +4G2A + 0(A?))
(4.24) ~n+4Tr(G(D)A)

Note that the first order correction on both functions depends on the term
Tr(G(®)A). This shows that if the first order correction of both functions van-
ishes simultaneously. We then expand the first order correction in to its elements

and group the terms based on 4.

T G (5 A ) ei(bab €i¢ba
r(G(®) )_%Zn\/n——i-lvban\/n——l—l’

_ v i(GabtPba)
= — e Vba
n*(n+1)

(4.25) =0

where a # b

Since the first order correction in equations (4.23) and (4.24) is equal to - Vf,, and
v- Vg, respectively, and vanished for both functions, all SIC-POVM Gram matrices

exist on critical points of both functions.
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The fact that the Gram matrices exist on critical points means the continuous space
of solutions may be dimension less than n?(n? —1)/2 — 2, which is the typical inter-
sections of two n?(n? —1)/2 — 1 dimensional surfaces. But, this isn’t enough to say
that the solutions are isolated sets. For this, we need to explicitly use the Hessian

matrix of the functions. The Hessian matrix of a function at a given point is the

& On critical points, the null space of the Hessian matrix

shows the continuous symmetry of the functions.

. 92
matrix ij = W'f

(4.26) F(®+5D) = f() +671>-Vf’q>+;(571>T-H-6?I>)+(’)(5<I>3)

For a SIC-POVMs Gram matrix, we compute the Hessian matrix by expanding
the Gram matrix to the second order. The trace functions to the second order
correction take form G(<f> + U) ~ G(D) + G2AM 4 GAD 1+ O(A?)), where AW =
ie'Pabygy /ny/n+ 1 and A2 = —e®avy?, /ny/n+ 1. Then the trace of f,(®) and g, (®)

can be expanded to the second order, from which we generate the Hessian matrices.

(4.27) Tr(G(®+0)%) ~ n+3(Tr(GAP) + Tr(GAD ALY + O(A3))

(4.28) Tr(G(®+0)Y) ~n+4(Tr(GAP) + Tr(GAMAM)Y)
+2Tr(GANGAM) 1 0(A%))

The second order correction of a functions is given by the Hessian matrix as
SHjpzjxg. In equations (4.27) and (4.28), the variables are the vector elements
Uah, and by extracting the terms of the sum based on the vector elements, we gener-
ate the Hessian matrices of the two functions. Unlike the gradient case, the Hessian
matrices are difficult to simplify, and generating a general result of continuity is
challenging. As is evident from expressions, the Hessian matrices involve the triple
products of the SIC-POVM, and general proof of continuity requires further restric-
tions on these products. However, numerically, we can still use the expression to
explore local structure of the surfaces defined by f,(®) and g, (®). In dimension 3,
the intersection of the null spaces of the two matrices form a 10-dimensional space.
This means that two free parameters exist which describe the continuous fiducial

vectors that have been constructed in dimension 3. In dimensions 4 — 7, the in-
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tersection of the null space of the two Hessian matrices form a n? — 1 dimensional
space, which is the continuous symmetry I' introduced above. We explore the local

structures of general solutions by using the numerical solutions in the next section.

4.3 Group Structure of SIC Gram Matrices

4.3.1 Generating Sets of the Gram Matrix

The Bargmann invariants of the SIC-POVMs are the ideal tools to check if two SIC-
POVMs Appleby et al. (2011) belong to the same island. Let’s explain the structure
of these islands and briefly discuss how to group solutions using the Bargmann
invariants. The islands of solutions are formed by the diagonal unitary operations
on the n? dimensional Hilbert space. Since the Gram matrices of two SIC-POVMs
equivalent up to a unitary operator are identical, a global phase shift on all the SIC-
POVMs does not generate a different Gram matrix. This means that the islands are
generated by unitary operators which are elements of SU(n?). Thus, the operators
can be represented by a set of n? —1 free parameters. Let the diagonal unitary
operator U be U = ¢! where Q = diag(cy,ca,...,¢,2), and Yp ¢, = 0. Applying the
operator on a P € B as P/ = UTPU, we generate a different Gram matrix in the

same island as P.

elbiv—citen) <k

1 .
(4.29) J/k = ——— (e tigta) ik

nyn+1
VTl =k

This corresponds to a shift in the phase vector as ¢;; — ¢;i — ¢; + ¢, forming
the n? — 1-dimensional plane. The Bargmann invariants of a SIC-POVM are given
by the trace of triple products of the T, = n3Tr(Ei,Ej,Ek). If we generate the
Bargmann invariant of the Gram matrix P/, we see that the variables ¢, disap-
pear, and the entire island has unique Tjj;’s. Conversely, if two SIC-POVMs have

identical Bargmann invariants, then fixing one of the indices gives us two identical
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Gram matrices, which indicates that the two SIC-POVMs belong to the same island
Appleby et al. (2011). By using the Bargmann invariants, we filter all generated

solutions so that all belong to different islands.

The second symmetry of the functions f,(®) and g, (®) is due to the permutation
operations o. Not all permutation operations however connect different islands as
shown in theorem 4.3. Compared to the total number of permutations possible, the

number of automorphisms is much less, and the total number of islands is (= n?!).

Theorem 4.3. A permutation operation X, that form an automorphism of an island
of Gram matrices if and only if there exists a projective unitary operations V' and
SIC-POVM wectors {|ig)} such that,

(4.30) Vigg) — |wa(k)> s Vk € Zn X Ly,
where o is the permutation of indices.

Proof. Let P and P’ be SIC-POVM Gram matrices, where P’ = X PX, and the two
Gram matrices belong to the same island of solutions. We then construct two sets of
SIC-POVMs |¢) and |¢}) from the Gram matrices, respectively. Since both Gram
matrices belong to the same island of solutions, there necessarily exist projective

unitary matrix that maps one to the other.

(4.31) [¥) = Ultr)

On the other hand, we can reconstruct the Gram matrix we have by simply applying
the permutation on the SIC-POVM: [¢hg) = [thg(x)). At this point, we have two SIC-
POVMs that generate an identical Gram matrix and hence are unitarily equivalent
to each other as [thy()) = Cl4y,), where C' € U(n).

We can then construct a projective unitary operation that maps the [1x) to [thy(z))-

(4.32) [Vo(k)) = V|thg) , where V =CU

]

Permutations that generate automorphisms indicate the symmetries possessed by

the SIC-POVMs in a given island. For the purpose of describing the group-covariant
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SIC-POVM islands, we will focus on automorphisms that have fixed points in a given
island of SIC-POVM Gram matrices.

The Gram matrices constructed with the functions f,(®) and g,(®) can be an el-
ement of any island of solution, and checking the equivalence of any two Gram
matrices is difficult due to the large number of possible permutations. All permu-
tations that do not form an automorphism of a given island, generate SIC-POVMs
that are not unitarily equivalent to the initial SIC-POVMs. To identify if two Gram
matrices are equivalent, one can use the Gram matrices. Before explicitly construct-
ing the permutation operations connecting two islands, we will define the generating

set of the Bargmann invariant.

Definition 4.1. The generating set of the Bargmann invariant gen[Tj;i] is a set
containing all the phases that appear in the tensor of the Bargmann invariants i.e.,
Tijk = TT(HZ'Hij).

If two SIC-POVMs have different generating set, then the two Gram matrices are not
equivalent up to unitary operation. This is because two SIC-POVMs are equivalent
up to a projective unitary transformation if and only if their Bargmann invariants are
identical Appleby et al. (2011). The generating set is the first criteria to determine
equivalence of two SIC-POVMs. However, if the generating set of two SIC-POVMs
is the same, the two SIC-POVMs are not necessarily equivalent. therefore, for
solutions that do have a common generating set, we need to explicitly construct the
permutation operation in order to show their equivalence. We will use the Gram
matrix instead of the tensor of Bargmann invariants for the construction of the

permutation operations.

In order to compare the Gram matrices belonging to different island of solutions, we
first define a means of identifying the islands in a way that allows us to construct
a permutation operations between solutions. The best choice for this is to shift the
phases of a given row and column to 0. We can do this by using the continuous

symmetry of the islands.

4.3.2 Construction of Symmetry Group from the Gram Matrices

The numerical solutions we generate have a generating set much smaller than the
n?(n?—1)/2. This is an indication that the islands are not invariant to all permuta-
tions and as a result have a nontrivial symmetry group. To compute the symmetry

group we must first reduce the phase matrix by mod(2x). This will allow us to
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easily construct fixed points of specific automorphism, i.e., Gram matrices that are
invariant to the automorphism. This is guarantied by the fact that any transforma-
tion with a stationary point in a given island of SIC-POVM is automorphism of the
island if the island is isolated. In dimensions > 3 we can construct automorphisms
by searching fixed points of permutation operations with in the island of Gram ma-
trices. The actual construction of the symmetry matrix is a long processes that
require checking for permutations that fix the matrix. To simplify the search, we
start with the element with the lowest frequency and work our way up. We will de-
scribe the generating sets for the dimensions 4-7, and demonstrate the construction

of the symmetry group.

All the numerical solutions were generated on the Sabanci universities TOSUN HPC
cluster with the Mathematica software. We used the conjugate gradient method to
find global minima of the function \/(fn(CD) —n)2+(gn(®) —n)2. In dimensions 4

and 5, the search converges at a reasonable time all searches reach global minima.

This is not the case for dimensions 6 and 7, where we encounter some local minima,

where 43% and 13.5% of the searches yield a solution respectively.

n  Gram Matrix (s)
4 ~ 3.76

) ~ 71

6 ~ 725

7 ~ 5300

Table 4.1 The table shows the average time it took to generate the solutions for
dimensions 4-7.

4.3.2.1 Dimension 4

In dimension 4, the functions f,,(®) and g, (P) yield general solutions very quickly
despite the large number of parameters. From the numerical solutions, we observe
that all generated solutions have the generating set (4.33), indicating that all the
solutions may be equivalent up to permutation. Notice that the generating set is
the same if we multiply all the phases by —1, which means the set also characterizes
anti-unitarily equivalent SIC-POVMs.
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(4.33)
gen[Ty;] = {0,0.33312,0.571437,0.666239,0.904557,0.999359, 1.5708, 1.90392,

2.47535,3.80783,4.37927,4.71239, 5.28383,5.37863,5.61695,5.71175,5.95007 }

After projecting the Gram matrices onto a unique point in their respective island,
the generating phases are distributed in the matrices with the respective frequencies

given below.

(4.34) {49,18,9,18,9,18,18,9,9,18,18,18,18,6,6,6,6}

For example, the matrix in equation (4.35) is a numerical phase matrix reduced to
the in the first index, where the coefficients {a,b, ..., q} corresponds to the generating

set (4.33) respectively.

aaaaaaaaaaaaaadada
aaqehgel ckgmiokod
abaglicqgmkheek ogq
anlagaeno idlaegij
akglaoqhqckiemed
aljadal ge enoag in
anpnbgajk hbhdl qf
agbekl i agmhaqoe ck
(4.35) apfdbnhbaljkgqhn
ahhjpnkfganblbqgd
abkoheqgki eaql cmyg
afngjdkbhqgbanhlop
ajnanaodl ggeati el
adhnflgnbgqgpkjabh
ahdlnjbpkbfgngah
aqgbigemhe ol cgkka

By starting from the elements with the lowest frequencies which are the last 4

elements, i.e.,{c, f,m,p}. The corresponding indices for the four elements are,

(c) —{(2,9),(3,7),(5,10),(8,15),(11,14),(16,12)}

(4.36) (f) —{(7,16),(9,3),(10,8),(12,2),(14,5),(15,11) }
(m) = {(2,12),(3,9),(5,14),(8,10),(11,15),(16,7)}

(p) = {(7,3),(9,2),(10,5),(12,16),(14,11),(15,8)}

The simplest symmetry to construct is one that has a fixed point. Thus we start by
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choosing a fixed index and reducing the matrix to the chosen index. For the matrix
above, the fixed index would be 1. We do this because, any symmetry permutation

that exist need not require reducing the matrix for confirmation.

The next step is to check possible permutations one by one. Notice that any permu-
tation we form based of the list (4.36) will contain 12 indices. Meaning the remaining
3 indices, excluding the fixed one, must be mapped to each other. We can easily
verify, the indices (4,6,13) are missing from the list. Thus we start our construction
with permutations of the 3 elements which is just 6 different possibilities. For every
possible permutation that we try, we check it against higher frequency elements.

Ultimately, we find the permutation shown in the diagram 4.1.

Figure 4.1 The blue orbits are clockwise and the red orbits are counter-clockwise,
where the indices follow the angels 27k /16 for k € Zi¢

One can see easily that the symmetry operation is an order-3 matrix, i.e., 0® =1.
We proceed by changing the fixed index through all 16 possibilities. Finally we
find 16 distinct permutation operations that fix the island of solutions. Together
with their square we have 36 matrices forming an automorphism of the island.
At last, the symmetry group Aut(P) is generates by including all products of the
order-3 permutations we constructed. The products generate 16 more permutations
including the identity. Of these, 15 of which are order-4 permutations, one example
is shown in diagram 4.2. In total the size of the symmetry group becomes |Aut(P)| =
48.

Important to note that the fixed points in dimension 4 are not isolated, meaning they
are not unique. For the order3 permutations, if we shift the phases of each triple of
indices by a constant value, the resulting Gram matrix remains a fixed point to the
automorphism. Thus, the fixed Gram matrices to the order-3 permutations form a

5-dimensional plane.
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Figure 4.2 The  permutation set shown in  the diagram is
{(1,15,13,5),(2,16,14,11),(3,4,12,6),(7,10,8,9)}, where the indices follow the
angels 27k /16 for k € Zy¢

In dimension 4, we constructed 7.55 x 10° numerical Gram matrices. For every
solution we construct the generating set and the corresponding symmetry group
Aut(P). The corresponding symmetry group we find for all numerical solutions has
48 elements, where 32 of the elements fix a single index and are order-3 permutations,

the remaining matrices excluding the identity operation have no fixed index.

4.3.2.2 Dimension 5

In dimension 5, the numerical solutions converge relatively fast without for all ar-
bitrary initial search points used. This allowed us to generate 4.8 x 10* numerical
solutions. Similar to dimension 4, all solutions constructed have the generating set
(4.37) with 73 elements.
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(4.37)
gen[Tij] = {0,0.00220427,0.00903612,0.0460726,0.123129,0.23881,0.295211,

0.321435,0.434237,0.487521,0.498761,0.536226,0.675251,0.720412,0.757876,
0.885633,0.905025,1.02595,1.10858,1.11982,1.24631,1.25884,1.30271,1.37977,1.45798,
1.48732,1.55185,1.60825,1.62764,1.63447,1.93189,2.02575,2.07904,2.13544,2.36521,
2.6501,2.75208, 3.5311, 3.63309, 3.91797,4.14775,4.20415,4.25743,4.3513,4.64871,
4.65554,4.67494,4.73134,4.79586,4.8252,4.90342,4.98048,5.02434, 5.03688,
5.16337,5.17461,5.25723,5.37816,5.39755,5.52531,5.56277,5.60793,5.74696,
5.78442,5.79566,5.84895,5.96175,5.98797,6.04437,6.16006,6.23711,6.27415,6.28098 }

The corresponding frequency is given in (4.38). Similar to the case of dimension
4, we generating permutation matrices by starting with the lowest frequency and
work our way up. For all constructed Gram matrices, we were able to construct a
unique permutation that maps the numerical solutions to a Weyl-Heisenberg group
covariant SIC-POVM Gram matrix.

(4.38)
{73,9,9,3,3,9,9,9,9,3,9,9,9,9,9,3,9,9,9,9,9,9,3,3,9,9,9,9,3,9,9,3,9,9,9,9,9,

9,9,9,9,9,3,9,9,3,9,9,9,9,3,3,9,9,9,9,9,9,3,9,9,9,9,9,3,9,9,9,9,3,3,9,9}

We construct the automorphisms using similar approach to dimension 4. With the
Key difference being that the lowest frequencies of the generating set is 3, which
corresponds to a 2 pairs of 3 indices that must map to on another. For example,
we constructed a gram matrix reduced in the index, where the indices of the lowest

frequencies form the following groups of set of indices we can permute.

{(13,2),(15,21),(23,17)}
{(4,24),(5,16),(6,12)}
{(7,20),(8,9),(25,18)}

{(10,3),(11,14),(22,19)}

(4.39)

The only permutation that can be constructed that fixes the reduced Gram matrix, is
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the permutation {(2,17,21),(3,14,19),(4,5,6),(7,8,25),(9,18,20),(10,11,22)}. Fig-
ure 4.3 shows these permutation. In total we find 50 order-3 permutation operations
that map the island of Gram matrices to its self. To generate the group Aut(P),
we multiply the permutations matrices generating a group of 75 permutation oper-

ations, which also contains 24 order-5 permutations.

Figure 4.3 The blue orbits are clockwise and the red orbits are counter-clockwise,
where the indices follow the angels 27k /25 for k € Zos

The fixed points in dimension 5, like the case of dimension 4, are not isolated. For
the order-3 operators, the fixed Gram matrices form a 8-dimensional plane within
the island.

4.3.2.3 Dimensions 6 and 7

In dimensions 6 and 7, in addition to the difficulty of obtaining numerical solutions
due to the large number of free parameters, we also encounter local minima. This
makes the time needed to generate a numerical solution long. As a result, we con-
structed 162 solutions in dimension 6 and 50 solutions in dimension 7. The Gram
matrices in dimension 6 found all have a single generating set. The Gram matrices
generated in dimension 7, however, belonged to two different generating sets, corre-
sponding to two unitarily in-equivalent classes of SIC-POVMs. The generating set
in these dimensions can be found in Appendix A. The exact form of these generating

sets can be constructed the analytic solutions in Scott (2017).

Using the generating set of dimension 6, which can be found in Appendix A, we
construct permutations that have fixed points.The automorphisms of the islands in
dimension 6, unlike the previous two dimensions are not n? in number. In dimensions
n =0 mod 3, automorphisms with a single fixed index can not be formed. Instead
we have matrices that fix 3 indices for each order-3 permutation, forming 12 distinct

elements. The Aut(P) group has 36 elements with where 12 of the permutations do
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not fix any index.

In Dimension 7, for both generating sets, we get 98 permutations each fixing a single
index. The total Aut(P) group has 147 elements with the 48 elements being order-7.

The generating set of dimension 7 can be found in Appendix A.

4.3.3 Analysis of the Symmetry Group and Connection to the W-H group

In all 4 cases presented above, the group Aut(P) contains elements that fix a sin-
gle index, with exception of dimension 6 where 3 indices are fixed by the order-3
automorphisms. Let X be a permutation which is an order-3 automorphism for
an Island of SIC-POVM in a given dimension n. By definition, X3 =1. Since the
permutation maps the island to it self, the SIC-POVMs the operator connects are
equivalent up to a projective unitary operator. For a SIC-POVM operators, this
means equivalence up to a unitary operator. For a given X such that P' = XPXT,
we can define a unitary matrix U, such that {II}} = {U,II,Ul}. We can easily see
that U2 =1. If P is a fixed Gram matrix of the permutation X for n = {4,5,7},

there exists a vector elements of the corresponding SIC-POVM where,

(4.40) Ultpr) = e”[v)

The remaining n? elements of Aut(P) in dimensions 4,5,7 do not fix any index as
described in previous section. Let Y represent the permutations of order-n where
Y" =1. Since Y maps the island to it self, we can again define a unitary matrix U,

where U;‘ =1

The permutation matrices Y in the dimensions 4,5 and 7 form a group = Z,, X Z,,
which means that the corresponding unitary matrices U, also form a group, up to a
phase equivalence. Since applying the set Y on the Gram matrix rotates the indices,
the unitary U, must map the SIC-POVM vectors to each other up to a phase factor.
Thus, we can write the SIC-POVM as the orbit of the unitary group {Uy|¢x) }.
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1) |901)
|¢2> |¢02>

(4.41) X

|Pn2) ’¢0n2 )

This makes the SIC-POVM a group covariant SIC-POVM. As discussed in chap-
ter 2, for a Weyl-Heisenberg group covariant SIC-POVMs the set of unitaries U,
corresponds to Dp. The other elements of the Aut(P) fix a single index in the di-
mensions 4,5 and 7, which means that there exists a vector that is an eigenvector of
the unitaries U, such that the its orbit on the matrices {U,} forms a SIC-POVM.
In other words, the [¢) is a fiducial vector. In the Weyl-Heisenberg group covariant
solutions, the unitary matrices U, correspond the the order-3 unitaries such as Za-
uner’s matrix. The automorphism of the islands show a close relation between the
group = Zy, X Zy, and order-3 unitaries. In dimension 6, we still get order-3 unitaries
which fix a fiducial state. We don’t generate the entire order-6 permutations which
are similar to the Weyl-Heisenberg group, but the remaining set can obtained once

the equivalence of the two groups is established.

All solutions we computed exhibit the group covariant property in all 4 dimensions.
Zhu Zhu (2010) showed that in prime dimensions, group covariant SIC-POVMs
are covariant to the Weyl-Heisenberg group. To confirm that the numerical solu-
tions we constructed are covariant with respect to the Weyl-Heisenberg group, we
explicitly generated transformations matrices that map each solutions to a known
Weyl-Heisenberg solutions for all 4 — 7 dimensions. The result we find is that, all
the numerical islands constructed are equivalent to islands of Weyl-Heisenberg group

covariant SIC-POVMs up to a permutation operation.
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5. Conclusion And Discussion

The Weyl-Heisenberg group covariant SIC-POVMs have been shown to have sym-
metries which allowed us to simplify the construction of fiducial vectors. These
fiducial vectors define equivalent classes defined by the orbit they form on the Clif-
ford group. In dimension 3, it is known that all SIC-POVMs are equivalent to
a Weyl-Heisenberg solution. In Higher dimensions, the only solutions we know are
Weyl-Heisenberg solutions with the exception of dimension 8. To further understand
the structure of general SIC-POVMs, we explored general solutions by starting from
the geometrical properties of the SIC-POVMs in the real space and continuing with

numerical solutions to classify general SIC-POVMs in dimensions 4 — 7.

In our geometrical approach to the SIC-POVM problem, we showed that the n? — 1
vertices of a regular simplex can be oriented such that Tr(p?) of all the points is
equal. We showed that the existence of SIC-POVMs is equivalent to showing the
solution satisfying the modified Kakutani’s theorem can be achieved for the extreme
values of the Tr(p?) function. We further analyzed quantum states on the Bloch
sphere, by defining a set of manifolds of different topology on the Bloch sphere. The
manifolds have continuous symmetry, which is the special unitary group. The global
symmetry, however, was much more complicated due to the non-linear nature of the

characteristic polynomial of the Bloch sphere.

We continued our analysis by generating SIC-POVM Gram matrices without using
the Weyl-Heisenberg group. The characteristic equations for general SIC-POVM
Gram matrix involve two trace functions. The solutions are found on the critical
points of the functions, allowing the solutions to form a disjoint islands of solutions.
Each solution forming an equivalent class. Using similar methods as the Bloch
sphere, we showed that the islands of solutions can be related by a permutation

operation.

We generated ~ 10° solutions in dimension 4 and ~ 10% in dimension 5, where we
found that all constructed solutions are equivalent to the Weyl-Heisenberg solutions

up to a permutation operation. We expected to find solutions which are not covariant
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to any group, which due to the lack of any symmetry group, should be much larger
in number compared to the group covariant solutions. For the solutions we have
generated, in addition to the 3n? elements of symmetry group we formed, exists
2nd Hp‘n(l - p‘2) Clifford unitaries, where p goes over all prime numbers that divide
n. This reduces the number of distinct islands by a factor of ~ 103. despite this
difference in number, we did not find any Gram matrix with less symmetry group
than Z,, x Z,. This strongly indicates that the group structure of SIC-POVM Gram
matrices can only exist with the aforementioned symmetry group. From a purely
probabilistic point of view, the chances of not finding a non-group covariant Gram
matrix for N solutions is (~ 1073"). Since the symmetries of the Bloch sphere are
also symmetries of the SIC-POVM, the lack of nontrivial symmetry of the Gram
matrices indicate that the only symmetry of the Bloch sphere is the unitary and

anti-unitary groups.

Even though the numerical results may provide a strong reason to expect group
covariance property in SIC-POVMSs, an analytic proof is still needed. One possible
approach to an analytic proof is to use the surfaces f,(®) = a and g,(®) =b. Nu-
merical solutions show that the intersection of the two surfaces is continuous and

connected. This allows us to characterize the intersection as a manifold.

The methods used in exploring the general SIC-POVMs are not unique to these
frames, and can be extended to mutually unbiased bases. MUBs form a tight frame,
and consequently, their Gram matrices is a projective. We can apply the numerical
methods to the MUBs to explore group covariant properties in those frames. In
particular, the problem of dimension 6 can be explored using similar approach to

both search for a solution and classify the symmetries of the solutions.

78



BIBLIOGRAPHY

(1947). PROBLEMES vol. 1, fasc. 1. volume 1. Colloquium Mathematicae.

Appleby, D. (2007). Symmetric informationally complete measurements of arbitrary
rank. volume 103. Springer, Optics and Spectroscopy.

Appleby, D., Flammia, S. T., & Fuchs, C. A. (2011). The lie algebraic significance
of symmetric informationally complete measurements. volume 52. American
Institute of Physics, Journal of Mathematical Physics.

Appleby, D. M. (2005). Symmetric informationally complete—positive operator val-
ued measures and the extended Clifford group. volume 46. American Institute
of Physics, Journal of Mathematical Physics.

Appleby, M., Bengtsson, 1., Flammia, S., & Goyeneche, D. (2019). Tight frames,
hadamard matrices and zauner’s conjecture. volume 52. IOP Publishing,
Journal of Physics A: Mathematical and Theoretical.

Appleby, M., Bengtsson, 1., Grassl, M., Harrison, M., & McConnell, G. (2022). Sic-
povms from stark units: Prime dimensions n2+ 3. volume 63. AIP Publishing,
Journal of Mathematical Physics.

Bertlmann, R. A. & Krammer, P. (2008). Bloch vectors for qudits. volume 41. IOP
Publishing, Journal of Physics A: Mathematical and Theoretical.

Bloch, F. (1946). Nuclear induction. volume 70. American Physical Society, Physical
Review.

Borodulin, V., Slabospitsky, S., & Rogalyov, R. (1995). Core compendium of rela-
tions: version 2.1. Technical report, SCAN-9606079.

Borsuk, K. (1933). Drei sétze iiber die n-dimensionale euklidische sphére. vol-
ume 20. Polska Akademia Nauk. Instytut Matematyczny PAN, Fundamenta
Mathematicae.

Bruzda, W., Goyeneche, D., & Zyczkowski, K. (2017). Quantum measurements with
prescribed symmetry. volume 96. APS, Physical Review A.

Busch, P. (1991). Informationally complete sets of physical quantities. volume 30.
Springer, International Journal of Theoretical Physics.

Delsarte, P., Goethals, J.-M., & Seidel, J. J. (1991). Spherical codes and designs.
In Geometry and Combinatorics (pp. 68-93). Elsevier.

Derksen, H. & Kemper, G. (2015). Computational invariant theory. Springer.

Duda, R. (1987). Life and work of bronislaw knaster (1893-1980). volume 51.
Colloquium Mathematicae.

Durt, T., Kurtsiefer, C., Lamas-Linares, A., & Ling, A. (2008). Wigner tomography
of two-qubit states and quantum cryptography. volume 78. APS, Physical
Review A.

Dyson, F. J. (1951). Continuous functions defined on spheres. JSTOR, Annals of
Mathematics.

Fuchs, C. A. (2010). QBism, the perimeter of quantum Bayesianism. arXiv preprint
arXiv:1003.52009.

Fuchs, C. A., Hoang, M. C., & Stacey, B. C. (2017). The SIC question: History and
state of play. volume 6. MDPI, Azioms.

Haantjes, J. (1948). Equilateral point-sets in elliptic two-and three-dimensional
spaces. volume 22. Nieuw Arch. Wiskunde (2).

79



Hoggar, S. G. (1981). Two quaternionic 4-polytopes. In The Geometric Vein: The
Cozxeter Festschrift (pp. 219-230). Springer.

Hughston, L. P. & Salamon, S. M. (2016). Surveying points in the complex projective
plane. volume 286. Elsevier, Advances in Mathematics.

Kakutani, S. (1942). A proof that there exists a circumscribing cube around any
bounded closed convex set in r 3. JSTOR, Annals of Mathematics.

Kovacevic, J. & Chebira, A. (2007a). Life beyond bases: The advent of frames (part
i). volume 24. IEEE, IEEE Signal Processing Magazine.

Kovacevic, J. & Chebira, A. (2007b). Life beyond bases: The advent of frames (part
ii). volume 24. IEEE, IEEFE Signal Processing Magazine.

Landau, L. D. & Lifshitz, E. M. (1977). Quantum mechanics: non-relativistic theory,
volume 3. Pergamon Press.

Nielsen, M. A. & Chuang, I. L. (2010). Quantum computation and quantum infor-
mation. Cambridge university press.

Prugovecki, E. (1977). Information-Theoretical aspects of quantum measurement.
volume 16. Springer, International Journal of Theoretical Physics.

Renes, J. M., Blume-Kohout, R., Scott, A. J., & Caves, C. M. (2004). Symmetric
informationally complete quantum measurements. volume 45. American In-
stitute of Physics, Journal of Mathematical Physics.

Sakurai, J. J. & Commins, E. D. (1995). Modern quantum mechanics, revised edition.
American Association of Physics Teachers.

Scott, A. J. (2006). Tight informationally complete quantum measurements. vol-
ume 39. IOP Publishing, Journal of Physics A: Mathematical and General.

Scott, A. J. (2017). SICs: Extending the list of solutions. arXiv preprint
arXiw:1703.059935.

Scott, A. J. & Grassl, M. (2010). Symmetric informationally complete positive-
operator-valued measures: A new computer study. volume 51. American
Institute of Physics, Journal of Mathematical Physics.

van Lint, J. H. & Seidel, J. J. (1966). Equilateral point sets in elliptic geometry.
volume 69. Proceedings of the Koninklijke Nederlandse Akademie van Weten-
schappen: Series A: Mathematical Sciences.

Waldron, S. F. (2018). An introduction to finite tight frames. Springer.

Yamabe, H. & Yujobd, Z. (1950). On the continuous function defined on a sphere.

Yoshida, M. & Kimura, G. (2022). Construction of general symmetric-
informationally-complete—positive-operator-valued measures by using a com-
plete orthogonal basis. volume 106. APS, Physical Review A.

Zauner, G. (2011). Quantum designs: Foundations of a noncommutative design
theory. volume 9. World Scientific, International Journal of Quantum Infor-
mation.

Zhu, H. (2010). SIC POVMs and Clifford groups in prime dimensions. volume 43.
[IOP Publishing, Journal of Physics A: Mathematical and Theoretical.

80



APPENDIX A

Eigenvalues of Density operators

Given a density matrix p of an n-dimensional quantum system, with eigenvalues

{A1,...,An}. We write the trace functions using the eigenvalues as follow.
n
(A1) Tr(p™) = 3 A7
k=1

We can immediately write the bounds of the trace functions, since the eigenvalues

of a density matrix are all positive and adds up to 1.

A2 <> A <1
( ) nka_l—% k =

The eigenvalues of the density matrix are solutions to the equation Det(Al— p) =
0. Using newton’s identity we expand the determinant in to a sum of the trace

functions.

(A.3) Det(AI—p) = coN* + N L+ 4 cnoiA+cp

where ¢,;,’s are the elementary symmetric polynomials formed by (A — A;)’s. The

real solution of the polynomial corresponds to the eigenvalue of the density matrix.

purity condition of a density matrix

If a given density matrix represents a pure state, then p = p®.since density matrices
by definition satisfy Tr(p) = 1, pure state density matrices satisfy the equalities
Tr(p™) =1 where meN. It’s can be shown that three of this trace equalities can be
used to check if a density matrix represents a pure state or not. Taking the equalities
Tr(p) =1, Tr(p*") =1 and Tr(p™) = 1 where m,n eN and m # 2n. These give us

the following expressions respectively.
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(A.5) A=

(A.6) ZA;” =1

where \; are eigenvalues of the density matrix. From equation 1 and 2 we conclude
that —1 < \; < 1.

7

(A7) ZA;”-ZA%” =0

(A.8) ST =N =0

i

This is possible only for A; =0,1. This with the condition of equation 1 gives us a

pure state condition.

Gell-Mann expansion of density matrix

A given d dimensional density matrix p can be expanded using generalized Gell-

Mann matrices by the following equation.

I
(Ag) P = ﬁ—’_Aka

where 7}, € R -1 and A} are the generalized Gell-Mann matrices.

The generalized Gell-Mann as defined in (2.1), are n? — 1,n X n symmetric matrices
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given as follows.

-1
(410 Mo = L)k R 1< m < MO o ccjana

n(n—1)

(A1) A= —i(l7) (K = [F) ()

2

(A12) Am =175

the Gell-Mann matrices satisfy the following,

(A.13) Tr(A,) =0

(A.14) Tr(ApAm) = 200m

l
( ]k)(k!+l!l+1><l+l\) ,nn—1)<m<n?-1,0
k=1

Defining d;j;, = Tr(AiAjAj) we can write the product of two gellmann matrices

2 d
(A.15) Anhm = Z0um + ”;’“ Ay
using this we can write,
2 dijx

(A.16) AZ‘AjAkAl = géijAkAl + TAﬂcAk:Al

2 dijm
(A.17) NANALNA, = géijAkAlAn + TAxAkAZAn

2 dijx
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using this relations we can write d) =Tr(Ng; Agy..-Aq,,) in-terms of d; ;. tensor,

a1as...an
2 2 d 1
(Alg) dglaz .an - g601a2d23a4 .an + a12a2‘7: dga5a4 .an

here d° = d and d1 =0, then the recursion relation gives us all traces of multiples

of Gell-Mann matrices. dil azas = Qayazas

purity conditions 77(p™) in dimension 3

the purity conditions for d x d density matrices can be checked by taking Tr(p) =1,
Tr(p?) =1 and Tr(p™) =1 for any m > 3. the first equation is a given, the second
equation restricts us to the surface of a (d? — 1)-sphere of radius dQ;dl the third

equation can be written for any m as,

(A.20) Tr(p™) = Tr<<fl +Akrk>m>

(A21)  Tr(p") = <;>m1+f<7> <2>m S ot

=1 a1a2...a;

for the case of d = 3 the purity condition with m =3 and m =4 are,

(A.22)
3\1
Tr(pg) < > Zdalral <2>3 Z d?zlazralraz ( ) Z da1a2a3Ta1Ta2Ta3
ajaz aijazas
(A23) 7+ + Z da1a2a3Ta1Ta2Ta3 1
a1a2a3
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2
(A24) Z d21a2a3ralra2ra3 = §

ajaza3

in the diagonal basis (0,...,0,77,73),

2r3
(A25) Z d21a2a3ra1 TasTag = 2\/57”%7’8 -=3
aiasas \/§

similarly for m =4,

13 4 2r3
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Figure A.1 Tr(p*) plotted against r7 on the circle r2 +r2 = %

Quantum States in Dimension 3 Gell-Mann space

By using the Gell-Mann matrices, we map density matrices to the real space as
p= %4— Ezzl Agry, where the Gell-Mann matrices A in dimension three are given

as,
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0 1 0 1) {00 0
A={[1 0 0|.]o0o0f.]0o0 1],
0 0 100/ \o1o0

0 —i 0\ (00 =i\ (00 o0
(A.27) i 0 o|.lo0o of.,]oo0 —i.
00 o0/ \io o) loio
10 0\ (7 0 0

1

0 —1 0[]0 & o[}

2

000/ \o o -Z%

These matrices span the space of three dimensional trace one symmetric matrices
and allow us to represent quantum states with vectors in the space R -1, However,
the Gell-Mann space is a larger space that the space of density matrices (i.e. ol =p,
tr(p) =1 and all eigenvalues of p are positive). We therefor need the equations
tr(p?),tr(p3),...,tr(p™) to check if a matrix represents a quantum state. The number
of equations reduces with the degeneracy of the state we are interested in. In the
case of the pure state density matrix (i.e. one of the eigenvalues is one and all the

rest are zero), we only requires two trace equations, as is proven in lemma A.1.

If a given density matrix represents a pure state, then p = p?. Since density matrices
by definition satisfy ¢r(p) = 1, pure state density matrices satisfy the equalities
tr(p™) =1 for all meN. It can be shown that we only need two of such equalities
to check if a density matrix represents a pure state or not. We now prove that,
tr(p®™) =1 and tr(p™) = 1 where m,n eN and m # 2n are sufficient conditions to

identify pure state density matrices in the Gell-Mann space.

Lemma A.1. If p is a density matriz where tr(p®™) =1 and tr(p™) = 1 where m,n
eN and m # 2n, then p is a pure state density matriz, i.e. p = |p)(p| for some
¢ e C".

Proof. The two equalities in the diagonal basis give the following equations.
(A.28) S =1
%

(A.29) POPYE
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where \; are eigenvalues of the density matrix p. From equation (A.28) we conclude
that —1 < \; <1. Then by subtracting the (A.28) from (A.29) we write the following.

(A.30) S-S =0

1

(A.31) ST DA =0

i

This is possible only for A\; = 0,1, and by equation (A.28) only one of the eigenvalues
can be one and the rest must be zero. This implies that p is a pure state density

matrix. O

Equations (A.28) and (A.29) form polynomial equations that classify a subspace of
pure states in the real space of the Gell-Mann space. We then choose m = 3 and

n =1 to get the simplest of the polynomial equations.

m—1 m m—i
(A.32) Tr(p™) = (;) +Z <m> <cll> > dam a;TalTa2--Tai

a1az...a;

Where d, o, 0. = tr(Ag; Mgy Ag;)
i
1
(A.33) Tr(p*) = =3 ( ) Zdalral + Z da1a2ra17“a2
aaz
(A.34)
3
Tr(p3) < > Zdalra«l ( > Z da1a2?”a17"a2 (3) Z d?zlagagra17"a27"a3

CL1£L2 aiazag
After few simplifications we get the following two equations for m =2 and m =3
respectively.

8 1

=~
I
—_
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(A.36)

Z d21a2a3 Ta1TasTas = 2\/§T%T8 +67r17r9r3+67r1r5T6 + 37"%7“7 — \/57’57’8 —06roryre — 37”%7’7
aijasas

23 2
_ \/§r§7“8+6r37"47°5+2\/§7"2r8—1—37’52)7"7— \/§7‘§r8 —37’%7“7— \/§T§T8+2\/§r$r — \;% = 9

It is worth to mention that on the sphere defined by equation (A.35), equation (A.36)
maps points on the sphere to the real space, f: 7R, f(7) = X 410905 Do ayas a1 TasTas
where —2 < f(7) < 2.

fiducial Vectors in Dimension 3

If the vector [¢) is a fiducial vector, then the set {Dp|t)), (p1,p2) € Z3 x Z3} is a
SIC-POVM. Le. for every element of the SIC set, | (1| Dp|v)|?> = 1 is satisfied. This
gives us nine equations to solve, but since we only have four free parameters in our
vectors solving four must suffice. We re-write this equations in the Gell-Mann space

by using the density matrix formalism p = |¢) ()| = % +A.T.

|
(A.37) tr(pDppD}) = T

8
1
(A.38) > Map(P)rars=—75;
1A 24
a=1,6=1

After Solving equation (A.38), we get the following four equations for each p =
(p1,p2)-

(A39) (10)7(20> C T T]%+T7+T8:——

DO | —
e
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1 1
(A.40) (0,1%(0,2):71T2—%Tar3-%71rs-—(T4T54—T5T6——r4r6)"§(T$—FT§)::‘_24
! 1 1 2 2
+ % + + )= 1
) ror4 —13r4+1r1r5 —1r3r5 +1176 —1276) = 51
! 1 1 2 2
(A42)(2,1),(1,2): =5 (mratrarg +717s) & 5 (rars + 7576 — 1ar6) — 5 (17 +75)
V3 ]
_ —2 (T2T4 —T3Tr4 +T1T5 —7r3rs +T1T6 — 7"27"6) — _ﬂ

This equations reduce in to three equations (A.43),(A.44) and (A.45) as expected,

and since we have four free parameters this is an indication that we have a continuous

solutions.

(A 43) 7”2 —|—1”2 = i

(A.44) rory — 1374 + 1175 —1r3r5 + 1176 — 216 = 0
(A.45) rirg+rarg+rirg — (rars +rsrg —rarg) =0

The three equations together with equations (A.35) and (A.36) define the fiducial
vectors in the Gell-Mann space. The first trivial solutions to the three equations are
the sets {r1,0,0,74,0,0,77,78},

{0,72,0,75,0,r7,r8} and {0,0,r3,0,0,76,77,78}, and by applying equations (A.35)
and (A.36) we get the following solutions.
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cozsé? 0 0
0
0 cos 0
0
o[ o ||
sin 6
0 0
(A46) { 2 I ind ) }
0 sz 0
5in 6
0 0 sin
1 1
0 i —1
_1 __1 __1
V12 4V/3 4V/3

We then use a little trick to get the other fiducial solutions. Note that the operators
X and Z are equivalent up to a unitary operator, and the fact that all three circles
above are generated by phase operators. This indicates to the existence of more
solutions. We calculate the additional solutions by a change of basis to the basis of

X.

1 cosf 1 _ cosf 1 cosf
12 6 12 6 6 6
1 cosf | sinf 1 cosf siné 1 cosf  sinf
2T 12 +4\/§ 7t VA 6t 12 T 4/3
1 cosf  sinf 1 cosf | sinf 1 | cosf | sinf
2T 12 WE] 7t 12 +4\/§ —st 12 +4\/§
_L_‘_COSQ 1 cosf __cosf
(A.47) { 4/3 7 23 43 2v3 2V3
: L_i_cose_i_w 1 c089+s1n9 ’ _c089+51n9
43 43 4 43 43 4 4/3 4
1 cosf + sin @ 1 + cosf + sinf cosf + sin 6
43 43 4 43 43 4 43 4
sin @ _ sinf _ sind
2v/3 2v/3 2v/3
__cosf __cosf __cosf
2v/3 2v/3 2v/3

This six continuous solutions contain the entire fiducial vectors in dimension three
in agreement with 7. Note that the the thee first three solutions have intersections
with each with each of the second three solutions, showing that the fiducial vectors

form a connected subspace.
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Figure A.2 The geometry of fiducial vectors in dimension three. the colors corre-
spond to the two sets (A.46) and (A.47).

Fiducial Vectors in Dimension 4

Similar to dimension three, we can calculate the fiducial solutions in dimension four
by using the W-H group. We have fifteen equations and six variables, but for a
fiducial solution the equations reduce to six and we end up with a finite set of SIC

solutions.

The W-H group in dimension four is generated by the phase shift operator

7 = \k)(k!ez%k and the shift operator X = |k+1)(k|. The Weyl-Heisenberg group
elements are defined as ﬁp = 7P1P2 XP1 7P2 yp to phase equivalency. Lets consider
the unit vector |¢)) = [20,21,22,23]. If the vector is a fiducial vector, then for all p
we have |(4|Dplu)2 = L.

Starting with the equations |(1)|Z¥|¢)[> = 1. In its diagonal basis the operators Z*

is presented as follows.

1 0 0 0
-k
0 e'=2 0
A48 7k —
( ) 0 0 €7 0
0 0 0 &5

Then the corresponding square of the expectation value of Z¥ gives us three equa-

tions for each k.
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;mh in jm3k 2 1
(A49)  [(DIZH ) = [Jz0f* + €7 [aa* + €™ ol +¢7F 5| = 2k € {1,2,3}

After expanding equation (A.49), we solve for |z;| with a parameter x. Here we
only take the positive values of the solutions since any phase information will be

included in to the phases of the vectors.

(A.50) |zo|:\/i 1+15>+2\1/3COS(X)
(A.51) |21] :\/411 1—15>+2\1/gsin(x)

(

(
(A.52) |22|:\/i<1+1

(

(A53) =

At this point we have to apply the X operator in our equations, but which ones of the
equations should we solve? We approached this by noting that the number of must
drop to six in order to find a solution. I.e. there must be some symmetries in the
equations that would reduce the number of equations. With this idea we reduce our
equations to three, |(1|Diolt)[ = £,|(¥|D11|¢)|? = 1 and |(¢)|Daoy))|? = 1 Where
[0) = [|20], |21]€"®1, | 22|€??2, —i|23|e’®1]. Finding the solution is a matter of finding
the correct x so the lines expressed by the three equations intersect at a single point

as shown on figure A.3.
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#2

w
T

1 )
f 4l

1 2 3 4 5 6

Figure A.3 plots of [([Dio|¢)|? = £,[(| D11 [¢)[? = & and | ()| Dao|t))|* = & equa-
tions. Each intersection represents a solution.

$1

V145

After solving the three equations arrive at a single solution for y = arccos Y5+,

and 4 solutions for ¢9 and 16 solutions for ¢;, thereby finding all the intersection

points on figure A.3.

1 1 1 1
A.b4 == T |
(A.54) |20] 5 5+\/§+ 5+
1 3 1 1
A.55 == B |
(4.55) 21 =3 V5~V V5
1 1 1 1
A.56 =—\|—/z-+—=+—=+1
1 /1
(A.57) |z3]:2\/5(— 15—5vV5—V5+5)
1 13-5
(A58) ng = §COS (m)
1 5+3vV0—24/54+2vH
¢1:2tan_1( \/ +3V5 \/ 25 )—l—k"/T, k=1{0,1,2,3}

\/4\/55 +25v/5+9v/5 +25
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¢1=1tan_1<— (1+\/5)(\/ﬁ—2) >—|—k7r,k:{0,1,2,3}
2\/2(2\/2(2+\/5)+\/5+4)

_ L35
(A.60) gb2—7r+2c:os (5+\/5)

b1 = ltanfl (_ m+\/3—1> +km, k= {0’1’2’3}
> JVe—1-2

(A.61) ¢o=2m— ;COS_l(;ﬁ)
¢1:;tan1< 5(\/5_1)+3\/5_5>+/€7T, k=1{0,1,2,3}

) \/10—20\/5\/3— 11

And Finally, the numerical values of the sixteen fiducial vectors is presented bellow.
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(A.62)

0.750285  0.06891 +0.480799i  0.298029 +0.268063i  0.199154 — 0.0285434¢
0.750285 —0.480799+0.06891i  0.298029 +0.268063i  0.0285434 +0.199154i
0.750285 —0.06891 —0.480799;  0.298029 +0.268063i —0.199154 + 0.0285434
0.750285  0.480799 —0.06891i  0.298029 +0.268063i —0.0285434 — 0.1991547
0.750285  0.480799 +0.06891i  —0.208029+ 0.268063i  0.0285434 — 0.199154
0.750285  0.06891 —0.480799i  —0.298029+0.268063i —0.199154 — 0.02854347
0.750285 —0.06891+0.480799 —0.298029+0.268063i  0.199154 + 0.0285434
0.750285 —0.480799 — 0.068917 —0.298029+ 0.268063i —0.0285434 +0.199154
0.750285 —0.29125+0.388703i —0.208029 — 0.268063i  0.161006 +0.12064i
0.750285  0.388703 +0.29125 —0.208020 — 0.268063i  0.12064 — 0.161006i
0.750285 —0.388703 —0.20125i —0.208020 — 0.268063i  —0.12064 +0.161006¢
0.750285  0.29125 —0.388703i —0.298029 — 0.268063i  —0.161006 — 0.12064d
0.750285  0.29125 +0.388703i  0.298029 —0.268063;  0.161006 — 0.12064i
0.750285 —0.388703+0.20125i  0.298029 —0.268063i  0.12064 -+ 0.161006i
0.750285 —0.20125— 0.388703i  0.298029 — 0.268063i  —0.161006 +0.120647
0.750285  0.388703 —0.29125i  0.298029 — 0.268063;  —0.12064 — 0.161006

Generating Set of D=6

The generating set of the Gram matrix in dimension 7 is given below.
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(A.63)
{0,0.00813836,0.0446798,0.0626793,0.136054,0.167773,0.188038,0.204613,

0.219766,0.290583,0.295695,0.366512, 0.413095, 0.418499, 0.503337,0.634103, 0.668086,
0.680387,0.717227,0.720073,0.788044,0.790891, 0.866819, 0.876862, 0.913701, 0.984518,
1.00252,1.02106,1.07049,1.10988,1.21753,1.34034, 1.37717,1.41371,1.42631, 1.49998,
1.5708,1.65677,1.681,1.7987,1.83524, 1.91402, 1.92662, 1.95834,2.03172,2.0657, 2.0711,
2.08626,2.12309, 2.26217,2.29901,2.42152, 2.70396, 2.92183, 2.95355, 3.0081, 3.27509,
3.32963,3.36136,3.57922, 3.86167, 3.98418, 4.02102, 4.16009, 4.19693, 4.21208, 4.21749,
4.25147,4.32484,4.35656,4.36917,4.44794, 4.48448, 4.60218, 4.62642, 4.71239,4.78321,
4.85688,4.86948,4.90602, 4.94285, 5.06565, 5.17331, 5.2127,5.26213, 5.28067, 5.29867,
5.36948, 5.40632,5.41637,5.49229, 5.49514, 5.56311,5.56596,5.6028, 5.6151,5.64908,
5.77985,5.86469,5.87009,5.91667, 5.98749, 5.9926, 6.06342, 6.07857, 6.09515,6.11541,
6.14713,6.22051,6.23851,6.27505 }

The corresponding frequency is given below.

{106,18,36,9,18,9,36,9,9,9,9,3,9,18,9,9,18,9,9,36,18,9,18,9,9,9,9,
0,36,3,18,18,9,9,9,18,9,3,9,9,9,9,9,18,9,3,9,9,9,9,9, 18,9, 18,21,21,9,
3,3,9,18,9,9,9,12,12,9,12,9,18,9,12,18,9,3,9,9,9,9,1,9,9,9,9,18, 1,9,
9,18,9,18,3,3,9,9,3,3,3,9,9,18,3,18,9,9,9,3,3,3,3,3}

(A.64)

Generating Set of D=7

The generating set of the Gram matrix in dimension 7 is given below.
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(A.65)
{0,0.0262707,0.0371246,0.0785547,0.0916918, 0.0965666, 0.112387,0.122846,0.143147,

0.177678,0.193142,0.20097,0.216661,0.24742,0.26626,0.266655,0.293199, 0.331247,
0.336556,0.367239,0.368539,0.396932,0.401543,0.41468,0.415772,0.417233,0.429441,
0.436073,0.456374,0.481825,0.486976,0.585191,0.592631,0.605334,0.610642, 0.630943,
0.633232,0.652073,0.657223,0.679043, 0.688766,0.704456,0.716665,0.73046,0.73415,
0.746357,0.760154,0.773291,0.774751,0.858184,0.871327,0.878485,0.884728,0.903568,
0.908178,0.910732,0.923869,0.934722,0.949451,0.976153,0.98929,0.993742,0.994165,
1.02191,1.06474,1.14026,1.14312,1.14502,1.16425,1.18986,1.1908,1.20257,1.23455,
1.2517,1.2543,1.28644,1.30822,1.31228,1.33882,1.36575,1.39365,1.42481,1.42796,
1.45825,1.45864,1.46395,1.47894,1.50293,1.50824,1.52854,1.52894,1.53083, 1.64396,
1.65965,1.71664,1.75847,1.78233,1.78462,1.80117,1.80807,1.82147,1.83193, 1.86805,
1.89134,1.97613,1.99617,2.00174,2.00403,2.03557,2.03786,2.1076,2.11145,2.16558,
2.19213,2.23642,2.25157,2.25672,2.32425,2.47613,2.48625,2.54965,2.55535,2.55724,
2.58216,2.61424,2.65338,2.67966,2.70566,2.85624, 2.87047,2.98506, 3.29813, 3.41271,
3.42694,3.57752,3.60353,3.62981, 3.66895,3.70103, 3.72594, 3.72784, 3.73354, 3.79693,
3.80705,3.95893,4.02646,4.03162,4.04677,4.09106,4.1176,4.17173,4.17558,4.24532,
4.24761,4.27916,4.28145,4.28702,4.30706,4.39185,4.41514,4.45126,4.46172,4.47512,
4.48202,4.49857,4.50086,4.52472,4.56654,4.62354,4.63923,4.75236,4.75425,4.75464,
4.77495,4.78025,4.80424,4.81924,4.82454,4.82494,4.85523,4.85838,4.88953,4.91743,
4.94436,4.97091,4.97497,4.99675,5.02889, 5.03149, 5.04864, 5.08062, 5.09239, 5.09332,
5.11893,5.13817,5.14006,5.14292,5.21845,5.26128,5.28902, 5.28944, 5.2939, 5.30703,
5.33373,5.34846,5.35932,5.37245,5.37501,5.37962, 5.39846, 5.4047,5.41186, 5.425,5.50843,
5.50989,5.52303,5.53683,5.54904,5.55272,5.56652,5.57873,5.59442,5.60414,5.62596,
5.63111,5.64995,5.65224,5.67254,5.67785,5.69055,5.69799,5.79621,5.80136,5.82681,
5.84711,5.85374,5.86595,5.86741,5.86851,5.88164,5.88625,5.91465,5.91595,5.94663,
5.95194,5.98999,6.01653,6.01693,6.03576,6.06652, 6.08222,6.09004,6.10551,6.14004,
6.16034,6.1708,6.18662,6.19149,6.20463,6.24606,6.25691 }

The corresponding frequency is given below.
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{145,9,9,9,45,9,9,9,9,9,9,9,9,9,9,9,9,9,9,9,9,9,9,9,9,9,9,9,9,3,9,
9,9,9,9,9,9,9,9,9,9,3,9,9,9,9,9,9,9,9,9,9,9,45,9,9,9,9,9,9,9,9,9,9,
9,9,9,9,9,9,9,9,9,3,9,9,9,9,9,9,9,9,9,9,3,9,9,9,9,9,9,3,9,9,9,9,9,9,
9,9,9,9,9,9,9,9,9,9,9,9,9,9,9,9,9,3,9,9,9,9,9,9,9,9,9,9,9,9,9,9,9,9,
9,9,9,9,9,3,9,9,9,9,3,9,9,9,9,9,9,3,9,9,9,9,9,9,9,9,9,9,9,9,9,9,9,3,
9,9,9,9,9,9,9,9,9,9,9,9,9,9,9,9,9,6,9,9,9,9,9,9,9,9,3,9,9,9,9,9,9,9,
9,9,9,9,9,9,3,9,3,9,9,9,9,9,9,9,9,9,9,3,9,9,9,9,9,9,9,3,3,9,9,9,9,9,
9,9,6,9,9,9,9,6,9,9,9,9,6,9,9,9,9,3,3,9,3,3,3,9,3,3,3}

(A.66)
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