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ABSTRACT

IMPROVING DEEPKINZERO WITH PROTEIN LANGUAGE MODELS AND
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Thesis Supervisor: ASSOC. PROF. OZNUR TASTAN

Keywords: Benchmark Dataset, Protein Language Models, Kinases,
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Phosphorylation is a critical post-translational modification that regulates numer-
ous cellular processes, including cell signaling. Kinases are the enzymes responsible
for catalyzing phosphorylation events. Due to their essential roles in the cell, kinases
are the major drug targets. The amino acid residue that receives the phosphate in
the substrate protein is termed a phosphosite. While high-throughput experimental
techniques can detect phosphosites, identifying the specific kinases that phosphory-
late these sites remains challenging. Computational methods, which typically rely on
supervised techniques and existing training data, fall short for understudied kinases,
also known as dark kinases, due to insufficient examples for training.

Our research group previously addressed this data limitation by framing the predic-
tion of dark kinases as a zero-shot learning problem and introduced DeepKinZero.
DeepKinZero takes the phosphosite and its surrounding sequence and kinase at-
tributes and transfers knowledge from well-studied kinases to understudied kinases
to make predictions. In this thesis, we aim to enhance DeepKinZero in several as-
pects. Firstly, we present a new evaluation setup where the evaluation splitting
strategy takes into account not only the zero-shot nature of the problem but also
the kinase group memberships, and kinase sequence similarities. This benchmark
dataset, DARKIN, serves as a challenging and valuable benchmark designed to accu-
rately assess zero-shot learning performance for dark kinase-phosphosite prediction
tasks.
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Secondly, we improve the protein sequence representation by evaluating various
protein language models in this task. As part of this study, two zero-shot mod-
els—a zero-shot k-NN model and a zero-shot bi-linear model-—have been presented
to benchmark the representation power of protein language models. Thirdly, we
demonstrate that using kinase active sites can be as effective as using the entire
kinase domain. These active sites slightly surpass the performance of the original
DeepKinZero model. Additionally, we explore a transductive approach and pseudo-
labeling strategies to leverage the known phosphosite sequences of the unlabeled
phosphosites.



OZET

PROTEIN DIiL. MODELLERI VE TRANSDUKTIF OGRENME IiLE
DEEPKINZERO'YU IYILESTIRME

EMINE AYSE SUNAR
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Tez Damgmani: DOC. DR. OZNUR TASTAN
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Fosforilasyon, hiicre sinyalizasyonu da dahil olmak tizere bircok hiicresel siireci
diizenleyen kritik bir protein c¢evrimi sonrasi degisimdir. Kinazlar, fosforilasyon
olaylarim katalize eden enzimlerdir. Hiicre i¢indeki énemli rolleri nedeniyle kinazlar
baglica ilag hedefleridir. Siibstrat proteininde, fosfat grubunun baglandigi amino asit
fosfosit olarak adlandirilir. Yiiksek verimli deneysel teknikler fosfositleri tespit ede-
bilirken, bu bolgeleri fosforile eden spesifik kinazlar1 tanimlamak hala zorlayicit bir
problemdir. Genel olarak denetimli 6grenme tekniklerine ve mevcut deneysel olarak
ispatlanmig veri setlerine dayanan hesaplamali yontemler, yeterince 6érnek olmamasi
nedeniyle az galigilmig kinazlar (karanlk kinazlar olarak da adlandirilir) igin yetersiz
kalmaktadir.

Aragtirma grubumuz daha 6nceden bu veri kisitini ele alarak karanlik kinazlarim
tahminini sifir 6rnekli 6grenme problemi olarak gergevelemis ve DeepKinZero mod-
elini tamitmistl. DeepKinZero, fosfosit ve c¢evresindeki diziyi ve kinaz ozelliklerini
kullanarak ¢ok ¢alisilmig kinazlardan az caligilmig kinazlara bilgi aktararak tahmin-
ler yapar. Bu calismada, DeepKinZero’yu cesitli yonlerden gelistirmeyi amacliyoruz.
Oncelikle, problemin sifir 6rnekli yapisina ek olarak kinaz grup iiyeliklerini ve kinaz
dizi benzerliklerini de ele alan yeni bir degerlendirme kurulumu sunuyoruz, bagka
bir ifadeyle, bu stratejileri ele alan yeni bir denek seti sunuyoruz. DARKIN ismini
verdigimiz bu denek seti, sifir 6rnekli bir kurulumda karanlik kinazlarin kinaz-fosfosit
tahminini dogru bir sekilde yapabilmek icin tasarlanmig zorlayici ve degerli bir denek
seti olarak iglev goriir.
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Ikinci olarak, protein dizilerini temsil eden vektérleri bu kurulumda cesitli protein dil
modellerini degerlendirerek gelistiriyoruz. Calismamiz dahilinde, protein dil model-
lerinin temsil gictinii kiyaslamak icin sifir 6rnekli k-NN modeli ve sifir 6rnekli ikili
dogrusal model olmak iizere iki tane sifir 6rnekli model sunuyoruz. Ugiincii olarak,
kinaz aktif bolgelerinin kullanilmasinin, tiim kinaz alaninin kullanilmas: kadar etkili
olabilecegini gosteriyoruz. Kinaz aktif bolgeleri kullanilarak egitilen bu modelin orji-
nal DeepKinZero performansini kismen gegebildigini gosteriyoruz. Ayrica, etiketlen-
memis fosfositlerin bilinen fosfosit dizilerinden yararlanmak i¢in transdiiktif 6grenme
ve sOzde-etiketleme stratejilerini kullandigimiz iki modeli DeepKinZero kurulumuna
entegre ederek deneyler gerceklestiriyoruz.
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1. INTRODUCTION

Protein phosphorylation is a key biological process that regulates various biochemi-
cal and cellular activities by serving as a switch for controlling protein function (Fis-
cher and Krebs, 1955). These phosphorylation events are critical in regulating mul-
tiple cellular processes, including signal transduction, cell division, and metabolism
(Cohen, 2000). Phosphorylation events can activate or inhibit protein function,
alter protein-protein interactions, and modulate protein stability and localization.
Protein phosphorylation involves adding a phosphate group from adenosine triphos-
phate (ATP) to specific amino acid residue locations on a protein substrate (Cohen,
2002). The substrate protein’s specific amino acid residue locations that accept
the phosphate are called a phosphorylation site or a phosphosite. The phosphosite
residues are serine, threonine, or tyrosine amino acids, and there are also histidine
residues that can be phosphorylated (Xu and Wang, 2021).

Kinases are the enzymes that mediate the phosphorylation events (Hunter, 1995).
The human genome encodes over 500 kinases, collectively referred to as the kinome,
underscoring the diversity and complexity of these enzymes. Kinases perform this
process in a site-specific manner. Thus, a kinase can catalyze only a certain subset
of substrate proteins. This specificity is highly dependent on the protein sequence
where the site resides (Bradley and Beltrao, 2019; Safaei et al., 2011).

Malfunction in phosphorylation is frequently implicated in various diseases, includ-
ing cancer, Parkinson’s disease, cardiovascular diseases, and inflammatory disorders
(Blume-Jensen and Hunter, 2001; Wang et al., 2012; Heineke and Molkentin, 2006;
Schieven, 2005). Dysregulated kinase signaling is particularly characteristic of many
cancers, prompting the development of kinase inhibitors as targeted therapies. These
inhibitors aim to specifically block the aberrant kinase activity driving tumor growth
and survival, offering a more precise treatment approach compared to traditional
chemotherapy (Cohen et al., 2021).

Even though phosphorylation is an important process and its dysregulation is known
to cause several diseases, there is still a considerable amount of information miss-

ing regarding kinase-phosphosite association data. For 95% of human phosphosites



identified, the associated cognate kinase is unknown. Around 25% of kinases have
no identified phosphosite associations, and around 35% of kinases have 10 or fewer
known phosphosite associations (Needham et al., 2019). Figure 1.1 shows the his-
togram of the phosphosite association count for human kinases (Data downloaded
in May 2023, from PhosphoSitePlus) (Hornbeck et al., 2014). Approximately 150
kinases have no known phosphosite associations, and around 195 kinases have only
1-10 known phosphosite associations. This considerable knowledge gap underscores

the critical need for enhanced research efforts.

Figure 1.1 Histogram of the number of experimentally validated phosphosites for all
human kinases.
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There has been further research to show the importance of understudied kinases.
Essegian et al. (2020) developed the Clinical Kinase Index (CKI) to highlight the
significance of these kinases in cancer treatment. Employing parameters such as sur-
vival analysis and clinical-pathological correlations from the Cancer Genome Atlas
(TCGA) (Network et al., 2012), CKI ranks kinases based on their clinical relevance
and potential. The approach is validated by demonstrating that CKI effectively iden-
tifies kinases already in clinical trials. This research underscores the importance of
studying these understudied kinases, emphasizing the need for further exploration
and information gathering to better understand their roles in cancer. Inspired by
the CKI, Vella et al. (2022) highlighted the significance of LMTK3, a dark kinase
identified as a promising therapeutic target for breast cancer treatment. Their study
made substantial progress in understanding the functional roles of this understudied

kinase, demonstrating its potential in cancer therapy.

As it has also been studied in the literature (Essegian et al., 2020; Vella et al.,
2022), addressing kinase-related diseases is critical, yet much of the phosphoryla-
2



tion data relies on experimental methods that are both costly and time-consuming.
Consequently, computational methods emerge to accelerate experimental efforts by

assigning kinases to orphan phosphosites.

There have been several computational studies on phosphorylation data, focusing
on the problems of discovering phosphosites, identifying kinase-specific phosphosites,
and finding the kinase associated with a phosphosite (Blom et al., 1999; Cortes and
Vapnik, 1995; Wang et al., 2022; Gao et al., 2010; Luo et al., 2019; Xue et al.,
2008; Patrick et al., 2015; Xue et al., 2008; Wang et al., 2020; Chen et al., 2023;
Linding et al., 2007; Zou et al., 2013; Ma et al., 2020). Most of these studies use
kinase-phosphosite association data that has been previously validated through ex-
perimentation and computes position-specific amino acid preferences in the form of
position-specific matrices (Altschul et al., 1997). To reliably estimate these kinase-
specific binding preferences, there must be an ample amount of phosphosites for a
kinase. Several other studies have experimented with supervised learning techniques,
and they also require a substantial amount of training data to make accurate pre-

dictions for a kinase.

Although these methods have shown valuable results and improvements, the need for
a large number of examples for a kinase limits their applicability for the understudied
dark kinases, as there are no or few phosphosites known for these kinases. That is
also the reason these computational methods focus solely on kinases with a large
number of examples. Consequently, methods that can transfer information from
well-studied kinases to understudied kinases emerge as a favorable approach, given
the limitations of experimental data. The first study formulating the problem as
a zero-shot learning approach was DeepKinZero, implemented by Deznabi et al.
(2020), an earlier work of our group. DeepKinZero uses zero-shot learning to predict

the possible kinases that phosphorylate a given phosphosite.

Zero-shot learning is a machine learning technique where the model predicts classes
it has not seen during training (Xian et al., 2018; Wang et al., 2019; Palatucci
et al., 2009; Zhang and Saligrama, 2015). This technique is particularly useful in
the context of phosphorylation data, given that there exist kinases with no known
sites and orphan sites with unknown associated kinases. In the context of kinase-
phosphosite prediction, the features of well-studied kinases and phosphosites can be
leveraged to transfer information to less-studied kinases, enabling the prediction of
kinase-phosphosite associations without the need for direct experimental data for
every possible interaction. By transferring information from well-studied kinases to
less-studied ones, zero-shot learning emerges as a powerful computational tool for

bridging the knowledge gaps in phosphorylation research.



This study contributes a new, reproducible dataset focused on phosphorylation data,

designed for zero-shot learning.

Protein language models (pLMs) are large language models trained on extensive
corpora derived from major protein databases. These models are designed to de-
cipher the complex semantic and intrinsic properties embedded within protein se-
quences—details that are typically challenging to interpret manually (Rao et al.,
2019; Elnaggar et al., 2021; Rives et al., 2020; Meier et al., 2021; Lin et al., 2022;
Brandes et al., 2022; Ferruz et al., 2022; Geffen et al., 2022; Elnaggar et al., 2023;
Su et al., 2023; Zhang and Okumura, 2024). Owing to their broad applicability
and proven success across various areas of computational biology, several of these
pLMs are benchmarked in this study to address the challenge of identifying the
cognate kinases for orphan phosphosites. In addition to tackling this problem, the

performance of these pLMs is benchmarked on this newly curated dataset.

Transductive learning is a sub-field of machine learning that focuses on making
predictions on a fixed set of test samples by making use of their available features
during training time (Wan et al., 2019; Lin et al., 2021b; Song et al., 2018; Xie
et al., 2021; Bo et al., 2021; Ye and Guo, 2019; Li et al., 2019). Since the majority
of known phosphosites are orphan sites, even though their cognate kinases are not
known, their features can be used during training. As a result, transductive learning

emerges as a natural solution for this task.

The first half of this thesis study aimed to create a biologically relevant phospho-
rylation dataset in a zero-shot learning setup. Creating this dataset in a zero-shot
learning setup is particularly important since many kinases do not have any re-
ported site associations, thus the prediction model should be robust to kinases it
has not seen during training. Following the dataset creation, the second half of this
study focused on developing two zero-shot models—a zero-shot k-NN model and a
zero-shot bilinear model—to predict the most probable kinase to phosphorylate a
given phosphosite. These models were then used to benchmark the performance of
several protein language models on the DARKIN benchmark dataset. Subsequently,
the best-performing protein language models were tested in the previous study of
Deznabi et al. (2020) to evaluate their performance. Finally, transductive methods

were applied to this setup.
The brief summary of the contributions of this thesis is as follows:

o We curated a biologically relevant, zero-shot dataset of kinase-phosphosite
association data, termed DARKIN, which is publicly available!.

Thttps://github.com /tastanlab/darkin
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o We provide two simple zero-shot models, the zero-shot k-NN model and the
zero-shot bi-linear model, in which we conduct a comprehensive evaluation of
the protein language models to benchmark their performance on the DARKIN

dataset.

» We experimented with and share the results of a transductive model (Quasi-
Fully Supervised Model) and a pseudo-labeling model, aiming to make use of

the orphan phosphosites.
The remainder of this thesis is organized as follows:

o Chapter 2 provides background information on the details of phosphorylation
events. It then provides a comprehensive review of previously studied com-
putational models for kinase-phosphosite association prediction. This review
includes a detailed explanation of DeepKinZero, the method which this thesis
expands upon. Additionally, it covers prominent protein language models and

several transductive learning models.

o Chapter 3 first explains the problem formulation and provides detailed infor-
mation on the DeepKinZero model. Later in this chapter, Section 3.2 explains
the details of the data gathering and curation processes, as well as the descrip-

tion of the dataset splitting script and its strategy.

o Chapter 4 provides a detailed explanation of the protein embeddings, includ-
ing both the baseline and the protein language model (pLM) embeddings. It
lists all the protein representations that will be experimented with, presented
in Table 4.1. Later on in this chapter, Section 4.2, explains the zero-shot adap-
tation of the k-NN model, and Section 4.3 discusses the implementation of the
bi-linear zero-shot model used to test the effectiveness of the aforementioned

protein representations.

o Chapter 5 details the transductive model, the Quasi-Fully Supervised Model
(QFSM), and the semi-supervised learning approaches, specifically progressive
pseudo-labeling, which were experimented with in this setup with the aim of

leveraging orphan phosphosites for potential performance improvements.

o In Chapter 6, we first present the dataset statistics for the DARKIN bench-
mark dataset for split 1, which is the default split used in this study. Subse-
quently, we evaluate the protein language models tested on both the zero-shot
k-NN model and the zero-shot bi-linear model, identifying the best performing
pLM. In Section 6.4, the comparison between kinase domain and active site

representations is presented. Later, in Section 6.5, the results of the Quasi-



Fully Supervised Model are reported. Following this, in Section 6.6, the results
of the pseudo-labeling approach are discussed. Finally in Section 6.7 an error

analysis on the QFSM and pseudo-labeling approach is conducted.

o We conclude our work and discuss future directions in Chapter 7.



2. BACKGROUND AND LITERATURE REVIEW

This chapter will review the resources for experimentally validated phosphorylation
data, the computational methods used on phosphorylation data for phosphorylation
data prediction, protein language models, and transductive and semi-supervised
learning methods that will be applied to phosphorylation data in the problem for-

mulation of this thesis study.

2.1 Background on Phosphorylation and Kinases

In this subsection, we provide background information on phosphorylation, kinases,

and the available phosphorylation data databases.

2.1.1 Phosphorylation

Protein phosphorylation is among the important and well-studied post-translational
modifications where a phosphate group is attached to a residue in the substrate.
The residue that accepts the phosphate group is termed the phosphosite (Fischer
and Krebs, 1955). There are several techniques through which phosphorylation
data is collected, including immunoblotting, direct staining, isotopic labeling, and
mass spectrometry (MS), each with its own applications and limitations (Delom and
Chevet, 2006). Among these methods, mass spectrometry is the most widely used
approach due to its high sensitivity and specificity. Additionally, mass spectrometry
enables the identification of phosphorylation sites across a wide range of samples,
which is essential for collecting phosphorylation data (Delom and Chevet, 2006). For
this reason, mass spectrometry is the principal method for collecting experimentally

validated phosphorylation data.

As mentioned previously, the phosphosite is the specific site on a protein where the
phosphorylation event occurs. The protein where the phosphosite resides is also

referred to as the substrate protein. The phosphosite residue, typically an amino
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acid, receives a phosphate group from the catalyzing enzyme (Fischer and Krebs,
1955). In this study, the phosphosite is represented as a sequence of 15 amino acids,
with the phosphosite positioned at the center. This means the phosphosite’s seven
neighboring amino acids are on both sides. Phosphorylation can occur in multi-
ple regions of a protein substrate, influencing various biological processes (Tyanova

et al., 2013).

Active sites on a protein are often preserved across different species through evolution
(Liang et al., 2006). In their study, McDonald et al. (2018) show that phosphosites
are also preserved across different species, indicating the importance of these regions
on a protein. This conservation underscores the evolutionary significance of phos-
phosites and their potential to enlighten the understanding of cellular mechanisms

and functions.

2.1.2 Kinases

Kinases are the enzymes that catalyze phosphorylation reactions (Hunter, 1995).
There are various types of kinases, such as protein kinases and lipid kinases; how-
ever, this study will focus on protein kinases (Yang et al., 2008). Protein kinases
consist of multiple domains that contribute to different functional activities of the
kinase. Key domains include the kinase domain, which is essential for phosphoryla-
tion; ATP-binding sites, crucial for enzymatic activity; and protein-protein interac-
tion domains, such as SH2 or PH domains, which facilitate interactions with other
molecules (Krupa and Srinivasan, 2002; Réhm et al., 2021). Given the focus of this

study on phosphorylation, the primary domain of interest is the kinase domain.

With over 500 proteins, the human kinases perform various functions to regulate
the cell. Manning et al. (2002) defined a set of 518 human protein kinases and cate-
gorized this set into 10 groups and 116 families based on similarities in their kinase
domains. This categorization technique has been one of the most valid and widely
accepted methods. There are several other systems used for classifying kinases, one
of which involves the enzyme commission numbers (EC numbers). EC numbers
provide a classification based on the chemical reactions that enzymes catalyze and
are retrieved from the ENZYME database (Bairoch, 2000). Another approach for
classifying kinases involves the KEGG pathways they participate in, highlighting
the functional roles these enzymes play in various biochemical processes (Kanehisa

et al., 2016).

2.1.3 Available Phosphorylation Databases
8



There exist several phosphorylation data databases such as PhosphoSitePlus, EPSD
(Eukaryotic Phosphorylation Sites Database), PHOSIDA (Phosphorylation site
database), Phospho.ELM, PhosphoGRID, and PhosphoPep (Hornbeck et al., 2015;
Lin et al., 2021a; Gnad et al., 2007; Diella et al., 2004; Stark et al., 2010; Bodenmiller
et al., 2008). These databases differ subtly in their scope and focus; for example,
Hornbeck et al. (2015) has the most extensive source of data, including both human
and non-human kinases and sites, yet it restricts its coverage to eukaryotic organ-
isms. Stark et al. (2010) focuses on in vivo experiments (experiments done on living
organisms). Databases such as Lin et al. (2021a) and Gnad et al. (2007) also provide

additional information such as the functional contexts of these sites.

2.2 Computational Methods on Kinase-Phosphosite Association

Prediction

Since determining the cognate kinase of a phosphosite is time-consuming and costly,
several computational methods have been developed to predict kinase-phosphosite
associations. This section will introduce and explain the computational methods to
predict kinase-phosphosite interactions. First, the models implemented for phospho-
site prediction will be introduced. While this thesis study does not focus specifically
on the problem of site prediction, it is valuable to study and explore these methods
to gain a better understanding of the improvements in the field and the techniques
being used. Subsequently, models that specifically predict kinases will be intro-
duced. Finally, the zero-shot learning models in this field will be explained, which

is the primary focus of this thesis study.

2.2.1 Phosphosite Prediction Models

In this subsection, we provide a literature review of models focused on phosphosite

prediction, specifically those focused on identifying phosphosites.

2.2.1.1 General Phosphosite Prediction Models

The phosphosite prediction models aim to recognize phosphosites in a given protein

sequence. Thus, the input is the protein sequence, optionally accompanied by other



functional and structural information, and the output is whether a phosphosite exists

in the protein sequence or not.

One of the earliest computational methods in this field was developed by Blom et al.
(1999), who introduced NetPhos, an artificial neural network specifically designed for
predicting phosphosites. This model leverages both protein sequence and structural
features to enhance prediction accuracy. They also use varying window sizes and
datasets to increase accuracy. NetPhos specifically focuses on predicting tyrosine,
serine, and threonine phosphorylation sites, generating sequence logos for these three
categories of phosphosites to recognize the frequent amino acid residues present at

these sites.

PhosphoSVM, introduced by Dou et al. (2014), is a phosphorylation site prediction
tool based on support vector machines (SVM) (Cortes and Vapnik, 1995). Phospho-
SVM uses sequence-level features to characterize the input protein sequence: these
include 1) conservation of the site as measured by Shannon entropy (SE) (Shannon,
1948), relative entropy (RE) (Kullback and Leibler, 1951) of the positions, ii) struc-
tural feature predictions based on sequence, including protein secondary structure
(SS) (Garnier et al., 1978), predicted protein disorder (PD) (Dunker et al., 2000), sol-
vent accessible area (ASA) (Lee and Richards, 1971), overlapping properties (OP)
(Wu and Brutlag, 1995), averaged cumulative hydrophobicity (ACH) (Sweet and
Eisenberg, 1983) and k-nearest neighbor (k-NN) (Cover and Hart, 1967). Phospho-
SVM demonstrated high accuracy in predicting phosphorylation sites across species
it had not been trained in, reflecting its ability to generalize to diverse species.

Notably, the k-NN attribute significantly enhanced prediction accuracy.

One of the recent improvements brought into the field of general phosphosite pre-
diction is TransPhos (2022), developed by Wang et al. (2022), which employs a
transformer-encoder architecture combined with a densely connected neural network
for general phosphosite prediction. Through experimentation they have shown that
TransPhos shows significant improvements over previously used approaches that em-
ploy LSTM, RNN, and CNN architectures (Graves and Graves, 2012; Elman, 1990;
Rumelhart et al., 1986; Jordan, 1997; LeCun et al., 2015) by achieving AUC values
of 0.8579 for serine, 0.8335 for threonine, and 0.6953 for tyrosine, which shows the

significance of using transformer-encoder based models in identifying phosphosites.

2.2.1.2 Kinase-Specific Phosphosite Prediction Models

Kinase-specific phosphosite prediction models can be further divided into two cat-
egories: models that make site predictions directly according to individual kinases,
10



and models that make predictions based on kinase groups and families.
Single Kinase-Specific Phosphosite Prediction Models

An early tool developed for site prediction is Musite (2010), introduced by Gao et al.
(2010). Musite aims to predict both general and kinase-specific phosphorylation
sites. They approach the phosphosite prediction problem as a binary classification
problem. They first collect data from six organisms from Uniprot (Consortium,
2018). These collected sites are positive samples. To train the classifier model,
they also generate negative samples using the same positive site samples, but by
removing the specific site location. They acknowledge that there is a risk these
negative samples might turn out to be actual positive sites, however since it is a very
small probability, they neglect the risk. Later on, they train separate SVM (Cortes
and Vapnik, 1995) models for each organism, using amino acid frequency around
the site, k-NN scores, and a protein disorder predictor as their main features. k-NN
scores are calculated by finding the k most locally similar samples from both positive
and negative samples, then they get the k nearest neighbors from the k positive and
k negative samples combined, and the percentage of the positive closest neighbors
gives the k-NN score. They take the k-NN features for several different values of k.
To make predictions for query samples, they average the results of all the trained
SV Ms.

DeepPhos (Luo et al., 2019) uses a densely connected deep neural network for general
and kinase-specific phosphosite prediction. DeepPhos specifically uses the densely
connected CNN architecture (DC-CNN) (LeCun et al., 2015), where convolutional
layers are connected, right after one another with intra-block concatenation, hence
concatenating the output of one layer with the input of the subsequent layer. In the
final prediction layer they use inter-block concatenation, where the output of any
previous convolutional layer block from any layer could be concatenated with its
input layer. By training this DC-CNN model, they learn high-dimensional vector
representations of protein sequences, which they eventually use for phosphorylation
site prediction. A key feature that differentiates DeepPhos from previous approaches
is its use of transfer learning. They fine-tune DeepPhos using kinase-specific phos-

phosites.
Kinase Group and Family-Specific Phosphosite Prediction Models

One of the earliest models to apply kinase hierarchy-based phosphosite prediction is
the GPS 2.0 (Xue et al., 2008) model. GPS 2.0 can predict kinase-specific phospho-
sites for 408 kinases using a hierarchical structure with four levels: group, family,

subfamily, and single PK. A prominent contribution of the GPS 2.0 model is its
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ability to identify Aurora-B-specific substrates. Later, GPS 5.0 was developed, with
advancements over its predecessor, GPS 2.0, in predicting kinase-specific phospho-
sites (Wang et al., 2020). GPS 5.0 supports predictions for a wider range of human
kinases, covering 489. It also introduces novel methods such as Position Weight
Determination (PWD) and Scoring Matrix Optimization (SMO), resulting in higher
prediction accuracy compared to its predecessor. Recently, GPS 6.0 has been intro-
duced, offering improvements over previous versions (GPS 2.0 and GPS 5.0). GPS
6.0 integrates novel methods that have proven to significantly boost performance,
including Penalized Logistic Regression (PLR), Deep Neural Network (DNN), and
Light Gradient Boosting Machine (Light GBM) algorithms (Chen et al., 2023; Park
and Hastie, 2008; LeCun et al., 2015; Fan et al., 2019).

Phosphopick (2015) is a model designed to predict phosphosites for given ki-
nase groups (Patrick et al., 2015). They integrate features such as cellular con-
text—including both environmental and biological factors that influence protein be-
havior and function—along with protein-protein interactions (PPI) and variations
in protein quantities throughout the cell cycle. They point out that other models,
which do not use cellular context information, often fall short in identifying sites
for specific kinase binding motifs, leading to high false positive rates. To overcome
this issue, Phosphopick combines PPI data with cell-specific protein abundance and

cellular context information.

2.2.2 Kinase Assignment Prediction Models

Focused on solving a similar problem, there are also models specifically designed to
predict which kinase is most likely to phosphorylate a given site. This approach
reverses the typical site prediction problem by focusing on identifying the kinase
instead of the site itself. This subsection will provide a detailed overview of the
methodologies centered on kinase assignment prediction. In this sub-section, the

kinase prediction models will be categorized into two sections:

2.2.2.1 Kinase Assignment Prediction Models in the Conventional Setup

(Non-Zero-Shot Based Approaches)

One of the earlier efforts in identifying the cognate kinase of a given phosphosite,
NetworKIN (2007), developed by Linding et al. (2007) is a computational frame-
work that combines consensus substrate motifs, which are patterns in the substrate

protein that are recognized by specific kinases and context modeling, which is the
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protein-protein interaction data. They integrate data from the STRING database,
which provides probabilistic interaction scores for protein-protein interactions (Szk-
larczyk et al., 2019). They also employ Position-Specific Scoring Matrices (PSSMs)
(Altschul et al., 1997) from Scansite, which provides a mathematical representation

of the likelihood of an amino acid to belong to a specific location (Obenauer et al.,

2003).

A later effort for predicting kinases for experimentally validated phosphosites is
PKIS (2013), developed by Zou et al. (2013). This machine learning-based approach
uses the composition of monomer spectrum (CMS) encodings, an encoding strategy
based on the frequency of amino acids in a sequence. They employ SVMs in their
approach (Cortes and Vapnik, 1995).

A later model, KSP, combines both network-based and sequence-based architectures
to predict the kinase responsible for phosphorylating a given site (Ma et al., 2020).
Ma et al. (2020) highlights the large corpus of phosphosites identified by phospho-
proteomic technologies, many of which are not yet associated with a cognate kinase.
To address this problem, they developed a model aimed at predicting the kinases
that phosphorylate these sites. The model integrates protein-protein interaction
(PPI) data and substrate-kinase relationships. Given a phosphosite, KSP returns a
ranked list of kinases most likely to phosphorylate the site by defining an affinity

score with the site for each of the kinases.

2.2.2.2 Zero-Shot Based Kinase Prediction Models

2.2.2.2.1 DeepKinZero

This thesis study extends the previous model of DeepKinZero (Deznabi et al., 2020).
For this reason, this section will detail and explain the DeepKinZero model and

elaborate on its core objectives.

The DeepKinZero model is a deep learning model, which specifically uses a bi-
directional LSTM architecture, and is built for the zero-shot learning setup. It
takes phosphosite embeddings as inputs to predict the kinase class most likely to
phosphorylate a given phosphosite. Thus it casts the problem as a multi-class clas-
sification task. DeepKinZero learns intrinsic knowledge from well-studied (light)
kinase classes during training. It then transfers this knowledge onto the test do-
main, which comprises kinase classes with sparse phosphorylation data—referred
to as dark kinases. In what follows, we will provide the details on DeepKinZero

architecture.
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Refining Phosphosite Embeddings with LSTM The phosphosites are repre-
sented as amino acid sequences of length 15, where the specific phosphosite residue
is placed in the middle of this sequence. Initially, ProtVec embeddings for these
sequences are extracted (Asgari and Mofrad, 2015a). ProtVec embeddings are gen-
erated for every trigram, in other words, three continuous residues in a protein
sequence. Given that each trigram embedding is of size 100, the resulting represen-
tation for a phosphosite is 13x100. These embeddings are then fed into a Bi-LSTM
(Graves and Graves, 2012) model after passing through a batch normalization layer.
The LSTM layer consists of 512 LSTM cells. The final representation from the
LSTM layer is batch normalized again and fed into an attention layer for better

refinement and representation.

Kinase Feature Integration to Kinase Representations For the kinase em-
beddings, refinement using LSTM is not applied, as several manually curated fea-
tures hold valuable information about the kinases’ functionality. The features for
the kinases include the ProtVec representation of the kinase domain sequences, the
family and group information of the kinases, and the Enzyme Commission (EC)
classification of the kinases. These three features are concatenated to form the final

representation of the kinase.

The Zero-Shot Learning Model To achieve transfer learning between light and
dark kinases, Deznabi et al. (2020) learn a compatibility matrix. In this study, they
use the following bi-linear compatibility function proposed by Sumbul et al. (2017):

d m d
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They use this bi-linear function to train the compatibility matrix. The input to
this bi-linear compatibility function is the phosphosite and kinase embedding pairs,
shown as 6(z) and ¢(y) respectively, and the output is a scalar which represents
how compatible these site and kinase pairs are; in other words, it outputs a score
that represents how likely a kinase is to phosphorylate the given phosphosite. Thus,
the compatibility matrix is designed to learn the compatibility between the site and
kinase embeddings. This score could be assumed as the probability score generated
by the model for each kinase, thus the compatibility scores for each kinase is then
passed to a Softmax function. As a result, the ZSL model outputs a predicted kinase,
which is then evaluated by calculating the cross-entropy loss with the ground truth

label for that site. The DeepKinZero architecture is depicted in Figure 2.1.
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Figure 2.1 This figure presents the DeepKinZero architecture by Deznabi et al.
(2020). The architecture’s upper half depicts the phosphosite embeddings refinement
with an LSTM layer. The phosphosite embeddings are fed into the LSTM layer,
followed by an attention layer to enhance representation and focus. The use of
kinase features and their concatenation is shown in the lower-left corner. Finally, the
refined phosphosite and kinase embeddings are fed into the zero-shot learning model,
which employs the bi-linear function by Sumbul et al. (2017) to learn a compatibility
matrix between the kinase and phosphosite embeddings. The predicted kinase by
the model is then evaluated using cross-entropy loss with the ground truth labels.
(With permission, the figure is reproduced from Deznabi et al. (2020).)
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2.2.2.3 Recent Developments for Predicting Dark Kinase Activity

Kinase activity prediction is a research field dealing with kinases, which slightly
differs in its focus from our setup; it concentrates on determining whether a ki-
nase would phosphorylate a site or not (Casnellie and Krebs, 1984; Casnellie, 1991;
Glickman, 2012; Zhang and Daly, 2012; Wiredja et al., 2017; Cann et al., 2017). A
recent study that also aims to predict kinase activity, specifically focusing on dark
kinases, is Yilmaz et al. (2021). This study developed a functional network, RoKAI,
by integrating data from multiple sources, including protein-protein interactions,
experimentally validated kinase-substrate data, and gene expression profiles. They
use a probabilistic model to make inferences on kinase interactions. This informa-
tion enables them to be able to transfer knowledge and eventually allows them to

transfer information from known data to missing annotations. Thus, this enables
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their model to be able to make kinase activity predictions on dark kinases.

Ma et al. (2023) conducted a study focused on predicting phosphorylation sites for
understudied kinases. They built a similarity network for kinases by employing
STRING confidence scores (Szklarczyk et al., 2019), sequence data, functional data,
and protein domains. Through this similarity network, they aimed to integrate
this information and transfer knowledge from well-studied kinases to understudied
ones. They used experimentally validated data as positive samples to train their
predictive models, including support vector machines (SVM) and fully connected

neural network-long short-term memory (FCNN-LSTM) models.

Most recently, to specify the specific region of interest for each human kinase,
Zhou et al. (2024) developed Phosformer-ST, an explainable transformer model.
Phosformer-ST is trained solely on 1D protein sequences. Zhou et al. (2024) use
SHapley Additive exPlanation (SHAP) (Lundberg and Lee, 2017) to analyze the
intrinsic findings of their transformer model. Despite not being trained in a con-
ventional zero-shot setup, Phosformer-ST has zero-shot prediction capabilities, in
other words, it could make predictions on dark kinases due to its multitask learning
downstream task training and its use of ESM-2 as its pretrained model. They apply
multitask learning using a shared encoder, with the embeddings directed either to

a masked language model or to a classifier for kinase-specific site predictions.

2.3 Protein Language Models

Protein language models (pLMs) have emerged as powerful tools for vectorizing
proteins, enabling the representation of proteins as multidimensional vectors that
capture complex biochemical properties, thereby easing advanced computational
tasks such as predicting protein interactions, structure, and function, surpassing

most traditional approaches.

Alley et al. (2019) applied similar methods as in large language models to learn
UniRep, a vector representation of protein sequences, making it a notable mention
as one of the leading pLMs in the field. Alley et al. (2019) used advanced deep
learning techniques to learn a representation from the protein sequences, captur-
ing intrinsic and complex patterns within the protein. They specifically trained
a Multiplicative LSTM (m-LSTM) network with 1900 hidden cells over 24 million
UniRef50 amino acid sequences (Krause et al., 2016; Suzek et al., 2007). UniRep
brought great improvements to the biological domain, signifying the success of deep

learning architectures in this domain.
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Among the earlier models, TAPE sets the foundation by establishing benchmarks
for training and evaluating protein models (Rao et al., 2019). Rao et al. (2019)
claim that there are several datasets and evaluation techniques used in biological
settings, however these are not standardized. Thus with the aim of meeting this
need, they build a benchmarking framework where they provide standardized tasks.
These tasks are selected from broad and distinct areas of the biological domain,
making sure to test different fields of studies. They specifically present five distinct
semi-supervised learning tasks. Selecting these tasks from different parts of the field

ensures the models to be tested and to be able to generalize to the biological domain.

Subsequently, ProtTrans introduced transformer-based architectures, training auto-
regressive models and auto-encoder models on a vast corpus of protein sequences,
leveraging unsupervised approaches to capture hidden biophysical features from pro-

tein sequences (Elnaggar et al., 2021).

Following these advancements, Meta Al introduced the ESM-1b model (Rives et al.,
2020). One of the significant contributions of the ESM-1b architecture is its applica-
tion of unsupervised learning to a large corpus of protein sequences, which enables
the model to extract generalized, intrinsic knowledge relevant to a variety of protein-
related tasks. Specifically, ESM-1b is trained on 250 million protein sequences, using
only sequence data without additional features. The primary objective is to derive
generalized information from this extensive corpus. The model treats proteins as
sequences of amino acids, adopting a character-based approach to learning, given
the limited number (20) of standard amino acids, rather than a word-based ap-
proach (Kim et al., 2016; Mikolov et al., 2012). To ensure effective generalization
and success in contact prediction, it is crucial for the model to handle long sequences
and focus on essential parts of the sequence, thus emphasizing the importance of
attention mechanisms (Vaswani et al., 2017). Therefore, they employ a transformer
model with 33 layers and 250 million parameters, trained on the UR50/S dataset
with extensive hyperparameter optimization, now recognized as the ESM-1b trans-
former. As a result of this training, the representations learned by ESM-1b have
been experimented on critical biological benchmarks, including secondary-structure
prediction, long-range residue-residue contacts, and remote homology detection.
ESM-1b represents the beginning of a larger initiative to extract knowledge from a
vast corpus of protein sequences through unsupervised learning, setting the stage

for the development of subsequent ESM models.

Following ESM-1b, Meta Al released the continuing series of the ESM models, in-
cluding ESM-1v (2021), ESM-2 (2022) and the recently published ESM-3 (2024),

each offering improvements to the previous architecture (Meier et al., 2021; Lin et al.,
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2022; Hayes et al., 2024). ESM-1v is specifically designed to address the challenge
of understanding variant effects in protein sequences. It operates on the prior belief
that the functional properties of proteins are encoded through evolution into their
sequences. By leveraging unsupervised learning on extensive corpora of protein se-
quences, ESM-1v aims to decode this information embedded within the sequences.
The developers of ESM-1v point out the inconvenience of traditional approaches,
which require training a new model for each new task. However, if a model can
effectively learn sequence variation, it could eliminate the need to train separate
models for different tasks. ESM-1v demonstrates that it can capture the functional
effects of sequence variation without relying on experimental data, purely through
unsupervised learning. The model, a transformer-based language model with 650
million parameters, is trained to predict variant effects in protein sequences using
the ESM-1b architecture and a masked language modeling approach, as described
by Rives et al. (2021). The ESM-2 model is trained using a BERT-style encoder-
only transformer with modifications to the number of layers, attention heads, hidden
size, and feed-forward hidden size (Devlin et al., 2018). It makes use of a learned
positional encoding called Rotary Position Embedding (RoPE) instead of the static
sinusoidal encoding used in the original transformer model (Su et al., 2024). Ad-
ditionally, dropout layers in both the hidden layers and attention layers have been
removed. The latest ESM architecture, ESM-3, is a generative language model capa-
ble of acting as an evolutionary simulator, predicting proteins that are evolutionary
distant from known present-day proteins. It employs a transformer architecture with
several enhancements: Pre-layer normalization instead of Post-layer normalization,
Rotary Position Embeddings as used in ESM-2, and SwiGLU in place of ReLU
(Xiong et al., 2020; Shazeer, 2020; Nair and Hinton, 2010). ESM-3 is available in
three sizes: small (48 layers, 1.4B parameters), medium (96 layers, 7B parameters),

and large (216 layers, 98B parameters).

Subsequently, a BERT-based model named ProteinBERT was introduced by Bran-
des et al. (2022). The ProteinBERT model is trained on protein sequences and GO
annotations. The input to the ProteinBERT model is the corrupted version of both
the protein sequence and the GO annotations, and the model tries to recover the
original uncorrupted version of these protein sequences and GO annotations, using
a denoising autoencoder architecture (Vincent et al., 2008). Similarly leveraging
another prominent transformer model, Ferruz et al. (2022) introduced a GPT-based
pLM named ProtGPT-2. ProtGPT-2 is capable of sampling proteins similar to real-
life example proteins. Furthermore, ProtGPT-2 is also capable of generating protein
sequence regions that have not been explored in the literature. Recently, Su et al.

(2023) trained a model, SaProt, using Foldseek representations of proteins, thus
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integrating and learning representations of proteins leveraging their 3D structure
(van Kempen et al., 2022). SaProt is trained on 40 million protein sequences and
structures and is evaluated on critical and well-known biologically relevant tasks,
surpassing the performance of the ESM models. This significant improvement of
SaProt highlights the benefits brought by the integration of 3D structure, empha-
sizing structure as a prominent feature to employ in protein language models. Most
recently, a model named ProtHyena was developed, which combines transformer and

recurrent neural networks (Zhang and Okumura, 2024).

2.4 Transductive and Semi-Supervised Learning Approaches

Transductive learning and semi-supervised learning are methods in machine learning
that are specifically beneficial when there is very little labeled data or when there
is a vast amount of unlabeled data whose features are available during training.
Semi-supervised learning leverages both labeled and unlabeled data during training,
aiming to generalize to other unseen test data (Zhu, 2005). Similarly, transductive
learning also focuses on using labeled and unlabeled data during training; however,
unlike semi-supervised learning, transductive learning focuses on given unlabeled
data, which is generally the test data, rather than generalizing to new unseen data
(Vapnik et al., 1998). These methodologies are particularly relevant in fields like
bioinformatics, where obtaining comprehensive labeled datasets can be challenging,

and the need for precise models is critical (Zhu, 2005).

2.4.1 Transductive Learning Approaches

This section will discuss transductive learning approaches relevant to zero-shot learn-

ing setups, which is the focus of this study.

The domain shift problem is a well-known issue that generally occurs in zero-shot
learning setups due to the model being trained on the training domain and not
being able to adapt to the test domain, resulting in a domain shift problem. Aiming
to overcome the domain shift problem, Wan et al. (2019) define visual structure
constraints using Chamfer distance, Bipartite matching, or Wasserstein distance
(Barrow et al., 1977; Edmonds, 1965; Villani et al., 2009). Using one of these
distance metrics, they aim to minimize the distance between the projected vector
of the test sample and the nearest class vector in the visual space by leveraging the

attribute vectors of the test data.
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Song et al. (2018) introduce Quasi-Fully Supervised Learning (QFSL), which uses
a transductive approach that utilizes the test samples during training. To adhere
to fundamental machine learning principles where test labels are unavailable during
training, they employ a novel strategy. They decrease the loss of the predictor model
when test classes are predicted for test samples, while standard cross-entropy loss is

computed for training samples using the actual class labels.

Dealing with document classification, Lin et al. (2021b) extract the BERT features
of words in the documents to construct a graph representation (Devlin et al., 2018).
This graph not only includes representations of words from training documents but
also integrates words from test documents, thereby enriching the model’s under-

standing of word connections across both training and test datasets.

2.4.2 Semi-Supervised Learning Approaches

The concept of semi-supervised learning consists of diverse methodologies; how-
ever, this section will specifically focus on pseudo-labeling, a specific kind of semi-
supervised learning. Specifically, pseudo-labeling approaches relevant to zero-shot

learning setups will be discussed.

Li et al. (2019) propose a novel pseudo-labeling method where they prioritize pseudo-
labeling the classes they categorize as "hard classes". They propose two approaches
for identifying these hard classes. The first strategy categorizes a class as hard if it
is predicted infrequently, while the second strategy incorporates prior knowledge of
class distribution to categorize a class as hard. Later, the authors implement dy-
namic pseudo-labeling, where hard classes are labeled proportionally to the model’s

epoch progression, based on more confident predictions.

Ye and Guo (2019) integrate pseudo-labeling with ensemble learning, another
paradigm frequently used in machine learning which involves combining the pre-
dictions of multiple versions of the same model. In their study, they suggest that
learning a single projection matrix through model training might not be sufficient.
Thus, by using the same model architecture, they train K models by sampling K
different subsets from the sample set, thereby learning K different projection matri-
ces. These matrices are then used to predict test samples, employing either majority
voting or averaging of predictions to determine the final pseudo-labeled outcome.
Later, they add the pseudo-labeled samples into the next iteration of the training

process, thus performing progressive pseudo-labeling.
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3. PROBLEM FORMULATION AND THE DARKIN

BENCHMARK DATASET CURATION

This chapter first presents the details of the problem formulation for the zero-shot
prediction for dark kinases. The evaluation setup is critical for assessing the per-
formance of the models; we will detail our efforts in creating a benchmark dataset.
Subsequently, we discuss various methods experimented with in the DeepKinZero

problem formulation to achieve improvements.

3.1 Zero-Shot Learning Problem Formulation

This thesis study builds on the previous work of Deznabi et al. (2020), where they
developed a zero-shot learning model, DeepKinZero, which accepts phosphosite em-
beddings and outputs a kinase. Deznabi et al. (2020) achieve this by learning a

compatibility matrix between the phosphosite and kinase embeddings.

Deznabi et al. (2020) employ the approach contributed by Sumbul et al. (2017),
which learns a compatibility function between the input and output embeddings.
This compatibility function can be represented as F': X x Y — R. The DeepKinZero
model takes as input w;, the phosphosite embedding, and y;, the kinase embedding,
and outputs a compatibility score. This score indicates the likelihood of the ki-
nase phosphorylating the phosphosite. The likelihood of a kinase phosphorylating

a phosphosite can be calculated using the formula in Equation 3.1.

exp(F(z,y))
Zy'eYte exp(F(x, y/))

(3.1) plyj lz) =

The compatibility function F'(z,y) is defined as follows:
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-
(3.2) F(z,y) = [6(37)] W {¢(y)]

In this representation, 6(z) and ¢(y) are embeddings of the input variables x and y,
respectively. The vectors are augmented with a constant 1 to incorporate a bias term
directly into the compatibility matrix . This matrix W projects the augmented
embeddings into a scalar compatibility score, which quantitatively evaluates how

well the phosphosite, x, and kinase, y, align with each other.

3.2 Benchmark Dataset Creation

A benchmark dataset of kinase-phosphosite associations for the zero-shot prediction
task of dark kinase-association predictions has been curated as part of this thesis
study. This section outlines the improvements over the previous evaluation frame-
work applied in DeepKinZero (Deznabi et al., 2020) and the steps undertaken to
gather, process, and create the data for the zero-shot learning setup. The resulting
dataset is called DARKIN. The scripts used to establish this dataset are publicly
available in the Darkin GitHub repository! to foster further studies within the re-

search community.

3.2.1 Enhancing the DeepKinZero Dataset: Improvements Based on Pre-

vious Dataset Analysis

In their previous work, Deznabi et al. (2020) created a dataset consisting of kinase-
phosphosite pairs representing experimentally validated kinase-phosphosite associa-
tions. To address potential improvements and to use up-to-date data, this study’s
first stage involved developing an algorithm that employs various strategies to create

randomized and reproducible kinase-phosphosite association dataset splits.

Deznabi et al. (2020) created dataset splits according to the number of phospho-
rylation data associated with each kinase, in other words, the number of unique
kinase-phosphosite pairs associated with each kinase. In the DeepKinZero paper,

they referred to dark kinases as "rare kinases" and light kinases as "common kinases".

Thttps://github.com /tastanlab/darkin
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The train, validation and test splits are based on kinase-phosphosite pair associa-
tions. In the DeepKinZero dataset, kinases that have more than 5 phosphosite
associations are designated as train kinases, those that have exactly 5 phosphosite
associations are designated as validation kinases, and kinases that have fewer than
5 phosphosite associations are set as the test kinases. Since the aim of DeepKinZero
is to predict the dark kinases that phosphorylate a given phosphosite, this setup
reflects the deployment scenario, where the test set consists of the actual dark ki-
nases. Thus, DeepKinZero performance is evaluated over phosphosite-dark kinase
associations of dark kinases. However, there are very few kinase-phosphosite asso-
ciations to evaluate. Thus, while the scenario is close to the real-life scenario, the
performance evaluation might be limited for many kinases. In our work, as detailed
in Section 3.2.4.5, we establish a specific threshold for kinases in the test set to
ensure a sufficient number of samples for these kinases, in order to have a more
robust evaluation. Although this method does not reflect real-life scenarios—since
test kinases are those with a considerable number of phosphosite associations and
are, therefore, technically not considered dark kinases—the strategy was chosen to

enhance the robustness of the model’s evaluation within this study.

Deznabi et al. (2020) used the kinase-phosphosite associations from PhosphoSitePlus
(Hornbeck et al., 2014). However, many more kinase-phosphosite associations have
been added to the PhosphoSitePlus database throughout the years. In this work,

we update the dataset with the newest version.

In addition to this, Deznabi et al. (2020) used the kinase set provided by Manning
et al. (2002), which is the most commonly used and oldest kinase set. A more recent
study provides a curated kinase set with kinases known to show experimentally
validated kinase activity (Moret et al., 2020). In this work, we use this work to form

the human kinase list.

Up-to-date data have been gathered to address potential improvements, and a new
and unique data-splitting strategy has been developed as part of this thesis. The
details of the data gathering and splitting phases are explained in the following

sections.

3.2.2 Data Collection

This section presents the details of the methodology and the sources which are
utilized to construct the DARKIN dataset.
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3.2.2.1 The Human Kinase Set

The first publicly available kinase set is the 518 human kinase set by Manning et al.
(2002). There have been multiple other kinase sets defined by other studies, such as
Manning et al. (2023), Eid et al. (2017), UniProt Consortium (2023a), and Moret
et al. (2020). Even though the definition of a kinase is clear, there is not a consensus
on how to label an enzyme as a kinase. As a result, these mentioned kinase sets
partially overlap. After careful analysis of the publicly available kinase sets, we
decided to use the 557 human kinase set provided by Moret et al. (2020) in this
study, as they provide an up-to-date, consistent, and well-curated list of kinases.
This kinase list consists only of kinases that have experimentally proven phospho-
transfer activity. Unlike Manning et al. (2002), this list includes all known Protein
Kinase Like (PKL) kinase domains and excludes kinases with "Unrelated to Protein

Kinase" (uPK) and "Unknown' protein kinase domain folds.

Moret et al. (2020) provide two human kinase sets, one consisting of an extended
list of 710 human kinases and the other a further curated dataset of 557 human
kinases. Their extended kinase dataset includes both kinases with experimen-
tally proven phospho-transfer activity and kinases without experimentally proven
phospho-transfer activity. On the other hand, the curated dataset consists only of
kinases with known Protein Kinase Like (PKL) domains. Kinases with "Unrelated
to Protein Kinase' (uPK) and "Unknown' protein kinase domain folds have been
excluded from the curated kinase dataset. They have included STK19, even though
it has an unknown fold because it is known that STK19 plays a role in phospho-
rylation (Yin et al., 2019). As the curated kinase dataset of 557 kinase domains
presents a well-defined and consistent kinase list, with features such as family and
group information being nearly complete, we used this kinase set as the foundation

kinase set.
The collected kinase information is listed below:

e Kinase Domain: Kinase domains are regions within a kinase that actively
participate in phosphorylation. First, we retrieve the protein sequence of the
entire kinase using the UniProt API (UniProt Consortium, 2023b). Subse-
quently, the kinase domains were extracted from these sequences using the
indices provided in the 557 human kinase set (Moret et al., 2020). Since Moret
et al. (2020) also retrieved the index information from UniProt, directly using

the indices provided in the dataset gave accurate and consistent results.

e Group & Family: In their study, Manning et al. (2002) classified kinases
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into family and group hierarchies based on their catalytic domain similarity.
This classification was supported by additional features, including sequence
similarity, domain structure outside the catalytic domains, known biological
functions, and a comparable classification of the yeast, worm, and fly kinomes.
In total, 10 groups and 116 families were defined. The group and family
information of the kinases, as defined by Manning et al. (2002), was present
in the 557 kinase set. Thus, we directly use the family and group information

provided in the 557 human kinase dataset.

+ Enzyme Commission (EC) Numbers: Another hierarchical feature that
could be used as an additional feature for kinases is Enzyme Commission (EC)
categorization. EC classifies enzymes based on the chemical reactions they
catalyze and are retrieved from the ENZYME database (Bairoch, 2000). The
EC numbers are provided in four levels of numerical representation, separated
by dots. All kinase-related categorization belongs to the same first two higher
levels, which are 2.7. On the third level, there are six main kinase categories,
which further divide into the fourth level of the categorization. For instance,
the kinase ‘000141 belongs to the EC category 2.7.11.1, as it could be seen the
two higher categories start with 2.7, which is then followed by the two lower
categories which are 11 and 1. It should also be mentioned that a kinase could
belong to multiple EC categories. For example, the kinase ‘000329’ belongs
to two EC categories: 2.7.1.137 and 2.7.1.153.

3.2.2.2 Substrates

Substrates are the target proteins that undergo phosphorylation. Thus, the starting
point of the substrate dataset was the set of all protein substrates in the kinase-
substrate association dataset retrieved from PhosphoSitePlus (Hornbeck et al.,
2014). To represent the substrates, we collected the whole amino acid sequence
of the substrate proteins using the UniProt API (UniProt Consortium, 2023b). All
sequences were successfully retrieved from the API except for 30 substrates. To col-
lect the sequences for these remaining 30 substrates, we manually searched the IDs
and used the ID-to-ID mapping tool on the UniProt website. Manual searches in the
PhosphoSitePlus database were performed for the substrates whose sequences were
still missing. The cross-references of these substrates to the UniProt database were
used if any existed. All substrates whose sequences were not successfully retrieved

through these steps were removed from the substrate dataset.
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3.2.2.3 Kinase-Phosphosite Association Data

In this study, we used experimentally validated kinase-phosphosite associations. Sev-
eral publicly available databases report experimentally validated kinase-phosphosite
associations, such as Hornbeck et al. (2014), Dinkel et al. (2010), Yao et al. (2012)
and Ullah et al. (2016). We use the kinase-substrate dataset provided by Hornbeck
et al. (2014) because it contains many human kinase phosphorylation data points

and is regularly updated.

3.2.2.4 Protein Structures

The one-dimensional sequence information of a protein contains useful functional
information about the protein itself. However, the information that can be extracted
from the sequence might fall short in some aspects when representing a protein.
The 3D structure of a protein provides additional details beyond the 1D sequence
to represent binding and functional properties. The structural information of both

the substrates and kinases was collected.

Experimentally determined protein structures are obtained from PDBe (Protein
Data Bank in Europe, 2023). AlphaFold Protein Structure Database provides
prediction-based protein structures (DeepMind, 2023). The protein structures were
retrieved using the AlphaFold API (DeepMind and European Bioinformatics In-
stitute, 2023; Jumper et al., 2021b). Large protein structure predictions were not
available in the AlphaFold database, so the protein structures for these proteins were
downloaded from PDBe, ensuring the retrieval of the protein structure that has the
largest coverage of the specific domain of interest for that particular protein. The
important sections for kinases are the kinase domains, and the important sections
for the substrates are the phosphosites. Thus, when retrieving these protein struc-
tures from PDBe, the structures that include the phosphosite of the substrate and
the structures that include the largest coverage of the kinase domain for the kinases

were retrieved.

Predictions for isoform proteins and for large proteins whose structure is not present
in either PDBe or the AlphaFold database have been predicted using ColabFold
(Mirdita et al., 2022). ColabFold is a tool similar to AlphaFold which predicts the
3D structures of proteins. The main difference between AlphaFold and ColabFold
lies in their accessibility and prediction time, which mostly depends on how they

handle the MSA search phase, a phase required for structure prediction. Colab-
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Fold? is implemented to run both in Google Colab and locally, by installing and
downloading the required packages and libraries. On the other hand, AlphaFold3
presents a slightly less accurate version in Google Colab and a downloadable Docker
version. In addition to this, AlphaFold handles its MSA search phase by searching
large databases such as UniRef90 and MGnify (Consortium, 2018; Mitchell et al.,
2020). On the other hand, ColabFold uses Many-against-Many sequence searching
(MMseqs2), which results in a much shorter running time. The running time of
this phase takes orders of hours for AlphaFold and orders of minutes for ColabFold.
Thus, it was decided to use ColabFold due to its advantages in accessibility and

running time.

3.2.2.5 Kinase Active Sites

The active sites of kinases are the amino acid residues in the protein that are actively
involved in phosphorylation. These amino acid regions in the protein correspond
to the regions where the phosphoryl group directly binds. To identify kinase active
sites in this study, the method developed by Born et al. (2021) is followed. Modi and
Dunbrack Jr (2019) provided a structurally validated multiple sequence alignment
for 497 human kinases. Using this multiple sequence alignment, amino acid residues
corresponding to the 29 amino acid residues identified as the kinase active sites of
Protein Kinase A (PKA) by Sheridan et al. (2009) were extracted. This process was
performed for all kinases in the 557-kinase set, except for atypically defined kinases.
This is because the atypical kinases either partially align or do not align at all with
Protein Kinase A, so they were not included in the multiple sequence alignment
prepared by Modi and Dunbrack Jr (2019). Therefore, the entire kinase domain was

used for the kinase active site regions of atypical kinases.

3.2.3 Data Pre-Processing

This section presents the details of the pre-processing steps taken to curate the
collected data (refer to 3.2.2 for data collection).

3.2.3.1 Kinase Domains

2https: //colab.research.google.com/github/sokrypton/ColabFold /blob/main/AlphaFold2.ipynb

3https://colab.research.google.com/github/deepmind /alphafold/blob/main /notebooks/ AlphaFold.ipynb
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Pre-processing the Kinase Domains The kinase domains were extracted from
the full protein sequence using the indices provided in the 557 kinase set by Moret
et al. (2020). Only one kinase, STK19, did not have starting and ending kinase
domain indices due to it having an unknown fold (uPK). Thus, the whole protein

sequence was used as the kinase domain for STK19.

As mentioned in Moret et al. (2020), 13 human proteins have two defined kinase
domains. 11 of these proteins, which have two kinase domains, also exist in the
kinase substrate dataset downloaded from PhosphoSitePlus (Hornbeck et al., 2012).
As kinases are identified by their accession IDs inside the kinase-substrate dataset,
and since both kinase domains have the same accession ID, it was not possible to
identify which kinase domain was responsible for the phosphorylation of that specific
phosphosite. The studies identifying specific phosphorylation events did not provide
information on which kinase domain specifically played a role in the phosphorylation
event. They only provided general knowledge and assumptions on which kinase
domain might have been responsible for the phosphorylation (Dummler et al., 2005;
Tomas-Zuber et al., 2001). Some studies that investigated the phosphorylation
events of these proteins claim that both kinase domains are catalytically active
(Janknecht, 2003; Bignone et al., 2007; Zhao et al., 1995). Thus, as mentioned in
Dummler et al. (2005), even though one of the kinase domains should be responsible
for the ATP binding, the other domain and the linker region between these two
kinase domains also play a regulatory role in phosphorylation. Therefore, for these
11 proteins that have two kinase domains, it was decided to define the kinase domain
as the starting point of the first kinase domain until the end of the second kinase

domain, including the linker region between these domains.

Kinase Domain Alignments After defining the kinase domains for each kinase,
the similarity matrix of the kinases is constructed using their kinase domains. This
similarity matrix is used to identify how similar a kinase domain is to every other
kinase domain in the kinase set. The construction of the similarity matrix is impor-
tant for the next steps where imputation is performed when kinase information is

missing.

The global pairwise sequence alignment of all 544 kinase domains (557 total kinases
minus 13 with two domains, resulting in 544 kinase domains) was calculated using
the publicly available Biopython library (Cock et al., 2009). A gap penalty of
-11 and a gap extension of -1 have been used for this calculation. Biopython’s
sequence alignment function provides an unnormalized similarity score, which could
be misleading considering the varying sizes of the kinases. Thus, the normalized

version of this score, named the identity score, has been used for the similarity score
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matrix construction. The sequence identity score is calculated using a publicly
available GitHub repository by JoaoRodrigues (2016).

For kinase information imputation, both the kinase similarity matrix and the visual
2D mapping of this matrix are used to identify the most similar kinases. To visually
analyze the relation between the kinase domains, t-SNE (Van der Maaten and Hin-
ton, 2008) has been used to map the similarity matrix into a 2-dimensional space.
The 2D mapping of the kinase similarity matrix can be seen in Figure 3.1. Fur-
ther details on how these two methods are used to impute the missing information
are provided in Section 3.2.3.1.1 for imputing kinase group and family and Section
3.2.3.1.2 for imputing the EC features.

Figure 3.1 This figure shows the 2D t-SNE projection of the kinase identity score
matrix, which represents the pairwise kinase domain similarities of all kinases in the
human kinome as percentages. Consequently, this plot illustrates how the kinase
domains of all human kinases align together in a 2D space.
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3.2.3.1.1 Imputing Missing Kinase Family and Group Information

It has been shown in the prior work of Deznabi et al. (2020) that the kinase hierarchi-
cal information, which mainly consists of the kinase family and group information,
greatly improves model performance. Thus, the kinase family and group information
provides valuable insights regarding the kinases. Consequently, this information is

collected as one of the primary features of the kinases.

Seven kinases in the kinase set had missing family information, and six of them also
had missing group information. Since the kinase family and group features provide
important information for the kinases, there should not be any kinase in the dataset

with missing or unidentified family and group features. Therefore, the family and
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group information for these seven kinases has been imputed using the kinase domain

similarity score matrix and the 2D visual projection of this similarity matrix.

To impute the missing family and group features, the sequence-wise most similar
10 kinases’ family and group features are analyzed, giving more weight to the more
similar kinases. The kinase group and family features are imputed as the majority
group and family if there is a clear majority group and family. If the group and family
features cannot be clearly decided using this approach, then the 2D visual projection
is used as a second method. To visually analyze which family and group this kinase
belongs to, the kinases in the 2D visual projection are labeled with their group
and family features (one projection is labeled with groups and another projection is
labeled with families for clarity and easy inspection). The projection labeled with
kinase groups is shown in Figure 3.2 (kinases with missing group information are
excluded from this visualization). As can be seen in the visualization, kinases with

the same group tend to cluster together.

Figure 3.2 Visual alignment of the 2D t-SNE projection of the kinase identity score
matrix, with kinase domains colored according to their respective kinase groups.
Kinases without an assigned group are excluded from this visualization.
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Kinases with missing group and family features are projected into 2D space to
visually analyze the kinase group clusters they are closest to. The kinases with
missing group features can be seen in Figure 3.3, projected as black circles. The
plots are interactive and show the UniProt ID of the kinase when hovered over. As
can be seen in this figure, the black dot, close to the kinase group cluster of "CMGC"

colored in dark green, shows "Q9UQ88" when hovered over.
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Figure 3.3 Visual alignment of the 2D t-SNE projection of the kinase identity score
matrix, with group labels. Kinases whose groups are missing and need to be imputed
are colored in black.
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As stated in Duong-Ly and Peterson (2013), kinases in the "Other" group are
sequence-wise not similar to the groups defined in Manning’s group definition (Man-
ning et al., 2002). Following this ideology, for the kinases with missing group and
family information that did not fall into a previously defined group or family by a
clear margin but were still close to each other in the 2-dimensional space, an addi-
tional group named "Other2" and an additional family named "other family" have
been defined in the dataset.

3.2.3.1.2 Imputing Missing Kinase EC Numbers

Four kinases” EC numbers were missing in the dataset. To impute the EC feature
for these kinases, the EC numbers of the 10 closest kinases in the similarity matrix,
based on pairwise identity score, were analyzed. For kinases that did not fall into a
specific EC number feature with a clear margin, a zero vector was assigned as the

EC number feature.

3.2.3.2 Substrates

The substrate with UniProt ID Q9BVL4 contained a ‘U’ in its amino acid sequence,
which is unusual for a protein sequence. Therefore, for unexpected letters in the
substrate sequences, these unusual letters were replaced with the letter ‘X’, as this
is the convention used in the BLOSUMG62 matrix.
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3.2.3.3 Kinase-Substrate Dataset

The kinase substrate dataset consists of experimentally validated kinase-phosphosite
associations. In other words, it contains information about the kinases that phos-
phorylated specific phosphosites. The phosphosite information is presented with the
specific site of phosphorylation and the seven neighboring residues on both sides,
resulting in an amino acid sequence of length 15. The following decisions were made

to clean and finalize the dataset:

« Removal of Non-Human Kinase Associations: Kinase-phosphosite as-

sociations related to non-human kinases were removed.

e Inclusion of Non-Human Substrates: No organism restriction was made
on the substrates since interactions between human kinases and non-human
substrates could also provide valuable information. There are preserved se-

quences throughout the same gene for different organisms, also known as MSA.

o Canonical and Isoform Variations: Substrates do not necessarily have to
be the canonical form of the protein but could also be isoform variations of the
canonical version. However, kinase-phosphosite associations where the kinase

was not in its canonical form were removed.

« Removal of Fusion Kinases: Fusion kinases were removed as they might

show unusual behavior.

 Removal of Non-Existent Kinases: Kinase-phosphosite associations where
the kinase does not exist in the collected kinase set (refer to 3.2.2.1) were

removed.

« Removal of Non-Existent Substrates: Kinase-phosphosite associations
where the substrate does not exist in the collected substrate set (refer to

3.2.2.2) were removed.

« Removal of Inconsistent Phosphosite Sequences: Kinase-phosphosite
associations where the phosphosite sequence of length 15 does not exist in
the substrate’s whole amino acid sequence were removed, as these kinase-

phosphosite associations might introduce noise.

e Inclusion of Pseudogenes and Pseudokinases: Kinase-phosphosite asso-

ciations containing pseudogenes or pseudokinases were kept.

3.2.4 DARKIN: The Zero-Shot Benchmark Dataset
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In this section, detailed specifications of the DARKIN dataset and the implementa-
tion details of the script to generate the DARKIN dataset will be provided.

3.2.4.1 DARKIN Dataset

To be able to make predictions for the dark kinases, we cast the problem in a zero-
shot learning task. The evaluation of the zero-shot learning model is not trivial in
this scenario as kinases differ in the number of examples they have and kinases have
similarities to each other, which needs to be taken into account in a fair evaluation
setup. We generate a procedure and implement this as a script to generate several
different versions of train, validation, and test splits in the zero-shot learning setup.

Below we describe these efforts.

3.2.4.2 Dataset Description

After the data collection and curation steps mentioned in the previous sections, a
total of 17,617 kinase-phosphosite associations remain. The description of how this
data is split into train, validation, and test sets will be provided in the upcoming
sections. Prior to detailing this division, the features of the dataset will be described

in this subsection.

There are a total of four columns/features used in this dataset: SUB_ACC_ID,
SUB_MOD_RSD, SITE_ +/-7_AA and KINASE _ACC__IDS. The descriptions of

these columns are provided below:

SUB__ACC_1ID: The UniProt ID of the substrate protein in which the phospho-

site resides.

SUB_MOD_ RSD: The specific residue location of the phosphosite inside

7th

the substrate protein. For example, S267 corresponds to the 26 amino acid

inside the protein sequence, which is also a serine amino acid.

SITE_ +/-7_AA: The amino acid sequence of length 15 that contains the
phosphosite residue in the middle, or in other words, in the 8 residue location.
If the phosphosite is close to either of the terminal ends of the protein, padding is
added with " " to ensure that the phosphosite is positioned in the middle of the

sequence.
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KINASE_ACC_1IDS: The kinase UniProt IDs known to phosphorylate
this specific phosphosite in this given substrate protein. Since a phosphosite could

be phosphorylated by multiple kinases, this column could contain multiple kinases.

A snippet of the dataset is provided in 3.1 to give a better understanding of the data.

Table 3.1 This table presents a sample snippet from the DARKIN dataset. The
columns from left to right represent: 1) the substrate accession ID, 2) the residue ID
of the phosphosite within the protein sequence, 3) the 15-residue sequence with the
phosphosite at the center, and 4) the kinase accession IDs experimentally validated
to phosphorylate this phosphosite. As shown in the table, a phosphosite can be
phosphorylated by multiple kinases.

SUB_ACC_ID SUB_MOD_RSD SITE_+/-7_AA KINASE ACC IDS
P01106 S267 PPTtssDsEEEQEDE  P48729, P68400
000267 T784 MyGsGsrtPMyGsQt P50613, P50750
P12839 S503 EEPEVEKsPVKsPEA P49840

P18887 T519 EDPyAGstDENtDsE ~ P68400

3.2.4.3 Introduction to the DARKIN Script

The DARKIN dataset splits are generated in a reproducible manner, thus the same
splits could be generated when the same parameters are entered to the generation
script. There are several parameters that could be adjusted accordingly. The full
list of the dataset parameters can be found in Appendix A.1. Some important

parameters will be touched upon in this subsection.

Random Seed: The random seed that will be set to ensure the reproducibility of

the same dataset on different runs.

Kinase Similarity Percent: The identity similarity score of the kinase domains
that will be taken into consideration when splitting the dataset. This similarity
percent defines the similarity level at which the kinases are considered highly
similar. (Kinase domains that have similarity equal to or above this will be placed

inside the same dataset).

Kinase Count Test Threshold: The threshold number of phosphorylation data

for a kinase to be able to enter the test dataset. In other words, kinases that have
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fewer phosphorylation data than this threshold will not be candidate kinases to

enter the test dataset.

Stratify Percentage for Unseen Test Kinase: The percentage of the dataset

to be entered into the test set as unseen kinase-phosphosite data.

The DARKIN dataset is made publicly available at this GitHub link?.

3.2.4.4 Using the DARKIN Script

In this subsection, the procedure for downloading and running the DARKIN script
from the GitHub repository is explained.

Listing 3.1 The step-by-step instructions for downloading and running the DARKIN
script are provided in this listing.

4https://github.com/tastanlab/darkin
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# parameters could be set when running the script, this line sets
the random seed to 12 when running the script

python create_darkin_split.py --RANDOM_SEED 12

3.2.4.5 Strategies Used in the DARKIN Generation Process

We consider several aspects of the problem and the nature of the biological problem

to build good evaluation splits. These strategies are detailed below:

« Number of phosphosites per test kinase: The classes to be predicted
are kinases, and the performance of each test kinase is reported to evaluate
the performance of the applied models and methods. To have a more reliable
and robust evaluation, the kinases must be evaluated on a sufficient number of
phosphosites. To ensure this, a threshold for the number of kinase-phosphosite

pairs related to the validation and test kinases is set.

o Stratification with respect to kinase groups: In the previous study by
Deznabi et al. (2020), it was shown that family hierarchy information provides
the most valuable insights. Additionally, the dataset contains only 392 kinases
distributed across 11 kinase groups and 129 kinase families. Stratifying with
respect to kinase families is not feasible since there would not be sufficient
kinases from each family for each split. Since kinases within the same kinase
group share evolutionary relationships and functional similarities (Manning
et al., 2002), kinases are stratified according to their kinase groups to ensure

equal representation of kinase groups in train, validation, and test splits.

e Sequence similarity of kinases: To prevent optimistic and unrealistic eval-
uation of test kinases, sequence-wise similar kinases are placed in the same
split (train, validation, or test). The identity sequence similarity distribution
of the kinase pairs can be seen in Figure 3.4. There are around 47 kinase
pairs with a sequence similarity of 90 or above. These similar kinase pairs are
always placed together in a randomly chosen split. This criterion is important
so that the model is not trained on very similar kinases that exist in the test

split.

36



Figure 3.4 Histogram showing the distribution of kinase pair similarity scores. This
plot illustrates the number of kinase pairs whose similarity scores fall within specific
ranges, providing a visual representation of the frequency of different similarity levels
among kinase pairs. The histogram shows that there are 47 kinase pairs with over
90% sequence similarity.
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3.2.4.6 Implementation Details of the DARKIN Generation Script

The details of the zero-shot dataset splitting code will be described in this subsection
step-by-step.

1. Calculating Site Associations: Since the dataset is generated for the zero-
shot setup, the train and test kinases should be disjoint. Thus, it can be said
that the splitting process will be based on the kinase classes. As the first step,

the number of site associations for each kinase is calculated.

2. Group-wise Stratification of Kinase-Phosphosite Associations: After
calculating the number of site associations for each kinase, if the parameter
for splitting the dataset with respect to kinase group is set to ‘True,” then the
total number of kinase-phosphosite associations within each kinase group is
calculated. The distribution of the total number of kinase-phosphosite asso-
ciations within each kinase group can be seen in Figure 3.5. Next, a specific

portion of each kinase group is calculated to be placed in train, validation, and
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test sets. Thus, the number of kinase-phosphosite associations that should en-
ter into train, validation, and test sets from each kinase group is calculated

numerically. This process is illustrated in Figure 3.6.

Figure 3.5 Distribution of kinase-phosphosite association samples across kinase
groups. This plot displays the number of association samples for each kinase group,
highlighting the variation in sample counts among different groups.
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Figure 3.6 Visualization of the process of stratifying kinase-phosphosite data into
train, validation, and test sets with respect to kinase groups. This plot demonstrates
how the data is partitioned across the different sets, ensuring representation from
each kinase group.
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After all pre-calculations are done, the process of deciding how much data from
each kinase will enter which set (train, validation, or test) will be calculated

in the following steps.

3. Handling Sequence-wise Highly Similar Kinases: When placing kinase
classes into their respective sets, in the first step, the kinases that have
sequence similarity above a parameterized threshold are identified. These
similar kinases are placed into sets due to the transitivity property (The
sets where similar kinases are placed into will be named as "similarity sets"
throughout this explanation). If kinasel is similar to kinase2, and kinase2

38



is similar to kinase3, then kinasel, kinase2, and kinase3 are all considered
similar and kinasel, kinase2 and kinase3 will be in the same similarity set.
These similar kinases are placed into the same sets (train, validation or test)

together, abiding by the following rules:

« If any kinase in a specified similarity set has fewer site associations than
the predefined test threshold, then all kinases in this set, in other words,

all kinases similar to this kinase, are placed into the train set.

e For the remaining kinase similarity sets, if all kinases in the set have
more site associations than the test threshold, then one of the train
or test sets is randomly selected and all kinases in the aforementioned

kinase similarity set are placed into this set.

This step is illustrated in Figure 3.7.

Figure 3.7 Visualization of the process for placing sequence-wise highly similar ki-
nases into the same set, assuming a test threshold of 15 samples. The figure show-
cases two potential scenarios: In the upper half, if one of the similar kinases has
fewer samples than the test threshold, both kinases are placed in the train set. In
the lower half, if both similar kinases exceed the test threshold, a random set (train,
validation, or test) is selected, and both kinases are placed in that set.
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4. Placing Low Association Kinases in Train Set: In the next step, the
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kinases that have fewer site associations than the parameterized test threshold

are placed in the train set. This step is illustrated in Figure 3.8.

Figure 3.8 This figure shows the process of placing kinases with a site association
count lower than the parameterized test threshold into the train set, assuming a test
threshold of 15 samples. The value next to each kinase represents its site association
count, formatted as Kinase Name: Kinase Site Association Count.
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5. Random Distribution of Remaining Kinases: Kinases are selected ran-

domly from among the remaining kinases until the target number of kinases
is reached according to the target number previously calculated in step 2.
Once all kinase groups have reached the target number of kinase-phosphosite

associations, all remaining kinases are set as train kinases.

6. Distribution of Specific kinase-phosphosite Associations: Up until this
step, kinases are set as either train or test kinases, and the number of kinase-
phosphosite association counts that should be placed using this kinase into
train or test is specified. However, the specific kinase-phosphosite associations
are not yet distributed into the train and test sets. In this step and forward, the
specific kinase-phosphosite associations will be split into train or test according

to the kinases associated with that kinase-phosphosite association.

A phosphosite could be associated with multiple kinases, and these kinases
could have been specified as train or test in step 5. Thus, some phosphosites
might be phosphorylated by both a train kinase and a test kinase. In these
situations, it is not straightforward to decide whether these kinase-phosphosite
associations should be placed into train, test, or neither. When splitting the

kinase-phosphosite associations related to these kind of phosphosites into train
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and test, the following rules are applied:

o If all kinases that phosphorylate the phosphosite are specified as train
kinases, then this kinase-phosphosite association will be placed into the

train set.

o If all kinases that phosphorylate the phosphosite are specified as test
kinases, then this kinase-phosphosite association will be placed into the

test set.

o If some kinases that phosphorylate a phosphosite are specified as train
and some as test, then the version of the kinase-phosphosite association
where the test kinase is excluded is placed into the train set, and likewise,
the version of the kinase-phosphosite association where the train kinase
is excluded is placed into the test set. This process is illustrated in Figure

3.9.

Figure 3.9 Phosphosites phosphorylated by both train and test kinases are added to
the train set by excluding the test kinase and to the test set by excluding the train
kinase.

P19525 : Train Kinase
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7. Splitting Train Set into Train and Validation: The same procedure
between steps 1-6 is repeated to split the train set into the final version of the

train and validation sets using the parameter set specified for validation.

41



4. ZERO-SHOT MODELS TO BENCHMARK DARKIN AND TO

EVALUATE PROTEIN LANGUAGE MODEL PERFORMANCE

To benchmark the performance of various protein language models in the DARKIN
dataset setup, two simple zero-shot learning models are implemented. This section
will first present the protein language models that will be experimented on and later

will explain these two zero-shot models.

4.1 Evaluated Protein Language Models and Baseline Encodings

In this study, protein language models (pLMs) were selected based on their acces-
sibility, reported performance in the literature, and recent development. Table 4.1
presents the pLMs experimented with in this study and their properties'. Pro-
cessing large dimensions of protein embeddings poses a challenge. To enable more
efficient processing, the column-wise average of the embeddings for all pLMs was
computed, excluding the padding (PAD) token vectors. Additionally, for pLMs with
a classification (CLS) token, the vectors corresponding to this token were used as

an embedding summary.

4.2 The Baseline Model: A Zero-Shot k-NIN Model

To establish baseline scores, an adaptation of the k-NN(Cover and Hart, 1967) model
for the zero-shot learning setup is implemented. This model was deliberately kept
simple to evaluate the representation strength of various protein language models.
The process begins by identifying the k£ most similar training sites to a test site for
which a kinase prediction is to be made. Since these sites belong to training kinases,
their kinase labels are known. Next, the majority train kinase among all kinases
associated with these k train sites is determined. Subsequently, the most similar

test kinase to this majority train kinase is identified. This selected test kinase is

I This table has been curated by Zeynep Igik, a member of our group who is also a member of the TUBITAK
project 122E500
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Table 4.1 The Protein Language Models (pLLMs) compared in this study. This table
has been curated by Zeynep Isik, a member of our group who is also a member of
the TUBITAK project 122E500

PLM Dataset Vector Model Represen- Objective Paper
Size Size tation
TAPE PFAM 768 38M Sequence Sequence-based,Structural Rao et al., 2019
Feature Prediction
ProtBERT BFD100, UniRef100 1024 420M Sequence Sequence-based, Structural, Elnaggar et al., 2021
ProtALBERT UniRef100 4096 224M Sequence Physicochemical Feature Elnaggar et al., 2021
ProtT5-XL BFD100, UniRef50 1024 3B Sequence Prediction Elnaggar et al., 2021
ESM-1b UniRef50 1280 650M Sequence Structural, Physicochemical Rives et al., 2020
Feature Prediction
ESM-1v UniRef90 1280 650M Sequence Sequence Variant Prediction Meier et al., 2021
ESM-2 UniRef50 1280 650M Sequence Structural Feature,Contact Lin et al., 2022
Prediction
ProteinBERT UniRef90 1562 16M Sequence Sequence-based Feature, Brandes et al., 2022
GO Annotation Prediction
ProtGPT2 UniRef50 1280 738M Subword  Protein Design and Engineering  Ferruz et al., 2022
Sequence-based, Structural,
DistilProtBERT UniRef50 1024 230M Sequence Physicochemical Feature Geffen et al., 2022
Prediction
Ankh UniRef50 1536 1.5B Sequence General Purpose Modeling Elnaggar et al., 2023
SaProt AlphaFold2, PDB 1280 650M Sequence, Structure-Aware Feature, Su et al., 2023
Structure Mutation Effect Prediction

ultimately predicted as the kinase for the test site by the zero-shot k-NN model.
The prediction process of the zero-shot k-NN model is illustrated in Figure 4.1.

4.3 The Bi-Linear Zero-Shot Model

In addition to the zero-shot k-NN model, throughout this study, a second learning
method, the Bi-linear Zero-Shot Model (BZSM), is also implemented. Similar to the
Zero-shot k-NN model, the purpose of BZSM is to assess the strength of the protein
language models. Unlike the k-NN model, the bilinear model is designed similarly to
the DeepKinZero model by using the same bilinear compatibility function employed
in DeepKinZero. However, the key difference is that in this model, the phosphosite
embeddings are not fine-tuned using an LSTM layer. This approach aims to directly
measure the performance and strengths of the protein language models within a pure
bilinear compatibility function setup, without any enhancement by additional model

components. The BZSM is visualized in Figure 4.2.
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Figure 4.1 This figure depicts the step-by-step prediction process of the Zero-shot

k-NN model.
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(a) Step 1: For a given test phospho-
site, first the k most similar training
phosphosites in the phosphosite rep-
resentation space are located.

Train Sites Train Kinases

X
x X
, X
X Xy Xy
TR SYTEVIIR NN e

(¢) Step 3: In the subsequent step,
the kinase most resembling the ma-
jority train kinase in the kinase rep-
resentation space is predicted as the
zero-shot dark kinase.

(b) Step 2: Subsequently, the most
common light kinase (train kinase)
among the kinases associated with the
nearest neighbor phosphosites is iden-
tified. In cases where there is no ma-
jority, the kinase of the nearest neigh-
bor is utilized.
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(d) Step 4: The model finalizes its pre-
diction by selecting the dark kinase
(test kinase) most similar to the ma-
jority light kinase from the previous
step.
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Figure 4.2 The Visualization of the Bi-linear Zero-Shot Model (BZSM). The bilinear
compatibility function F' takes the phosphosite and kinase embedding vectors and
is trained to minimize the cross-entropy loss over light kinases.
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Using the compatibility function by Sumbul et al. (2017), BZSM aims to estimate
the compatibility between a given pair of phosphosite x and kinase y. The compat-
ibility between phosphosite and kinase embeddings is learned using the formulation
F(x,y)=[0(x)" 1]Wé(y)" 1]7 where §(z) € R? is the phosphosite representa-
tion, and y € R™ is the kinase representation. The model is trained by minimizing

the regularized cross-entropy loss:

(4.1) min— 37 logp(y|z) + AW
(l‘,y)GDtr

where the summation runs over all kinase-phosphosite pairs available in the training

set Dy = (24,v5), and p(y|x) is the softmax of F' over the light kinases:

exp F(z,y)

42 _ .
(4.2) p(yl) S e, oxpF(z.4)

The /5 regularization term in Eq. 4.1 is implemented as weight decay in practice. At

test time, p(y|z) is calculated via softmax over the test kinases.
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5. LEVERAGING UNLABELED DATA WITH

SEMI-SUPERVISED AND TRANSDUCTIVE LEARNING
APPROACHES

As stated earlier, there is a vast corpus of orphan phosphosites, phosphosites whose
associated kinase is not known. Even though the associated kinases of these phos-
phosites are unknown, the phosphosites themselves could be leveraged to learn in-
trinsic information from phosphorylation data, potentially improving our model’s
performance. We experimented with two approaches aimed at leveraging these or-
phan phosphosites, often referred to as unlabeled data. This section describes these
two approaches, which are implemented in the DeepKinZero problem formulation:

a transductive learning approach and a semi-supervised learning approach.

5.1 Quasi-Fully Supervised Model

Quasi-Fully Supervised Learning (QFSL) is a transductive approach in which both
the train and test samples are utilized in the training process Song et al. (2018).
Since both train and test samples are used in the training phase, the predictions in
the training phase are made for both the train and test kinases. The unique aspect
of QFSL lies in its handling of the loss function. Regular cross-entropy is applied to
the training samples, where labels are known. A novel approach is used for the test
samples whose labels are unavailable during training: the loss calculation includes
the negative log sum of the predictions for these test kinases. QFSL loss is shown

in Equation 5.1:

1 Ns . 1 M _
(5.1) L=— Ly(a})+——> ALp(z;) + QW)
N i=1 Ni i=1

where the Lj loss is defined in equation 5.2:
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(5.2) Ly(zj) =—-In Y p;
€Yy

The loss in Equation 5.2 encourages the model to predict the test kinases for unseen
test samples. The full adaptation of the QFSL loss into the DeepKinZero setup is
described in Figure 5.1.

Figure 5.1 This figure illustrates the adaptation of the Quasi Fully Supervised Loss in
the DeepKinZero setup, demonstrating the integration of the loss function with the
model architecture. Both train and test samples are fed into the same DeepKinZero
architecture, but different loss functions are applied. Cross-entropy loss is used to
train phosphosites with known labels. The model’s predictions on test kinase classes
are summed and added to the final loss for test phosphosites with unknown labels.
This encourages the model to predict test kinases for unlabeled test samples.
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This model which uses QFSL, will be referred to as the Quasi-Fully Supervised
Model (QFSM) throughout this study.

5.2 Pseudo-Labeling

To assess the integration of unlabeled data (orphan phosphosites) and test data
in the training phase, a well-known method in semi-supervised learning, pseudo-

labeling, is applied to the DeepKinZero model. In this section, the pseudo-labeling
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process and approach will be explained first. Next, we describe the upsampling

strategies we applied to improve pseudo-labeling performance.

5.2.1 The Pseudo-Labeling Process

During pseudo-labeling, the vast unlabeled corpus, which consists of over 350,000
phosphosites, and the test dataset are pseudo-labeled. Initially, the model is trained
on the training dataset, predicting only the train kinases. At the end of an epoch,
if the model surpasses its previous highest score on the validation dataset, pseudo-
labeling is applied to the unlabeled data. A sample is pseudo-labeled only if the
prediction for the sample is above a specific confidence threshold. In other words,

only confident predictions are added to the pseudo-labeled dataset.

Since the true labels of the orphan or test sites (the kinases that phosphorylate these
sites) are not known during training, predictions are made on all train, validation,
and test kinases. The pseudo-labeled set is then augmented to the labeled training
set. The training set now includes associations related to both train kinases and
pseudo-labeled kinases, the kinases predicted in later epochs dynamically change
according to the newly defined training dataset. Since the pseudo-labeled dataset is
added to the training dataset at the end of each epoch that surpasses the previous
highest score, this process can be described as progressive pseudo-labeling. If the
model makes predictions on the same sample in later epochs, the prediction by the
latest model overwrites the previous one. The illustration of the pseudo-labeling

technique applied to the DeepKinZero model is depicted in Figure 5.2.
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Figure 5.2 This figure illustrates the pseudo-labeling process and its integration into
the DeepKinZero framework. Pseudo-labeling is applied at the end of an epoch only
if the model surpasses the previous highest score. The pseudo-labeled data is then
added to the training dataset to be used in subsequent epochs, hence the pseudo-
labeled data is used in the training process in a progressive manner.
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5.2.2 Upsampling in Pseudo-Labeling

As progressive pseudo-labeling is applied, it is crucial for the model to make ac-
curate predictions during this process to avoid misleading the training phase. We
implemented upsampling to address the imbalance in the training data. Due to the
unbalanced data in the training set, some classes might dominate learning, leading
to a drop in pseudo-labeling performance. This cumulative effect could ultimately
decrease the model’s overall performance. The distribution of kinase-site associa-
tions for the training kinases in the training set can be seen for the default split in

Figure 5.3.
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Figure 5.3 The histogram of the training kinases’ phosphosite association count in
the training dataset (specifically for the default split, split 1). Several kinases have
500+ site associations, while many have very few site associations, approximately
10 or less.
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When upsampling, it is important to decide which kinases to upsample. Since
upsampling is only applied to training kinases in training time, and since the phos-
phosite association counts for these train kinases are known during training, the
number of phosphosite associations for each training kinase could be used for de-
ciding which kinases to upsample. Kinases are sorted by their association counts,
and a specific percentile threshold is determined to identify which kinases to up-
sample. Upsampling is then applied only to those kinases that fall within the lower
percentile, meaning those with fewer phosphosite associations according to the pre-
defined threshold. Additionally, we also observe that upsampling only in the first

epoch and using the original dataset in the other epochs works better.
Two upsampling methods are specifically applied: duplication and shifting.

1. Duplication: For duplication, the original samples for the kinases that fall
into the specified lower percentile’s kinase-site association data are duplicated

without any changes.

2. Shifting: Shifting is applied by sliding the phosphosite of length 15 within
the protein where the phosphosite resides. Shifting is done from both the

left and right, creating two samples for a single slide. The shifting process is
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visualized in Figure 5.4 for better comprehension. The original phosphosite
residue, known to interact directly with the kinase, is kept within the frame.

Thus, shifting is applied a maximum of 7 residues to the right and left.

Figure 5.4 Illustration of the phosphosite shifting method. The 15-length phospho-
site representation is shifted within the protein sequence, ensuring that the original
site residue remains in the frame at all times. In this figure, the site is represented
by the ‘s’ within the red box. This site is always kept within the shifted frame.
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6. RESULTS

This section will present and analyze the results of the zero-shot kinase-phosphosite
prediction models applied to the problem formulation. Zeynep Isik obtained the
results on the k-NN model, and Mert Pekey obtained the results for half of the
pLMs on the bilinear model.

6.1 DARKIN Benchmark

Four DARKIN splits' are presented to ensure consistency in the experiments and
to make consistent decisions on the data, particularly addressing the instability
associated with zero-shot learning setups. Since the main DARKIN split used in
this study was dataset split 1 (random seed 12345), the dataset statistics for this
DARKIN split will be presented in this section.

We present the number of kinases, phosphosites, and kinase-phosphosite associations
in the train, validation and test splits. In Figure 6.1, the sub-figure on the left shows
the number of kinases in each fold. The sub-figure in the middle shows the number
of phosphosites in each fold (since a site can be phosphorylated by multiple kinases,
this number differs from the number of kinase-phosphosite associations). The sub-

figure on the right presents the number of kinase-phosphosite associations in each

fold.

Thttps://github.com /tastanlab/darkin
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Figure 6.1 This figure presents three different numerical analyses of the DARKIN
dataset. Left figure: Distribution of unique kinases in each set; Middle figure:
Distribution of unique phosphosites in each set; Right figure: Total count of kinase-
phosphorylation data in each set.
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Figure 6.2 presents the distribution of site associations. This dataset has a test
threshold of 15 and a validation threshold of 10; in other words, only kinases with
more than 15 site associations are categorized as test kinases and only kinases with
more than 10 associated sites are categorized as validation kinases. As seen in the
figure, there are no kinases in the test set with fewer than 15 site associations (the

bar for 1-10 site associations is of size 0).
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Figure 6.2 This figure presents the histogram of the number of site associations for
the kinases in each set. This dataset with this distribution has the test threshold
set to 15 and the validation threshold set to 10.
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Another important statistic worth analyzing is the distribution of the associations
across each kinase group in each set (train, validation, and test). This is presented
in Figure 6.3. Since the data can be distributed concerning the kinase groups if the
specific parameter is set to true, the kinase-site association counts are expected to be
almost balanced. In situations where there were not sufficient kinases in a group, it
was not possible to equally distribute the kinases and their relative site associations
across the sets. For example, in the newly defined kinase group ‘Other2’; since there
were very few kinases in this group, it was not possible to place any kinases from

this group into the validation and test sets.
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Figure 6.3 This figure shows the distribution of kinase counts from each kinase group
in each set (upper 3 sub-figures) and the number of kinase-phosphosite associations
in each set (lower 3 sub-figures).
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As described in previous sections, multiple kinases can phosphorylate a phosphosite.
These sites can be harder to train on since the model must learn to associate the
same site with several different kinases. Therefore, it is insightful to know how many
sites are phosphorylated by a single kinase and how many sites are phosphorylated
by several different kinases. This information can provide a sense of how challenging

the splits are. This analysis can be seen in Figure 6.4.
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Figure 6.4 This figure depicts the distribution of sites phosphorylated by a single
kinase (Single Kinase Phosphosites) and sites phosphorylated by multiple kinases
(Multiple Kinase Phosphosites).
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Another analysis that may provide insight into the dataset splits is the examination
of the number of phosphosites observed for the first time in the test set, referred to
as novel sites, as well as the common sites shared between the test and validation
sets, and the common sites shared between the test and training sets. As described
in the sixth step of the DARKIN dataset split generation script (refer to Section
3.2.4.6), some sites may be phosphorylated by training and test kinases. Since these
sites are associated with train and test kinases, they could be assigned to both the
train and test sets. When assigning these sites into the train set, test kinases are
excluded as if they are not associated with this site, and when assigning these sites
into the test set, similarly, train kinases are excluded as if they are not associated
with this site. Consequently, some sites may appear in both the training and test
sets due to this exclusion method. This method was previously explained in Section
3.2.4.6 in the figure 3.9.
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Figure 6.5 The left sub-figure displays the number of phosphosites observed for the
first time in the test set (Novel Phosphosites), along with the phosphosites common
to both the test and training datasets and the phosphosites common to both the
test and validation datasets. The right sub-figure shows the number of kinase-
phosphosite associations corresponding to the novel phosphosites in the test set, the
kinase-phosphosite associations corresponding to the common phosphosites between
the train and test datasets, and the kinase-phosphosite associations corresponding
to the common phosphosites between the validation and test datasets.
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When multiple kinases phosphorylate a site, it can be more challenging to accurately
predict the site’s kinases, as the model must associate this site with several different
kinases. Therefore, examining the distribution of sites experimentally known to be
phosphorylated by a specified number of kinases may be insightful. If many sites are
known to be phosphorylated by multiple kinases (e.g., six kinases), it may indicate
that the split is relatively more difficult to train. The histogram of the site’s kinase

count associations is shown in Figure 6.6.
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Figure 6.6 This plot displays the histogram of the number of sites known to be
phosphorylated by the number of kinases indicated on the x-axis. For example, the
plot shows that there are over 7,500 sites phosphorylated by a single kinase in the
training set and approximately 1,250 sites phosphorylated by two kinases.
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6.2 Protein Language Model Experiments on Zero-Shot Models

The experimentation results on the zero-shot k-NN model and the BZSM model,
along with additional insightful experimentation results will be presented in this

section.

6.2.1 Hyperparameter Tuning

In all cases, macro Average Precision (AP) is used on the validation set for model
selection. For the k-NN based ZSL, k is chosen from 3,5,7. For the bilinear ZSL,
hyperparameters are searched among random combinations of the parameters shown
in Table 6.1. Finally, to measure the effect of initialization, unless otherwise stated,
BZSM models are trained three times, and the mean and standard deviation of the

macro AP values are reported.

6.2.2 Comparison of Protein Language Models

The effectiveness of pLM-based embeddings is initially assessed using k-NN and
BZSM methods. Table 6.2 presents macro AP scores obtained through the k-NN
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Table 6.1 Random search hyperparameter ranges for BZSM. This table details the
parameters explored and their respective ranges.

Hyperparameter Range

Learning Rate 0.000001 to 0.1

Optimizer Adam, SGD, RMSprop

Learning Rate Schedule Exponential, Step, CosineAnnealing
Momentum 0.95 to 0.9999

Weight Decay 0.00001 to 0.01

and BZSM methods when different pLM embeddings (detailed in Table 4.1) are used
to represent the 15-mer around the phosphosite sequence and the kinase domain
sequence. When employing pLM embeddings, embeddings sourced from the same
pLM are employed for both the phosphosite and kinase sequences. To establish
baseline performance, results obtained with three sequence encoding methods are
also presented: one-hot encoding, BLOSUMG62, and NLF encoding (Section 4.1). In
both models, it is observed that most of the pLM representations perform above the
baseline encodings, indicating that they capture the relevant characteristics of the

protein sequences more effectively.

The TAPE embeddings perform the best among the k-NN models (0.12 AP score),
while the Esm models, ProtT5-XL, are close to TAPE’s results (Table 6.2). In the
BZSM models, however, the TAPE embeddings fall behind ESM-1b and ESM-1v.
The superior performance of TAPE in the k-NN model could be attributed to its
lower dimensional vector (see Table 4.1). In BZSM, when employing the CLS token,
both ESM-1b and ESM-1v exceed 0.16 macro AP. ProtT5-XL is a close third, and
SaProt (CLS) also performs well.
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Table 6.2 Mean macro AP of 3-NN and the BZSM
using only pLM embeddings. For pLMs with
CLS and average token, the best performing one
is shown. The results for the 3-NN model were

Figure 6.7 Performance compar-
ison of BZSM trained with CLS
and average embedding vector for
all pLMs. The results in this fig-

achieved by Zeynep Isik, while the results for the ure were achieved in collaboration

BZSM model were achieved in collaboration with  with Mert Pekey.
Mert Pekey.

Bilinear Zero-Shot Model

Embedding AP (3-NN) AP (BZSM) cLs
AP . AVG
OneHotEnc 0.0897 0.0634 +0.0034
Blosum62 0.0897 0.0327 £0.0008 PrO(BERT | ———
NLF 0.0902 0.0419 +0.0030 PrOtALBERT -
ProtVec 0.0808 0.0959 +0.0010
DistilProtBERT —

ESM-1b (cls) 0.1119 0.1631 +0.0011

ESM1B b
ESM-1v (cls) 0.1121 0.1640 +0.0028
ESM-2 (avg) 0.0957 0.1391 +0.0057 ESM1v -
Ankh-Large 0.1106 0.0840 +0.0012 ESM2 £
DistilProtBERT (avg) 0.0811 0.1269 +0.0084 SaProt \
ProtBERT (avg) 0.0540 0.1044 +0.0015
ProtAlbert (cls) 0.0915 0.1281 +£0.0049 0 008 018
ProteinBERT 0.1168 0.1236 +0.0023
ProtGPT2 0.1054 0.1333 +0.0020
ProtT5-XL 0.1172 0.1552 +£0.0011
SaProt (avg) 0.0973 0.1466 +0.0026
TAPE 0.1200 0.1237 £0.0018

6.2.3 CLS Token Embedding versus Averaging

Several pLMs provide a CLS token, whose embedding is commonly used as the
sequence summary (Devlin et al., 2018). However, it is not clear whether the CLS
token or the average of all token embeddings provides a better summary for this
task. The performance differences between these two alternatives are shown in
Figure 6.2.2, illustrating that (i) the results can depend on this detail, and (ii) the

optimal choice varies across the pLMs.

6.2.4 Incorporating Additional Kinase Information

The kinase sequence embedding vectors are augmented with additional information
regarding kinase family hierarchy and EC classification. One-hot encoded vectors
representing this additional information are appended to the sequence embedding
vectors. Only the BZSM is experimented with in this context, as it outperforms the
k-NN model. Including each additional piece of information individually enhances
the performance of all models (Table 6.3), with the inclusion of kinase family infor-
mation yielding the most significant improvement. Using the CLS token embeddings,
models based on ESM-1b, ESM-1v, and SaProt benefit the most and emerge as the
top performers in this augmented setup. These findings underscore the value of
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Table 6.3 This table presents the BZSM performance trained with sequence em-

bedding and other kinase information.

The mean macro APs are shown.

The

best-performing results of CLS and embedding averaging are shown. The results in

this table were achieved in collaboration with Mert Pekey.

Embedding Base + Family + Group + EC + Family + Group + EC
OneHotEnc 0.0634 0.1107 0.0832 0.0802 0.1098
Blosum62 0.0327 0.0318 0.0310 0.0337 0.0323
NLF 0.0419 0.0391 0.0425 0.0400 0.0426
ProtVec 0.0959 0.1262 0.1129 0.1214 0.1354
ProtBERT (cls) 0.0842 0.1170 0.1077 0.1132 0.1273
ProteinBERT 0.1236 0.1506 0.1215 0.1367 0.1359
ProtT5-XL 0.1552 0.1701 0.1531 0.1674 0.1731
ESM-1b (cls) 0.1631 0.1740 0.1688  0.1680 0.1769
ESM-1v (cls) 0.1640 0.1737 0.1653 0.1652 0.1734
ESM-2 (avg) 0.1391 0.1588 0.1453 0.1496 0.1638
DistilProtBERT (cls) 0.1167 0.1360 0.1292 0.1287 0.1441
ProtGPT2 0.1333 0.1476 0.1412 0.1419 0.1557
Ankh-Large 0.0840 0.1417 0.1135 0.1178 0.1594
ProtAlbert (cls) 0.1281 0.1269 0.1276 0.1285 0.1372
SaProt (cls) 0.1292 0.1696 0.1424 0.1434 0.1800
TAPE 0.1237 0.1379 0.1333 0.1310 0.1455

Table 6.4 Comparison of the two best-pLMs, ESM-1b and SaProt on four random
DARKIN splits. The mean macro AP scores and their standard deviations are

shown for BZSM.

Split 1 Split 2 Split 3 Split 4
ESM-1b (cls)  0.1769 +0.0022  0.1536 +0.0020  0.1531 £0.0018  0.1652 +0.002(
SaProt (cls)  0.1800 +0.0015 0.1599 +0.0020 0.1627 +0.0021 0.1690 --0.0050

additional kinase categorizations that cannot be captured solely through sequence

information.

6.2.5 Comparing the Best-Performing pLMs on Different DARKIN Splits

As ESM-1b and SaProt emerge as the two top-performing pLMs when paired with
the BZSM model (Table 6.3), we further evaluated their performance on three ad-

ditional random splits of the DARKIN dataset to facilitate a more comprehensive

comparison between these two pLMs. While both models demonstrate competitive-

ness, SaProt consistently outperforms ESM-1b slightly on these four different splits

(Table 6.4). The performance of SaProt underscores the added value of structural

information.

6.3 DeepKinZero Protein Language Model Results

The DeepKinZero model represented phosphosites and protein kinases using ProtVec

vectors based on word2vec (Mikolov et al., 2013). Additionally, during model train-

ing, the phosphosite embeddings were updated with the training dataset by passing
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them through a long short-term memory (LSTM (Hochreiter and Schmidhuber,
1997)) neural network, which is frequently used in natural language processing.
To compare the DeepKinZero model with our best-performing models, the ESM-1b
(Family + Group + EC) and SaProt (Family + Group + EC) embeddings were used
in a similar setup. This comparison was conducted in the four randomly partitioned
DARKIN splits. The obtained results are presented in Table 6.5.

Table 6.5 In the four randomly partitioned DARKIN splits, the embeddings of
ProtVec (Family + Group + EC), ESM-1b (Family + Group + EC), and SaProt
(Family + Group + EC) were compared on the DeepKinZero model, both with and
without LSTM. The mean macro AP scores and standard deviations for all model
results are presented. The results in this table were achieved in collaboration with
Mert Pekey.

Split 1 Split 2 Split 3 Split 4
ProtVec 0.1354 +0.0051  0.1342 +0.0040  0.1278 +£0.0051  0.1511 +0.0037
ProtVec + LSTM 0.1984 +0.0104 0.1760 +0.0034  0.1814 +0.0069 0.2020 +0.0066
ESM-1b (cls) 0.1769 +0.0022  0.1536 +0.0020  0.1531 £0.0018  0.1652 +0.0020
ESM-1b (cls) + LSTM  0.1971 +0.0024  0.1810 +0.0057  0.1691 +0.0010  0.1967 +0.0029
SaProt (cls) 0.1800 +0.0015  0.1599 +0.0029  0.1627 +£0.0021  0.1690 +0.0050
).00 .00 0057 0.00!

SaProt (cls) + LSTM  0.1931 £0.0041  0.1747 +£0.0048  0.1814 +0.0 0.1976 = 54

In Table 6.5, while the ESM-1b and SaProt embeddings show significantly better
performance in the BZSM method, the ProtVec embeddings generally yield better
results in the DeepKinZero setup, with the contribution of the LSTM model. Ta-
ble 4.1 shows that the vector dimensions for ESM-1b and SaProt embeddings are
1280, whereas the vector dimensions for ProtVec embeddings are 100 (Asgari and
Mofrad, 2015b). Additionally, in ESM-1b and SaProt models, a separate vector is
defined for each amino acid, whereas in ProtVec, a vector is defined for every three
amino acids. Moreover, in ESM-1b and SaProt models, a CLS token is used at the
beginning of a sequence, and an EOS token is used at the end. Therefore, when
using ESM-1b and SaProt embeddings, the input to the LSTM is 17x1280, whereas
it is 13x100 when using ProtVec embeddings. While ESM-1b and SaProt embed-
dings are more informative in a simpler and more straightforward model like BZSM,
the larger number of tokens (13 and 17) entering the DeepKinZero model when
using these embeddings compared to ProtVec might explain their slightly poorer

performance in the DeepKinZero model.

6.4 Comparing the Performance of Kinase Domains and Active Sites
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As an alternative way of representing kinase sequences, the kinase active sites have
been extracted from the kinase domains (refer to Subsection 3.2.2.5). Several ex-
periments have been conducted to evaluate whether the kinase domain or active
sites better represent the kinase protein. These experiments are performed on the
best-performing embeddings, ESM-1b and SaProt (refer to Table 6.3). Additionally,
to introduce diversity to the embedding architectures being evaluated, results from
ProtThH-XL and ProtVec are also included. ProtT5-XL is the third-best performing
model after ESM-1v and does not belong to the same model family as ESM-1b,

while ProtVec is the best-performing model among the classical representations.

When extracting the embeddings of the active sites, two different methods were em-
ployed, referred to as ‘from context’ and ‘not from context’ representations of the ac-
tive sites. The ‘from context’ representations involve extracting specific embeddings
of each active site residue from the kinase domain embeddings and concatenating
the embeddings corresponding to the active site residues from the kinase domain
embedding. For the ‘from context’ representation of the ProtVec embeddings, all

trigram vectors that include the active site amino acid were averaged.

For the ‘not from context’ representation of the active sites, the active site residues
were concatenated in the order they appear in the multiple sequence alignment
provided by Modi and Dunbrack Jr (2019), and the embedding of this sequence
was extracted. The ‘not from context’ results for SaProt are not reported because
the SaProt model requires the 3D structure of the sequence. The concatenated
active site residues do not represent an actual continuous 2D protein sequence in a
real-life context, as required by structure prediction models such as AlphaFold and
ColabFold (Jumper et al., 2021a; Mirdita et al., 2022).

For the ‘from context’ representations, two specific embeddings were created: firstly,
the average of all active site residue embeddings, and secondly, the average of all
active site residue embeddings including the CLS token embedding. On the other
hand, for the ‘not from context’ representations, three embeddings were generated:
the first being the CLS token embedding on its own, the second being the average
of all active site residue embeddings, and the third being a composite of the average
of all active site residue embeddings and the CLS token embedding. These results

are summarized in Figure 6.8.

The results are grouped as kinase domain, active site (from context), and active
site (not from context), with only the best results within each group for each model
representation being reported. The extended results are presented in the table 6.6.
For each reported result, the specified model is used to represent both the kinase and

phosphosite. The results are obtained by training the phosphosite embeddings with
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Figure 6.8 This figure compares the performance of the kinase domains and the
active sites. The presented scores are AP scores.

Kinase Domain I Kinase Active Site (with context) Il Kinase Active Site (no context)

ProtVec
ProtT5-XL

SaProt

Esm1B

0.000 0.050 0.100 0.150 0.200

an LSTM model, as done in the DeepKinZero setup (Hochreiter and Schmidhuber,
1997; Deznabi et al., 2020).

As shown in Figure 6.8, in general, the kinase active site embeddings without context
yield the worst results, while the active site embeddings with context provide the best
results, slightly outperforming the kinase domain embeddings. The only exception
to these findings is the ProtVec results, where the ‘not from context’ active site
embeddings outperform the kinase domain embeddings while the ‘from context’
active site embeddings fall behind the performance of the kinase domain embeddings.
The difference in performance order for ProtVec could be due to its Word2Vec-based

representation, unlike the other three models (Mikolov et al., 2013).

In conclusion, the active site representations perform slightly better than the kinase
domain representations in this setup. However, since the difference in performance
is not significant, the kinase domain representations will still be considered, as they

may provide more comprehensive information than the active sites.

6.5 Quasi-Fully Supervised Model (QFSM) Results

To assess the usefulness and effectiveness of QFSM, the best-performing
pLMs—ESM-1b, SaProt, and ProtVec—were tested on QFSM. Since the coefficient
of the quasi-fully loss affects the results (refer to Formula 5.1 for the Quasi-Fully
Supervised Loss), the experimentation was conducted with three different coefficient
values: 0.2, 0.5, and 1.0. Furthermore, to determine whether the results are consis-
tent across different splits, all experiments were repeated for the four random splits
of the DARKIN dataset.



The comparative results are grouped in separate tables by embedding type (SaProt,
ESM-1b, and ProtVec). This presentation was chosen to demonstrate the effects
of the QFSM without the influence of specific pLM performances. The results are
presented in Table 6.7 for SaProt, Table 6.8 for ESM-1b and Table 6.9 for the

ProtVec results.

As it could be assessed from these tables (Table 6.7 for SaProt, Table 6.8 for ESM-
1b and Table 6.9 for the ProtVec), except for a few cases, the QFSM approach
is generally unable to consistently surpass the original DeepKinZero results. With
SaProt, the QFSM results are slightly better in two splits (the splits 3 and 4) but
perform worse in the other two. For the ESM-1b results, QFSM performs slightly
better in one split but worse in the remaining three splits. Finally, with the ProtVec

embedding, QFSM performs worse, showing no improvements over DeepKinZero.

This may be due to the different setups required for QFSM. In the original Deep-
KinZero model, only the training samples enter the training phase, so the model
only predicts training kinases. However, in the QFSM approach, to utilize the test
samples, the test samples are also entered into the training phase. Due to the na-
ture of this approach, the model is also expected to predict both training and test
kinases. Thus, the training phase for QF'SM might be causing intrinsic problems for

the model when learning.

It has also been noted that QFSM performs better when using smaller coefficients,
and the results decline with larger coefficient values for all three embeddings. There-
fore, it could be concluded that QFSM does not benefit this problem significantly.

6.6 Pseudo-Labeling Results

Since up-sampling is implemented as part of pseudo-labeling, the effects of up-
sampling without pseudo-labeling were examined in this section. Subsequently, the
combined impact of up-sampling with pseudo-labeling was also evaluated. The

detailed results of these investigations are presented in the following subsections.

6.6.1 Up-Sampling Results

Table 6.10 presents the effects of duplicating sites for kinases. Duplication was
applied as specified in the "Duplication” column; for example, if a kinase initially

has three phosphosite associations and the duplication factor is 2, then six new
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duplicate samples for that kinase will be generated.

Similarly, the effects of shifting sites for kinases are presented in Table 6.11. Shifting
was applied up to the specified factor in the "Shifting" column from both sides. For
instance, for a single sample, if the shifting factor is 3, the site will be shifted one
position to the left and right initially, then two positions left and right, and finally

three positions, resulting in six new shifted site samples.

As it could be observed from Table 6.10 and Table 6.11 both duplication and shifting
strategies marginally enhance the AP scores for splits 1, 2, and 3; however, these
strategies do not improve performance for split 4. Therefore, it can be concluded
that while up-sampling strategies are valuable for experimentation within pseudo-

labeling, they should be carefully analyzed before integration into upcoming models.

6.6.2 Results of Pseudo-Labeling Combined with Up-Sampling

Initially, pseudo-labeling was conducted without any up-sampling. Subsequently,
pseudo-labeling was performed in combination with various duplication and shifting
factors. The results of these experiments can be observed in Table 6.12. The pseudo-
labeling threshold was set to 0.9.

There were two potential datasets for applying pseudo-labeling: the test set and the
unlabeled corpus of orphan phosphosites, whose cognate kinases are unknown. It was
observed that applying pseudo-labeling solely to either dataset does not consistently
improve the AP score. This inconsistency is attributed to the imbalanced nature of
the DARKIN dataset. Therefore, pseudo-labeling combined with up-sampling was
experimented on to address this imbalance. The results of pseudo-labeling combined
with up-sampling is presented in Table 6.12. The results presented in this table align
with those in the up-sampling tables (Table 6.10 and Table 6.11). Pseudo-labeling
with up-sampling improved performance for splits 1, 2, and 3; however, it did not

improve performance for split 4.

As a result, pseudo-labeling combined with up-sampling improves performance in
severely imbalanced datasets. However, since it does not consistently enhance per-
formance, this approach should be integrated into future models with careful analysis

and inspection.

6.7 Error Analysis
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To evaluate the intrinsic benefits of various methods including QFSM, upsampling,
and upsampling with pseudo-labeling, we analyzed the scatter of AP scores against
the number of training samples (kinase-phosphosite associations) related to the test
samples by group and family. In other words, the count of related training kinases
corresponds to the number of kinase-phosphosite associations for the training kinases
from the same group or family. Calculations for ‘Family’ and ‘Group’ are conducted
separately in the scatter plots. This implies that when calculating train samples
from the same group, they do not necessarily belong to the same family. This
approach helps ascertain if the experimented methods offer any improvement. The
comparative results are depicted in four subgraphs where the upper left sub-figure
represents the original DeepKinZero model, the upper right shows the QFSM results,
the lower left shows the up-sampling results and the lower right shows the results
for when up-sampling and pseudo-labeling are combined. These results focus solely
on the test set, utilizing ProtVec embeddings for phosphosites and kinases. We
concentrated on analyzing the family-based scatter plot as the family feature is

more distinctive. The scatter plot and error analysis can be found in Figure 6.10.

QFSM Analysis: The QFSM model does not improve results overall; in fact, it
slightly decreases them, as depicted in the referred figures. For instance, certain
kinases like those in the ‘CDK’ family, despite having a higher number of training
samples, show a drop in performance. Additionally, the ‘CLK’ family kinase also
exhibits a significant decrease in AP score, despite having around 800 related training
samples. However, for test kinases with fewer related training kinases, the QFSM
approach shows less clustering at lower AP scores, suggesting a slight improvement
for kinases with fewer training associations but a decrease in performance for those

with more.

Upsampling: Upsampling generally improves AP scores over the baseline, partic-
ularly noticeable in lower kinase count ranges. It shows higher individual kinase
AP scores compared to the DeepKinZero model. However, there does not seem to
be much difference in test kinases with higher related training samples, except for
a slight increase in the ‘CDK’ family. Notably, there appears to be a drop in AP
scores for the ‘MAPK’ family, one of the most represented groups, suggesting that
upsampling less frequent kinases might inadvertently hinder the learning process for

these highly represented kinases.

Upsampling with Pseudo-labeling: This model achieves the highest AP scores
among the experimented methods, is especially beneficial at higher kinase counts,
and shows results similar to the upsampling-only approach. It records the highest

individual kinase scores, notably improving performance in the ‘PLK’ family and
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slight enhancements in the ‘MAPK’ and ‘NEK’ families. There is also an observed
improvement in the ‘CDK’ family, which has the highest number of training samples.
This method results in more stable outcomes across families, with closer AP scores
among kinases within the ‘EGFR’ and ‘DYRK’ families compared to those in the
DeepKinZero model, indicating that while upsampling with pseudo-labeling does

not drastically change overall results, it does offer promising improvements.

Figure 6.9 This figure presents a scatter plot of the average precision (AP) scores
versus the number of training samples associated with kinases belonging to the same
group as the test kinase. In this figure, the embedding used for both phosphosite
and kinases is ProtVec.
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Figure 6.10 This figure presents a scatter plot of the average precision (AP) scores
versus the number of training samples associated with kinases belonging to the same
family as the test kinase. In this figure, the embedding used for both phosphosite
and kinases is ProtVec.
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Table 6.6 The kinase domain vs. active site performance comparison in the Deep-
KinZero setup, where the phosphosite embeddings are trained and updated on an
LSTM model. The specified pLM in the "pLM" column is used to embed both the
kinase and phosphosite in each respective row.

Split No. pLM Domain? From Context? Kinase Embedding Mode AP Score
ESM-1b  kinase domain NA cls 0.1971 £0.0024
ESM-1b active site NO cls 0.1797 £0.0025
ESM-1b active site NO avg with cls 0.1807 £0.0025
ESM-1b active site NO avg 0.1764 £+0.0009
ESM-1b active site YES avg with cls 0.1935 40.0020
ESM-1b active site YES avg 0.1980 £0.0035
Protvec kinase domain NA trigrams 0.1984 40.0104

Split 1 Protvec active site NO trigrams 0.2000 4+0.0049
Protvec active site YES trigrams 0.1936 £0.0020
SaProt kinase domain NA cls 0.1931 £0.0041
SaProt active site YES avg with cls 0.1966 4+0.0023
SaProt active site YES avg 0.1961 4+0.0070

ProtT5-XL active site NO avg 0.1869 £0.0020
ProtT5-XL active site YES avg 0.2033 +0.0033
ProtT5-XL kinase domain NA avg 0.2004 £0.0086
ESM-1b  kinase domain NA cls 0.1810 £0.0057
ESM-1b active site NO cls 0.1822 4+0.0029
ESM-1b active site NO avg with cls 0.1760 +0.0027
ESM-1b active site NO avg 0.1817 £+0.0020
ESM-1b active site YES avg with cls 0.1829 £0.0040
ESM-1b active site YES avg 0.1796 £+0.0009
Protvec kinase domain NA trigrams 0.1760 £0.0034

Split 2 Protvec active site NO trigrams 0.1903 +0.0051
Protvec active site YES trigrams 0.1829 40.0070
SaProt kinase domain NA cls 0.1748 4+0.0048
SaProt active site YES avg with cls 0.1772 £0.0021
SaProt active site YES avg 0.1816 4+0.0086

ProtT5-XL active site NO avg 0.1866 +0.0105
ProtT5-XL active site YES avg 0.1860 £0.0035
ProtT5-XL kinase domain NA avg 0.1812 +0.0078
ESM-1b  kinase domain NA cls 0.1691 +0.0010
ESM-1b active site NO cls 0.1635 4+0.0039
ESM-1b active site NO avg with cls 0.1672 +0.0036
ESM-1b active site NO avg 0.1663 4+0.0010
ESM-1b active site YES avg with cls 0.1799 +0.0060
ESM-1b active site YES avg 0.1792 +0.0028
Protvec kinase domain NA trigrams 0.1814 +0.0069

Split 3 Protvec active site NO trigrams 0.1830 £0.0024
Protvec active site YES trigrams 0.1819 £0.0023
SaProt kinase domain NA cls 0.1814 40.0057
SaProt active site YES avg with cls 0.1822 40.0064
SaProt active site YES avg 0.1759 £0.0052

ProtT5-XL active site NO avg 0.1795 4+0.0009
ProtT5-XL active site YES avg 0.1849 +0.0044
ProtT5-XL kinase domain NA avg 0.1796 £0.0082
ESM-1b  kinase domain NA cls 0.1967 40.0029
ESM-1b active site NO cls 0.1861 £0.0025
ESM-1b active site NO avg with cls 0.1854 +0.0017
ESM-1b active site NO avg 0.1851 +0.0078
ESM-1b active site YES avg with cls 0.2004 4+0.0015
ESM-1b active site YES avg 0.2026 4+0.0056
Protvec kinase domain NA trigrams 0.2020 £0.0066

Split 4 Protvec active site NO trigrams 0.2037 +0.0033
Protvec active site YES trigrams 0.2030 +0.0143
SaProt kinase domain NA cls 0.1976 4+0.0054
SaProt active site YES avg with cls 0.1842 4+0.0023
SaProt active site YES avg 0.1914 £0.0037

ProtT5-XL active site NO avg 0.1893 £0.0082
ProtT5-XL active site YES avg 0.1957 £0.0064
ProtT5-XL kinase domain NA avg 0.2004 £0.0056
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Table 6.7 This table presents a comparative analysis of the Quasi-Fully Supervised
Model (QFSM) across four distinct DARKIN splits, utilizing SaProt for both ki-
nase and phosphosite embeddings. The results are compared with those from Deep-
KinZero, which uses ProtVec for its kinase and phosphosite embeddings. The QFSM
has been trained using four different coefficient values: 0.2, 0.5, and 1.0.

Split 1

Split 2

Split 3

Split 4

DeepKinZero

QFSM (coefficient 0.2)
QFSM (coefficient 0.5)
QFSM (coefficient 1.0)

0.1897 +0.0028 0.1585 +0.0022

0.1832 +0.0066
0.1613 40.0051
0.1502 £0.008

0.1528 £+0.0022
0.1288 £0.004
0.1179 4+0.01

0.1630 +0.0061
0.1677 +0.0061
0.1416 £0.0041
0.1215 £0.0059

0.1950 £0.0034
0.1993 +0.0028
0.1793 £0.0036
0.1572 £0.0046

Table 6.8 This table presents a comparative analysis of the Quasi-Fully Supervised
Model (QFSM) across four distinct DARKIN splits, utilizing ESM-1b for both ki-
nase and phosphosite embeddings. The results are compared with those from Deep-
KinZero, which uses ProtVec for its kinase and phosphosite embeddings. The QFSM
has been trained using four different coefficient values: 0.2, 0.5, and 1.0.

Split 1

Split 2

Split 3

Split 4

DeepKinZero

QFSM (coefficient 0.2)
QFSM (coefficient 0.5)
QFSM (coefficient 1.0)

0.1956 +£0.0051

0.1953 £0.0002
0.1700 £0.0043
0.1647 £0.0063

0.1821 +0.003
0.1739 £0.0034
0.1742 £0.0065
0.1617 £0.0068

0.1678 £0.0072
0.1687 £0.0033
0.1564 +0.0009
0.1454 £0.0082

0.2001 +£0.0061
0.1993 £0.0035
0.1893 £0.0046
0.1778 £0.0013

Table 6.9 This table presents a comparative analysis of the Quasi-Fully Supervised
Model (QFSM) across four distinct DARKIN splits, utilizing ProtVec for both ki-
nase and phosphosite embeddings. The results are compared with those from Deep-
KinZero, which also uses ProtVec for its kinase and phosphosite embeddings. The
QFSM has been trained using four different coefficient values: 0.2, 0.5, and 1.0.

Split 1 Split 2 Split 3 Split 4
DeepKinZero 0.1964 +0.0064 0.17635 £0.0097 0.1823 £0.0028 0.2087 +0.0059
QFSM (coefficient 0.2)  0.1888 £0.0075 0.1657 £0.0058 0.1763 £0.0037  0.2023 £0.0011
QFSM (coefficient 0.5)  0.1805 +0.007 0.1706 £0.0065  0.1717 +0.0085  0.2067 £0.0014
QFSM (coefficient 1.0)  0.1723 £0.0057 0.1675 £0.007 0.1692 £0.005  0.1972 £0.0009

Table 6.10 The effects of up-sampling through duplication are depicted in the table
below. All other variables were controlled, with only kinases in the 75th lower

quartile being up-sampled. No shifting was applied in this analysis.

Model Duplication Split 1 Split 2 Split 3 Split 4

ProtVec NA 0.1937 £0.0072  0.1735 £0.006  0.1788 £0.0057 0.2108 +0.0052
ProtVec 1 0.1960 £0.0068  0.1670 £0.0039  0.1819 +0.0024  0.2076 +0.0017
ProtVec 5 0.2017 +£0.0044 0.1683 £0.0078  0.1826 +0.0006 0.2095 40.0027
ProtVec 0.1933 £0.0830 0.1762 £0.0024  0.1783 £0.0057  0.2027 £0.0022
ProtVec 0.1979 £0.0046  0.1723 £0.0064  0.1762 £0.0015  0.2061 £0.0026

Table 6.11 The effects of up-sampling through shifting sites are depicted in the
table below. All other variables were controlled, with only kinases in the 75th lower

quartile being up-sampled. No duplication was applied in this analysis.

Model Shifting Split 1 Split 2 Split 3 Split 4
ProtVec NA 0.1937 £0.0072  0.1735 £0.006  0.1788 +0.0057 0.2108 +0.0052
ProtVec 1 0.1938 £0.0052  0.1647 £0.0052  0.1813 £0.0021  0.2060 £0.0004
ProtVec 3 0.1968 £0.0066 0.1695 £0.0034  0.1818 £0.0063  0.2081 £0.003
ProtVec 5 0.2019 £0.0085 0.1711 £0.0004  0.1816 £0.0037  0.2013 +0.0062
ProtVec 7 0.2030 +0.002 0.177 £0.0068 0.1846 +0.0042 0.2059 £0.0087
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Table 6.12 This table summarizes the pseudo-labeling results. The ‘Model’ column
indicates the embedding used for the phosphosite and kinase in the pseudo-labeling
setup. The ‘Pseudo-labeled set’ column specifies which set is used for pseudo-
labeling (‘test’ refers to the test set, and ‘unlabeled data’ refers to the corpus of
orphan sites whose cognate kinase is missing in the literature). The ‘Up-sampling’
column shows the combination of up-sampling techniques applied to the training
set.

Model Pseudo-labeled set Up-sampling Split 1 Split 2 Split 3 Split 4
ProtVee NA None 0.1937 £0.0072  0.1735 £0.006  0.1788 £0.0057 0.2108 -£0.0052
ProtVec test set None 0.1926 £0.0056 0.1642 £0.0016  0.1758 £0.0051 0.2021 £0.002
ProtVec  unlabeled data None 0.1959 £0.0011  0.1726 £0.0013 _ 0.1761 £0.0019 _ 0.2086 +£0.0082
ProtVec test set Ds‘ili)g‘if;:;’ 0.2087 £0.0023 0.1765 £0.0052  0.1860 +£0.0034  0.2067 +0.0098
ProtVec test set Duplicate: 101660 1 0028 0.1686 £0.0015  0.1831 £0.0029  0.1922 +0.0018
Shifting: 0
ProtVec test set %‘ﬁgi? 36 0.1955 £0.0046  0.1749 +0.0004 0.1866 £0.0049 0.2037 +0.0051
e
ProtVee test set Duplicate: 20 1001 10037 0.1797 £0.005  0.1854 £0.0020  0.1959 +0.0028

Shifting: 6
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7. CONCLUSION & FUTURE WORK

Phosphorylation is a key post-translational modification that regulates protein func-
tion and is thus a crucial biological process. This modification is catalyzed by ki-
nases, which bind a phosphate group to a substrate protein at a specific amino
acid residue termed the phosphosite. Dysfunctions in phosphorylation are known
to cause numerous diseases, highlighting the importance of understanding which ki-
nases prefer specific substrates and residues. As kinases can serve as significant drug
targets in treating various diseases, research into kinase-phosphosite associations is

critical.

Despite advances in phosphoproteomic studies identifying numerous phosphosites,
pinpointing the cognate kinases for these sites remains challenging. Furthermore,
numerous orphan sites with unidentified associated kinases still exist. Given that
laboratory experiments are costly and time-consuming, computational methods can
expedite the progress in this field. Extensive research has aimed at developing com-
putational approaches to predict phosphosites in a given sequence and determine the
specific kinases responsible for their phosphorylation. However, most of these studies
employ supervised learning methods or rely on experimentally validated data, which
is not available for a large portion of kinases. A large portion of kinases remains un-
derstudied. These are referred to as "dark kinases". Zero-shot learning approaches,
in which a model can predict classes it has not encountered during training, are
particularly applicable to this challenge. This thesis builds upon the previously de-
veloped zero-shot model, DeepKinZero, to advance the field of kinase-phosphosite
prediction. It specifically aims to identify the cognate kinases for numerous orphan

sites.

This thesis study presents several contributions, with each section specifically struc-
tured to focus on a separate contribution. The first contribution is the curation
of a zero-shot learning benchmark dataset. We curate a zero-shot learning dataset
named DARKIN, which is a reproducible dataset. Different random splits over
this dataset can be generated by setting various parameter values. The splitting

considers the phosphosite associations of each kinase, as well as the kinase group
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membership and sequence similarity. DARKIN has been made publicly available!.
Additionally, we provide a script that facilitates numerous statistical analyses on
the generated dataset splits. This script allows for a deeper understanding of the
nature of the data, such as assessing imbalances and examining the distribution of

kinase groups.

The second contribution of this thesis study is benchmarking the performances
of several protein language models on the DARKIN dataset. We introduce two
zero-shot models: a training-free k-NN model and a bidirectional zero-shot model
(BZSM). These models are deliberately kept simple to evaluate the performance of
various protein language models (pLLMs) using the DARKIN benchmark dataset. Ex-
tensive experiments with these pLMs have demonstrated the superior performance
of the ESM-1b and SaProt models. ProtT5-XL also performs respectably, though it
does not reach the same level of efficacy but still shows notable results. Our experi-
ments indicate that the effectiveness of using the CLS token (the summary token of
the protein) versus the average token varies from one pLM to another. To determine
the best-performing pLM, we conducted additional experiments on different random
splits of the DARKIN dataset. These experiments showed that SaProt consistently
outperforms the ESM-1b model slightly. This finding underscores the importance of
utilizing 3D structures in pLMs, as SaProt incorporates the 3D structure of proteins.
Additionally, incorporating features such as kinase family and group and kinase EC

number enhances performance.

We also observed improvements in model performance when fine-tuning the phos-
phosite embeddings with an LSTM model. However, within the DeepKinZero frame-
work, the best-performing pLMs could not surpass the original DeepKinZero model,
which uses ProtVec. We also re-evaluated kinase embeddings using the active sites
of the kinases, where active sites are defined as the 29 residue locations known to
play a significant role in phosphorylation. Comparing the active site representations
to kinase domain representations across various pLMs with different architectures,
we found that active sites generally perform slightly better than the kinase domain
representations. This is a notable finding, as using just 29 residues holds the same
or even slightly greater representational power than the kinase domain, which is, on

average, 289 residues, with a median sequence length of 264 residues.

The third contribution of this study involves experimentation on transductive models
to leverage orphan (unlabeled) phosphosites and to explore how much information
can be utilized from sites whose cognate kinase is not identified. Transductive learn-

ing, a sub-field of machine learning, incorporates test samples during the training

Thttps://github.com /tastanlab/darkin
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phase. Initially, a simple transductive model, the Quasi-Fully Supervised Model
(QFSM), was integrated into the DeepKinZero setup. This model incorporates test
samples into the training phase and encourages the model to predict test classes for
test samples by reducing the loss whenever any test kinase is predicted for a test
sample. It should also be noted that the ground truth labels of the test samples are
not used in the training phase; the model only decreases the loss if any test kinase
is predicted for a test sample, but not necessarily the correct ground truth kinase.
However, the QFSM has not improved over the original DeepKinZero results, which
could be due to the nature of the QFSM model. In the original DeepKinZero model,
only training kinases are predicted during training, but the QFSM setup also re-
quires predicting test kinases during training, potentially complicating the training

phase. Thus, this model has proven to be ineffective for the DeepKinZero setup.

The last contribution is an experimentation with pseudolabeling in the transduc-
tive setup. Given the imbalanced nature of the DARKIN dataset splits, the effects
of upsampling were also experimented with. Two upsampling methods were em-
ployed: one uses multiple copies of the sites of the kinases, and another shifts the
site representation within the substrate protein, ensuring that the original phos-
phosite always stays in the frame. Experiments on upsampling have shown that
upsampling generally improves performance for some splits. However, it does not
enhance performance across all random splits, suggesting its use should be limited
to cases where it is proven beneficial. Further experiments with pseudolabeling and
upsampling revealed that pseudolabeling alone does not yield performance improve-
ments. However, the splits that benefited from upsampling also saw improvements

when pseudolabeling was applied to the upsampled data.

Identifying the cognate kinase of an identified phosphosite remains an important
challenge. The experiments conducted in this thesis study have provided insights
into the problem, resulting in some improvements, but pointed out that there is
still significant potential for further exploration. Many aspects of this issue remain
unaddressed. For future research, strategies to overcome the data imbalance in the
DARKIN setup should be considered, as upsampling has been shown to enhance the
results of pseudolabeling. Different pseudolabeling strategies could also be imple-
mented, as the features of orphan sites hold considerable potential knowledge to be
utilized. Furthermore, additional features such as protein-protein interactions and
protein domains could improve the representation power of kinases and phospho-
sites, thus the inclusion of these features in phosphosite and kinase representation

will be considered.
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APPENDIX A

Parameters for the DARKIN Split Generation Script

Table A.1 All adjustable parameters that can be modified in the DARKIN dataset
creation script are presented in this table.

Parameter

Description

Random Seed

The random seed that will be set to ensure repro-
ducibility of the same dataset on different runs.

The identity similarity score of the kinase domains
that will be taken into consideration when splitting
the dataset. This similarity percent defines at what
similarity level we define the kinases as highly simi-
lar (Kinase domains which have similarity equal to or
above this will be placed inside the same dataset).

Kinase Similarity Per-
cent

Kinase Count Test
Threshold

The threshold number of phosphorylation data for a
kinase to be able to enter the test dataset. In other
words, kinases which have fewer phosphorylation data
than this threshold will not be candidate kinases to
enter the test dataset.

Stratify Percentage for
Unseen Test Kinase

The percentage of the dataset to be entered into the
test set as unseen kinase-phosphosite data.

Kinase Count Validation
Threshold

The threshold number of phosphorylation data for a
kinase to be able to enter the validation dataset. In
other words, kinases which have fewer phosphorylation
data than this threshold will not be candidate kinases
to enter the validation dataset.

Stratify Percentage for
Unseen Validation Ki-
nase

The percentage of the dataset to be entered into the
validation set as unseen kinase-phosphosite data.

Take Sequence Similarity
into Consideration

Determines whether to consider kinase domain se-
quence similarity when splitting datasets. If True,
kinases with sequence similarity at or above KI-
NASE SIMILARITY RATE are placed in the same
dataset.

Divide wrt Group

Defines whether to stratify kinases according to kinase
groups. If False, the dataset is split without consider-
ing kinase group information, possibly leading to im-
balanced kinase groups.
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