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ABSTRACT

COMPARISON OF METHODS OF PRIVACY-PRESERVING
CLASSIFICATION BASED ON MACHINE LEARNING ALGORITHMS FOR
INTRUSION DETECTION

CEREN YILDIRIM
COMPUTER SCIENCE AND ENGINEERING M.Sc. THESIS, JULY 2022

Thesis Supervisor: Prof. Erkay Savag

Keywords: homomorphic encryption, network intrusion, machine learning

classifiers, intrusion detection systems

As cyberattacks have become more prevalent and sophisticated, designing and de-
veloping intrusion detection systems (IDS) has turned out to be an increasingly chal-
lenging task. Machine learning-based intrusion detection systems offer a solution for
fast, adaptable and accurate detection of intrusion incidents. However, depending
on who is evaluating the classifier, this requires the IDS provider and the user to
share the confidential network data and the evaluation model, putting both parties
at risk of privacy violations. The homomorphic encryption technique proposes a so-
lution to overcome such privacy issues, by allowing manipulation of encrypted data
without requiring a decryption key. Using this technique, the parties may encrypt
their private input (e.g., network data or evaluation model) before sharing it with
an untrusted party for evaluation. As the homomorphic encryption technique may
impose a prohibitively high computational overhead, the homomorphically executed
classifiers must be designed to retain the detection abilities of the actual classifiers
while minimizing the total computation overhead and multiplicative depth of the
circuit that implements the classifiers. This thesis compares the performance of
different machine learning-based classifiers for network intrusion detection and also
evaluates different encryption scenarios. The overall detection accuracy, time perfor-
mance, and security and privacy concerns of different implementations are assessed
and discussed.
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OZET

iZINSiZ GIRIS TESPITI iCIN MAKINE OGRENMESI ALGORITMALARINA
DAYALI GiZLILIGI KORUYAN SINIFLANDIRMA YONTEMLERININ
KARSILASTIRILMASI

CEREN YILDIRIM

BILGISAYAR BILIMI VE MUHENDISLIGI YUKSEK LISANS TEZI,
TEMMUZ 2022

Tez Danmigmani: Prof. Dr. Erkay Savag

Anahtar Kelimeler: homomorfik sifreleme, izinsiz aga giris, makine 6grenmesi

temelli siniflandirma, saldir1 tespit sistemleri

Siber saldirilarin yayginlasmasi ve daha karmagik hale gelmesiyle, izinsiz giris tespiti
sistemlerini tasarlamak giderek daha zor bir hale gelmektedir. Makine 6grenmesi ta-
banlh saldir1 tespit sistemleri, izinsiz giriglerin hizli, uyarlanabilir ve dogru tespiti
icin bir ¢oziim sunmaktadir. Ancak bu, smiflandiriciyr kimin degerlendirdigine
bagl olarak, saldir1 tespit sistemi saglayicisinin ve kullanicinin, gizli ag verilerini
ve degerlendirme modelini paylagmasini gerektirir. Sonug olarak, her iki taraf igin
de bir gizlilik ihlali riski ortaya ¢ikar. Homomorfik sifreleme teknigi, sifrelenmis ver-
ilerin bir gifre ¢cézme anahtar1 gerektirmeden iglenmesine izin vererek, bu tiir gizlilik
sorunlarinin tstesinden gelmek icin bir ¢éziim sunmaktadir. Bu teknigi kullanarak
taraflar, degerlendirme i¢in giivenilmeyen bir tarafla paylagsmadan o6nce bilgilerini
sifreleyebilir. Bununla birlikte, homomorfik gifreleme teknigi maliyeti ¢ok yiiksek
olabilecek iglemsel ek bir yiike yol acar. Bu nedenle asil simiflandiricilarin tespit
yeteneklerinden 6diin vermeden, toplam iglemlerin ve simiflandirici devrelerin carpma
derinliginin en aza indirilmesi hedeflenerek homomorfik siniflandiricilar tasarlan-
maktadir. Bu tez, izinsiz aga girig tespiti i¢in farkli makine 6grenme tabanh
simiflandiricilarin performanslarini kargilagtirmakta ve ayrica farkh sifreleme senary-
olarini degerlendirmektedir. Farkli uygulamalarin genel tespit dogrulugu, zaman-
lama performansi ve giivenlik endigeleri degerlendirilmekte ve tartigilmaktadir.
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1. INTRODUCTION

With the growing number of cyberattacks, Intrusion Detection Systems (IDS) have
become more relevant than ever before. The prevalence and diversity of network
intrusions have become an immediate concern with the advancement of the inter-
net. An intrusion detection system is a tool or software that monitors and analyzes
the network traffic to warn the user about possible malicious activities. Machine
learning-based IDSs evaluate the network traffic over a pre-constructed model and
classify the activity as benign or malicious. Machine learning can offer fast, adapt-
able, and highly accurate intrusion detection solutions as it can learn from past data
and intrusion incidences. Thus, several machine learning techniques were proposed
for intrusion detection, and their performances were compared in previous studies
in the literature (Tait, Khan, Alqahtani, Shah, Khan, Rehman, Boulila & Ahmad,
2021; Tsai, Hsu, Lin & Lin, 2009).

However, one of the crucial challenges of using IDS is protecting the privacy of the
user’s network data and the evaluation model due to the fact that IDS is provided
by other parties as a service. In order to perform classification, either the user has
to share their data with the IDS provider, or the IDS provider has to share the
evaluation model with the user. Furthermore, if the classification is performed over
cloud computing, a third party would have to access both the user data and the
IDS model. The user might be reluctant to share their confidential network data
with untrusted parties. Similarly, the IDS provider would not want to reveal any
information about their classification model to users or any other untrusted parties
as the model is a propriety piece of information that is one of its core business
value propositions. Homomorphic encryption proposes a solution to this challenge
by allowing the manipulation of encrypted data without having to decrypt it first.
Furthermore, a fully homomorphic encryption (FHE) scheme enables any number of
addition and multiplication operations to be performed on encrypted data. Hence,
classification using machine learning models can be achieved with encrypted data,
thus allowing users and the model owners to conceal their data from each other,

intruders, and other third parties involved in the computation process.



In the dissertation by (Karagay, 2019), three rule-based classifiers (Decision Trees,
Neural Network, and Naive Bayes) were proposed for privacy-preserving intrusion
detection systems. In the proposed scenario, the data owner (user) evaluates their
network activity over the encrypted model received from the IDS provider. In this
thesis, two more machine learning algorithms are proposed for classification: XG-
Boost and SVM. Furthermore, three different data encryption scenarios are intro-
duced. In the first scenario, the user’s data is encrypted while the model is open
(and possibly the IDS provider runs the homomorphic evaluation); in the second
scenario, the user’s data is open, and the model is encrypted (the user runs the
homomorphic evaluation); and in the third scenario, both the user data and the
model is encrypted. The last scenario is included to accommodate the case that
a third party running a cloud service is entrusted with running the homomorphic
evaluation. The performance and security of all five classifiers are compared against
each other under the proposed data encryption scenarios. In addition, two different

network intrusion data sets are used for the evaluation of the classifiers.

As homomorphic operations have significant run-time overhead, it becomes critical
to map the classification algorithms to arithmetic or logic circuits for homomorphic
evaluation. The mapping technique must minimize the number of total operations
and more importantly, the depth of the multiplication operations without compro-
mising the detection accuracy, as multiplication is one of the most common and
expensive operations when it is performed homomorphically. Different classification

techniques are implemented based on the learning model’s structure.

In this thesis, each classifier is implemented for the introduced encryption scenarios.
Classification performances and running times of each implementation are presented
and assessed. Later, the security of each implementation is discussed, and possible
attack scenarios and remediations are proposed. This thesis provides a brief overview
and comparison of different homomorphic classification approaches for intrusion de-
tection. The applicability of different implementations in different use case scenarios

is evaluated and discussed.



2. BACKGROUND INFORMATION

In this chapter, we provide background information on intrusion detection systems,
homomorphic encryption, and machine learning algorithms. We also give a brief

literature review relevant to the subject matter of this dissertation.

2.1 Intrusion Detection Systems

An intrusion detection system (IDS) is a tool or software that can detect suspicious
activities in a network or system (Bace & Mell, 2001; Scarfone, Mell & others, 2007).
The aim of an IDS is to warn the user of possible threats by monitoring the host
systems or the network activity. The most common types of IDSs are network

intrusion detection systems (NIDS) and host intrusion detection systems (HIDS).

NIDSs constantly monitor the network traffic to identify any unknown and possibly
malicious activities. They consist of system sensors that are placed in key locations
in the network to monitor and analyze the activity. An example NIDS is shown
in Figure 2.1, where an IDS sensor is placed next to the external firewall. This
placement allows the detection of attacks that might not be infiltrated by the initial

defenses on the network.
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Figure 2.1 An example network intrusion detection system

HIDSs monitor the events of a single host to detect possibly malicious activities. It
considers the internal system of the host, such as the system logs, running processes,

etc., as well as the network traffic for the given host.

There are different detection approaches that IDSs can employ. Among the most

popular ones are signature-based and anomaly-based detection approaches.

A signature-based IDS uses a predetermined set of characteristics that were ex-
tracted from previously known attacks to decide whether or not a particular net-
work activity is malicious. However, the signature-based approach is limited when
it comes to detecting new attacks since the signatures are based on previously iden-

tified malicious network activities.

An anomaly-based IDS uses a set of predetermined values that are attributed to
normal network traffic. If the network activity diverges from this expected behavior,

it will be marked as malicious.



2.2 Homomorphic Encryption

Given plaintext messages mi, mo, ..., m; and their encryptions
E(mi), E(mg), ..., E(m;), homomorphic encryption allows a function f to
be evaluated on the encrypted messages without having to decrypt the mes-
sages first (Gentry, 2009). The result of the computation is a ciphertext,
E(f(my, mg, ..., m;)), which can only be decrypted by the party who owns
the decryption key. This encryption technique is especially useful if an untrusted
party is involved in the computation process and the data owner wants to protect
their sensitive data. The untrusted party can compute the result of the function
f without ever seeing the content of the user’s data. The result can later be
decrypted by the data owner, who holds the decryption key. One of the several
applications of homomorphic encryption is in the health sector, where the patient’s
confidential data (such as gene sequences, diagnostic test results, and other personal
information) is evaluated by an institution for predictive analysis. To overcome
privacy concerns, the institutions responsible for the evaluation of sensitive data

can perform computations on encrypted data.

There are three most well-known homomorphic encryption schemes. These are par-
tial homomorphic encryption, somewhat homomorphic encryption, and fully homo-

morphic encryption.

Partially homomorphic encryption (PHE) allows a limited set of operations to be
performed on the encrypted message (Morris, 2013). Either addition or multiplica-
tion operation can be performed based on the encryption algorithms of choice. This
limits the scope of computations that can be realized with this type of homomorphic

encryption scheme.

Somewhat homomorphic encryption (SWHE) allows using both addition and mul-
tiplication operations within the same cryptographic scheme, but the number of
operations one can perform without decrypting the message is limited (Belland,
Xue, Kurdi & Chu, 2017) due to the increasing noise in the ciphertext that renders

the ciphertext undecipherable, as explained subsequently.

The fully homomorphic encryption (FHE) allows multiple types of operations to
be performed an unlimited amount of times, at least theoretically (Gentry, 2009).
Each multiplication and addition operation adds some noise to the ciphertext, which
makes the ciphertext indecipherable after a certain number of operations. Fully

homomorphic encryption resolves this issue with a technique called bootstrapping.



Bootstrapping allows the decryption of a ciphertext homomorphically. As a result,
if the noise of a ciphertext grows too much, it can be decrypted homomorphically

to create a new ciphertext with a lower level of noise amount.

The batching method in the context of SWHE or FHE allows one to pack multiple
plaintext data in slots (in fact, encoded as a single polynomial) before the encryption
operation. As a result, the method can be utilized to perform the same homomorphic
operation on all data items in those slots in the packed ciphertext; a technique
usually known as Single Instruction, Multiple Data (SIMD) (Brakerski, Gentry &
Halevi, 2013; Smart & Vercauteren, 2014). The SIMD technique can speed up
the homomorphic computation process significantly as it allows computations to be
performed on multiple slots simultaneously. In this thesis, the proposed encoding
and classification algorithms rely on the batching method. Additionally, multiple

input records can be evaluated concurrently using this method.

2.2.1 Fully Homomorphic Encryption Schemes

In this section, some of the widely used schemes and their implementations for fully
homomorphic encryption are discussed. In practice, they are commonly used as
SWHE schemes; as they support bootstrapping, they can be used as FHE schemes.
Two of the most popular schemes are the Cheon, Kim, Kim, and Song scheme
(CKKS) (Cheon, Kim, Kim & Song, 2017) and the Brakerski/Fan-Vercauteren
scheme (BFV) (Fan & Vercauteren, 2012). The CKKS scheme supports floating-
point arithmetic and allows only approximate computing, modifying the fraction of
the ciphertext at each operation (Jiang & Ju, 2022). On the other hand, the BFV

scheme is limited to integer arithmetic operations.

There are several libraries developed to implement FHE schemes. The Microsoft
SEAL library (SEAL, 2021) implements both BFV and CKKS schemes, while the
PALISADE library supports a broader range of FHE schemes (PALISADE, 2020).

In this thesis, Microsoft SEAL’s BF'V encryption scheme was used for homomorphic
evaluations (Laine, 2017). The BFV scheme is semantically secure based on the
hardness assumption of the Ring Learning with Errors (RLWE) problem. In the
BFV encryption scheme plaintext space and ciphertext space are R; and Ry, re-
spectively. The message is encoded in the plaintext space Ry = Z[z]/(z™ +1), where
they are represented as polynomials of degree less than n and their coefficients are

in modulus ¢. The encoded messages (plaintexts) are encrypted into ciphertexts of
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two polynomials, namely R, x R, where ¢ stands for the ciphertext (coefficient)
modulus. Each newly generated ciphertext contains a small noise component, which
increases with each homomorphic operation applied to it, with the multiplication

operation causing the most significant noise growth.

A parameter \ is selected to specify the security level of the encryption algorithm.
The default security parameter of SEAL is set to 128 bits. Roughly speaking a
given security level A for an encryption scheme implies that breaking it requires a
computational effort in the order of 2* steps. The coefficient moduli ¢, ¢, and the ring
dimension n are selected based on the specified security level. The SEAL library also
provides hard-coded default parameters for security levels of 128-bit, 192-bit, and
256-bit. The secret key sk is generated using the security parameter A\, and the public
key pk is generated using sk. Additionally, a set of evaluation keys ek is generated,
which is used in homomorphic operations such as multiplication and relinearization.
While only the owner knows the secret key sk; pk and ek are open to public access
as they are used in homomorphic operations that can be performed by anyone. A
message can be encrypted using pk, and an encrypted message is decrypted using
sk. The BFV scheme supports many homomorphic operations, including addition,
multiplication, and rotation. After each multiplication operation, the ciphertext
grows in size. For instance, while an original ciphertext consists of two polynomials
in R4, a homomorphic multiplication increases the number of such polynomials to
three. Even though a large ciphertext can be decrypted as it is, the computational
performance will decrease as the ciphertext size increases. As a result, the ciphertext
needs to be scaled back to its original size using the relinearization operation. There
are other operations supported in the SEAL library in addition to those mentioned
above: e.g., plain operations (multiply_plain, add_plain, etc., where one of the
two operands is plaintext) and permutation over the values in the ciphertext slots

using Galois automorphism.

2.3 Machine Learning Algorithms

In this section, we will briefly introduce five different machine learning algorithms,

which are utilized to develop IDS models in this thesis.



2.3.1 Decision Trees

Decision trees are a supervised machine learning algorithm that uses a tree structure
composed of decision rules at every branch node of the tree to make predictions. The
outcomes of decision rules in the tree result in the selection of a leaf node. A decision
tree consists of multiple decision nodes at which we perform comparison operations
between a predetermined feature value and the input value for the corresponding
feature. Based on the outcome of the comparison, either the left child node or the
right child node is taken until finally, a leaf node is reached. Each leaf node holds a
prediction value. The outcomes of these decision nodes for an input z; lead to one

of the leaf nodes, which contains the prediction result g; for the given input.

2.3.2 XGBoost

XGBoost is a decision-tree-based machine learning algorithm that utilizes gradient
boosting (Chen & Guestrin, 2016). An XGBoost model consists of classification
and regression trees (CARTS). For each tree, parent nodes hold a comparison for
deciding which node to follow next, and each leaf node has a score value [; where
j represents the jth leaf. Outcomes of the decisions for each tree are followed to
reach a leaf score. The corresponding leaf scores from all the trees in the ensemble
are added up to achieve a prediction score, which is used to make the decision. For
binary classification, the classification is made based on the sign of the prediction
score. The prediction of an input z; on the XGBoost model can be represented as

shown in the Formula 2.1.

(2.1) Ji=Y_ fulzi), freF
k=1

Here, m stands for the number of trees in the model, f; is a tree function that
outputs a leaf score, F'is the set of all CARTS, and ¢; is the model prediction (Chen
& Guestrin, 2016).



2.3.3 Support Vector Machines

Support Vector Machine (SVM) is a supervised machine learning algorithm that is
used for classification and regression problems. The algorithm works by construct-
ing a hyperplane that optimally separates different classes from one another (Cortes
& Vapnik, 1995). For multiclass classification, methods such as one-against-all and
one-against-one have been proposed. These methods work by combining multiple
binary classifiers (Hsu & Lin, 2002). In the one-against-one approach, every two
class is separated using a hyperplane; and in the one-against-all approach, a hy-
perplane is used to separate each class from the rest of the classes. For linearly
non-separable samples, kernel tricks might be used to map the inputs to a higher

dimensional space and make the samples separable.

Given a set of training points (x1,y1), (€2,%2),- .., (Te,y¢), ; represents a data point
(a d dimensional vector, where d stands for the number of features) and y; represents
its corresponding label. The training set is said to be linearly separable if a normal
vector w and an offset value b exist such that the condition in Equation 2.2 is
satisfied.

(2.2) yilw-x;+b)>1, i=1,..¢

Here, the dimension of the weight vector w is equal to the dimension of the input

space, which is the number of features d.

An optimal hyperplane that separates the training data points with the maximal

margin is shown in Equation 2.3,
(2.3) wo-x+byg=0

where (wo, bg) is the unique set of arguments that maximizes the distance between

the classes in the training data.

2.3.4 Naive Bayes

Naive Bayes is a simple classification algorithm that is based on Bayesian probability
(Leung, 2007). It is considered to be highly scalable, and the classes are assumed

to be conditionally independent.



Given a data point x = (x1,22,...,74), where d is the number of independent fea-
tures, it calculates P(cj|z) where ¢; stands for the different classes that the data
point might belong to. The data point is classified as the class that gives the highest
probability as a result. Using the Bayes’ Theorem, this probability can be shown as

P(zcj)P(ej)

(24) Plejla) = =5

2.3.5 Neural Network

Neural networks are a collection of nodes (neurons) connected to each other in a
layered structure (Rumelhart, Hinton & Williams, 1986). The connection between
the nodes is called edges, and each holds a weight value. Each neural network has
an input layer, one or more hidden layers, and an output layer. The input is used
to initialize the units of the input layer. The units in the successive layers apply
a linear function on the outputs from the connected units of the previous layer to
generate a total input. Later, a non-linear function is applied to the total input to
produce the given unit’s output, which is then forwarded to the following layer. The
neural networks are trained using data points with known labels. The prediction of
the network and the actual label are compared to generate an error value, which is
then used to adjust the weights of the connections so that the model’s prediction

accuracy is improved.

2.3.6 Evaluation Metrics

The classification performances of the introduced algorithms are evaluated using the
following metrics: accuracy, precision, recall, and false alarm rate (Kumar, 2014).
If an instance is classified as positive, it is classified as malicious activity; otherwise,
it is classified as normal activity. Given the number of true positives (TP), true
negatives (TN), false positives (FP), and false negatives (FN), the evaluation metrics

are calculated as given below.
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Accuracy: The accuracy rate is the ratio of correctly classified instances to the total

number of instances. The accuracy of a classifier is calculated using Equation 2.5.

TP+TN
TP+TN+FP+FN

(2.5) Accuracy =

Precision: The precision metric is the ratio of correctly classified positive instances

to all the instances classified as positive. It is calculated using Equation 2.6.

TP
2.6 Precision = ————
(2.6) recision = o p
Recall (Detection Rate): The recall metric is the ratio of correctly classified
positive instances to the number of actual positive instances. It is calculated using

Equation 2.7.

TP
2.7 Recall = —————
2.7) T TPYFN
False Alarm Rate (FAR): The FAR is the ratio of negative instances, which are
incorrectly classified as positive, to the total number of negative instances. It is

calculated using Equation 2.8.

FP

2.4 Literature Review

In the studies by Tsai et al. (2009) and Tait et al. (2021), the performances of several
machine learning classifiers were compared for the purpose of intrusion detection.
The authors in (Bost, Popa, Tu & Goldwasser, 2014) propose classification protocols

for algorithms such as decision trees and Naive Bayes on encrypted data.

This thesis builds on top of a previous study conducted in (Karagay, 2019), where
homomorphic encryption is used to overcome privacy concerns, and a rule-based
classification technique is used to evaluate machine learning algorithms. This is
achieved by extracting rules from trained machine learning models to be used for

classification. Rule-based solutions for intrusion detection have also been used in
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previous studies. The rule-based Naive Bayes and Neural Network algorithms intro-
duced by Karagay (2019) were constructed based on the works of Alashqur (2015)
and Goodman, Higgins, Miller & Smyth (1992).

This thesis additionally introduces a privacy-preserving XGBoost classifier which
was proposed in (Magara, 2022), as the XGBoost algorithm generally performs bet-
ter than other algorithms proposed for classification. Instead of the rule-based clas-
sification technique, the model as a whole is encoded in such a way that allows the

user data to be evaluated homomorphically.

In the literature, several other approaches were taken to construct a privacy-
preserving XGBoost classifier. Meng & Feigenbaum (2020) introduce a privacy-
preserving XGBoost interface, which uses somewhat homomorphic encryption
(SWHE) and order-preserving encryption (OPE) schemes for classification. The
OPE scheme is used for the homomorphic comparison of the feature values. Deforth,
Desgroseilliers, Gama, Georgieva, Jetchev & Vuille (2021) propose an algorithm to
train and evaluate gradient boosted tree models using a multi-party computation
setting. Xu, Li, Wang, Luo & Guo (2021) proposes a multisource distributed train-
ing model based on the Paillier homomorphic encryption (Paillier, 1999), which

introduces a transfer learning IDS based on encrypted XGBoost.

This thesis, on the other hand, focuses on the evaluation of the XGBoost model
instead of the training process. Additionally, we choose to use the SWHE scheme

for privacy-preserving purposes, including for evaluating the comparison operations.

Also, a privacy-preserving linear SVM algorithm is introduced in this thesis. Binary
classification with SVM is relatively easy compared to the other algorithms since it
only requires the input to be multiplied with a normal vector w, then added to a
coefficient value b. Hence, no encoding or approximation techniques are necessary
for the classification. The algorithm’s simplicity allows for significantly fast classi-
fication even with homomorphic encryption. Several studies on privacy-preserving
SVM classification exist in the literature; however, the current literature focuses
primarily on more sophisticated non-linear classification algorithms (Laur, Lipmaa
& Mielikainen, 2006; Park, Lee, Cheon, Lee, Kim & Byun, 2019; Teo, Han & Lee,
2013). However, due to its simplicity, high speed, and relatively good accuracy, the

linear SVM is investigated and analyzed in this thesis.
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3. METHODOLOGY

In this thesis, the performances of different classifiers based on machine learning
algorithms are evaluated considering three encryption scenarios. The model and user
data are encoded in such a way that classifiers can be evaluated homomorphically.
Three of these algorithms, namely Decision Trees, Naive Bayes, and Neural Network,
are evaluated using a rule-based approach. In the rule-based approach, rules are
extracted from the training data set, and the inputs are compared with the extracted
rules to reach a classification decision. On the other hand, in XGBoost classifiers,
a gradient boosting framework for classification, a different encoding methodology
is used so that the input and the model are represented using bit strings. The
final algorithm, Support Vector Machines (SVM), uses simple integer arithmetic for
classification. These five algorithms are evaluated in terms of performance using

different encryption scenarios that are introduced in this chapter.

3.1 Data Sets

For the evaluation of the algorithms that are described in this section, two dif-
ferent network intrusion data sets are used. The first one is the University of New
Brunswick ISCX 2012 Intrusion Detection Evaluation Data Set (ISCXIDS2012) (Shi-
ravi, Shiravi, Tavallaee & Ghorbani, 2012). This data set contains seven days of
network activity for the system under inspection. For this study, only network ac-
tivity from the days Saturday and Sunday were used. The chosen subset contains
normal activity, brute-force attacks, and infiltration of the network from the inside.

The original data set contains 18 features, with labels included.

The second data set is the KDD Cup 1999 data set (KDD’99) (Cup, 1999), which
contains 42 features with labels included. It is one of the most widely used and

popular intrusion detection evaluation data sets. However, the KDD99 data set
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is also criticized for being an outdated data set that contains a large number of
redundant records (Tavallace, Bagheri, Lu & Ghorbani, 2009). Nonetheless, we
have decided to use this data set since it is large data (both in terms of total feature
numbers and total records) that allows us to test the scalability of our approach,
especially for the SVM and XGBoost algorithms.

3.2 Data Pre-processing

To begin with, the redundant records on the data sets were removed. Especially
the KDD’99 data set suffers from a large number of redundant records. This affects
the model and testing accuracy. Hence, the redundant records are eliminated from
the data set before any data processing takes place. Also, for the KDD’99 data set,
different types of attacks (e.g., DoS, Probe, R2L) are mapped to a single attack

label since only binary classification techniques are investigated in this thesis.

The WEKA machine learning framework is used for preprocessing the data
sets (Holmes, Donkin & Witten, 1994). The original data sets were resampled with-
out replacement, and a uniform distribution was applied so that a suitable number
of training and test records were selected for evaluation. These data sets were sepa-
rated as train and test sets by dividing the original sets into 70% and 30% portions,

respectively.

After this, the next step is to discretize the data and eliminate unnecessary features
to ensure that the data is suitable to be trained and tested on the classification

algorithms.

The categorical features with a high number of values that would severely impact the
performance of the classifiers were eliminated beforehand. The data were discretized
based on the categorical feature with the highest number of values. For example,
for the ISCX data set, the sourceTCPFlagsDescription feature takes 24 values.
Since it is a categorical feature and cannot be discretized any further, the rest of
the numerical features are discretized so that the highest number of values is 24 at
most for all features. Similarly, for the KDD’99 data set, the number of categories
(also referred to as “bins”) was set to be 11, at most. The equal frequency binning
method was used to discretize the feature values, meaning the data was divided into

bins that had similar amounts of samples.
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In order to eliminate irrelevant features and minimize the number of features we are
working with, feature selection was employed on the data sets. The information gain
(IG) evaluation method was used to eliminate the features of less importance (Kent,
1983). A feature is said to be more informative as its information gain value in-
creases. For the Decision Tree, SVM, and XGBoost classifiers, the threshold value
for the information gain was selected to be 0.05. For the Naive Bayes and Neural
Network algorithms, the number of features is determined based on the number
of rules the algorithms generate and the overall performance received from these
rules as an excessive number of rules can endanger the feasibility of homomorphic

evaluation.

3.3 Encryption Scenarios

Three different encryption scenarios are considered in this study:
1. Model owner encrypts the model (Model encrypted)
2. Data owner encrypts their data (Data encrypted)

3. Data owner encrypts their data, and the model owner encrypts the model
(Both encrypted)

Model encrypted (ME): In the first scenario, the model owner (MO) encrypts
the model and sends it to the data owner (DO). The DO uses the homomorphic
encryption scheme to evaluate their plaintext input on the encrypted model. The
encrypted result is sent back to the MO to be decrypted. If the result indicates
an intrusion, the MO will inform the DO. This is the only scenario that has been

investigated in the dissertation of Karacay (2019).

Data encrypted (DE): In the second scenario, the DO encrypts their private
data and sends it to the MO. The MO uses the homomorphic encryption scheme to
evaluate the data using their open model. Then, the encrypted result is sent back
to the DO to be decrypted. As a result, if there is an intrusion in their network, the
DO will be informed by the result.

Both encrypted (BE): In the third scenario, both the model and the input
data are encrypted. In this case, we assume that a third party will be performing

the homomorphic evaluations. The DO encrypts their data, and the MO encrypts
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the model. The encrypted entities are sent to the third party that is responsible for
evaluating the DO’s data using the MO’s model. The encrypted result is sent back to
the parties. This scenario could also be implemented using multi-key homomorphic
encryption, in which the result is encrypted by the keys of both DO and MO (Chen,
Dai, Kim & Song, 2019). However, a single-key encryption technique is used in this

thesis.

In Figure 3.1, the data transaction between the parties for all three encryption

scenarios is illustrated.
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Figure 3.1 Three encryption scenarios

These three scenarios are considered for the different classifiers. The performance
measurements of the different scenarios are compared with each other using both
single-threaded and multi-threaded software implementations. In the latter case, we
show that using parallel execution, we can accelerate the classification significantly

as data points are processed independently.

3.4 Classifier Descriptions

In this section, we will provide the details of the mapping techniques we use for

the classifiers to obtain the circuits for efficient homomorphic evaluations of the
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classification models.

3.4.1 XGBoost Classifier

XGBoost is a machine learning algorithm that uses decision-tree ensembles for classi-
fication. Unlike the Decision Tree, Naive Bayes, and Neural Network classifiers that
are considered rule-based models; because of the structure of the XGBoost model,
it is not feasible to extract rules for different classes. The XGBoost classification
method discussed in this section has been introduced in the thesis by (Magara,
2022). An XGBoost model consists of multiple trees. Each tree holds “scores” on
its leaf nodes, and each parent node holds a value that is compared against a specific
feature value of the input. The sum of the resulting leaf values for all trees is used

to make a classification decision.

In Figure 3.2, two of the total 128 trees in the model generated for the KDD’99 data
set are illustrated. Each tree in the model is evaluated separately for the input.
For example, the root node of the first tree on the left checks whether the input
value for the count feature is less than eight or not. If this condition holds, then
the comparison in the left node is performed, which is “dst_bytes < 17 If this
condition also holds, the resulting leaf node will be the first one on the left, with the
value of —0.584. All 128 trees will lead to a different leaf node with different values
based on the input. The final classification score is the summation of the resulting

leaf values for all trees.

count < 8 [sameismimte < 3}

[dstibytes < 1} [flag < 7} [srcﬁbytes < 1} [flag < 7}

(-0.584](0.546) (0.598 ) (-0.555 ) (0.466) (-0.357)(-0.451) (0.257)

Figure 3.2 2/128 trees of the XGBoost model constructed for the KDD’99 data set.

The model generated for this study contains trees of depth two. In a tree, each
parent node holds a less-than comparison operation that compares a feature value

of the input with a predetermined value. If the feature value of the input is less
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than the node value, the comparison on the left child node is performed. Otherwise,
the comparison on the right child node is performed. Based on the result of these
comparisons, we reach a leaf node, which holds a decimal value. The resulting leaf
values for each tree on the model are summed up to reach a final classification score.
For binary classification, the input is classified as a malicious activity if the final
score is a positive number. Otherwise, the input is classified as a normal activity if

it is a negative number.

Normally, the leaf values of an XGBoost model consist of decimal values between -1
and 1. However, since the BFV scheme, which only works with integers, is used for
homomorphic evaluation, these decimal values are multiplied with a power of 10 to
approximate an integer score. It is made sure that this approximation is sufficient

and makes no difference in the classification decision.

In order to classify an input, initially, the node comparison results for every parent
nodes of all trees are calculated. Afterward, these node comparison results are used
to obtain the scores from all trees, which, are, finally, are summed up to reach the

final classification score.

3.4.1.1 Encoding

In order to realize the comparison operations on the parent nodes using homomor-
phic encryption, the model and the test values should be encoded in such a way as

to facilitate fast and efficient homomorphic evaluation of the XGBoost trees.

The input data and the model are encoded using different methods. If a feature is
compared with ¢ different values on the model, that feature can take ¢t 41 different
values in our model. As a result, both the input values and the comparison values

are represented using ¢ bits.

The values that are taken by features are regrouped (“binned” or placed in bins)
according to the node comparison values on the model to minimize the number of
bits used in the encoding. For example, in the KDD’99 data set, all the features are
discretized into 11 equal frequency bins. However, the model does not necessarily
consider all the 11 values of a feature as a split point on the tree; it might consider
only a subset of these values. We can simply show these categories as integers from
0 to 10. For example, the feature dst_bytes in the data set can take one of the

following values:
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(—inf—2]:0, (2—139.5] : 1, (139.5 — 326.5] : 2, (326.5—349.5] : 3,
(349.5—579.5] : 4, (579.5—1029.5] : 5, (1029.5 — 1588.5] : 6, (1588.5 — 2455] : 7,
(2455 —4216.5] : 8, (4216.5—9285.5] : 9, (9285.5 —inf) : 10

However in the model, this feature values are compared only with the following five
values: 1, 7, 8,9, 10 (e.g., dst_bytes < 7). In this case, it will be sufficient for the
DO to encode their data with respect to the comparison values on the model. As a
result, the input can have six distinct values, and the number of bits used to encode
the value of dst_bytes can be reduced from 10 bits to 5 bits.

On the other hand, since we are utilizing the batching method with homomorphic
encryption, the bit count used for all features should be the same and also be a
power of 2. That means the feature with the highest number of binned values will
be the feature that determines the bit size (and the number of values) for the rest
of the features. Consequently, dummy values will be generated for features that
contain a smaller number of binned values than the specified number of bits. For
example, for the dst_bytes feature, it suffices for us to use only 5 bits for encoding.
However, we need 8 bits to encode all features since the bit size must be a power
of 2. As a result, for dst_bytes feature, three more random comparison values will
be selected and used as a part of the encoding. While this causes extra bits to be
used for encoding, increasing the number of bits might help the protection of the
model’s privacy. Using all the available bits to represent a feature, we share less
information about the model, and the fact that the dst_bytes feature takes only

five comparison values on the model is not disclosed.

After three more values are added, the following values will be the model’s node
comparison values for the dst_bytes feature: 1, 2, 3, 5, 7, 8, 9, 10. Then, we can

define the encoding method for node comparisons.

Node value encoding: The node comparison values are encoded using one-hot
encoding, such that the most significant (i.e., the leftmost) bit corresponds to the

smallest feature value.

For the feature dst_bytes, the values on the model will be encoded as 10000000,
01000000, 00100000, 00010000, 00001000, 00000100, 00000010 and 00000001. For
instance, when the node comparison operation is < 1, the node value will be encoded
as 10000000. Similarly, when it is less than 9, then the node value encoding will be
00000010.

Now, we can explain the method used to encode the DO’s input. Following the same

example, the DO’s data will be binned into nine intervals:
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(—o0,1), [1,2), [2,3), [3,5), [5,7), [7,8), [8,9), [9,10) [10,00).

The intervals are indexed from the largest to smallest, where the first index is 1 for

the largest interval, and incremented by one.

Input encoding: DO’s input T is encoded feature-wise as 2'~Y —1 if T is in the ith

largest interval.

Hence, in the example the intervals for dst_bytes will be encoded as 11111111,
01111111, 00111111, 00011111, 00001111, 00000111, 00000011, 00000001 and
00000000, respectively. For instance, if z € [7,8), it will be encoded as = = 00000111,
which will result in bit sequence with a Hamming weight of 1, when it is bitwise
multiplied with the node value encoding of the comparisons < 8, <9, and < 10.
Conversely, the same operation will yield an all-zero bit string for the comparisons

with the value of 7 and less.

Note also that if the comparison values on the model are decimal numbers, they
are rounded up to the next integer. For example, if a comparison such as f < 7.5
exists on the model, then 7.5 will be considered as 8 since there are no possible input

values (categories) between the numbers 7.5 and 8.

3.4.1.2 Preparation of the input

For an XGBoost model made up of m trees, there exists m different root, left and
right nodes where each node holds a comparison value. These values are compared
against specific feature values of the DO’s input. Each parent node holds a less-than

comparison operation such as “Destination Port < 14.5”, “Source Port < 2.5”.

Ideally, the MO does not want to reveal which features are compared in each tree.
However, in our proposed evaluation scenario, the DO’s data is expected to be

ordered in the same way feature comparisons are given in the XGBoost model.

Example 1. Consider an XGBoost model that consists of 3 trees (m = 3).
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Figure 3.3 Example XGBoost model consisting of 3 trees.

In order to evaluate the DO’s input on the model using the batching method, the
input’s feature value encodings must be given in the same order as the model. Hence,

the DO’s input is expected to be given in three arrays in the form of:

LTroot — T4 | X1 | T2
Tiepr = 23 | 23 | 11

Tpight = 21 | T2 | 24

However, if we require the DO to generate these arrays for evaluation, they would
learn which features are used for comparison in each independent tree. This would

reveal an essential information about the model to the DO.

In order to protect the model, we do not want to share the this additional information
that reveals the features compared in each tree. To achieve that, the DO is expected
to store all the feature values for their input in separate arrays called input feature
arrays of length m x t, where m and ¢ stands for the number of trees and the number
of bits used to represent the feature values, respectively. Hence, an input feature

array contains the encoded value of the same feature m times.

The input feature arrays should be evaluated homomorphically so that the output is
a single array that contains all feature values of the input ordered in the same way
as the model. To achieve that, the MO is expected to generate arrays called feature
masks along with the model itself. Feature masks are d arrays of length m x ¢, which
contain 1’s in the slots where the given feature is present on the model, and 0’s in the
remaining slots. These masks are multiplied with their corresponding input feature
vectors so that the value of the given feature is only present on the correct slots
according to the model. Once each feature mask is applied to the corresponding
input feature array, the resulting arrays are summed up to generate a single ordered

input array.

A feature mask F; is generated for all features f; for 1 =1,2,...,d and it can take

either the value of 0 or 2! — 1, which is repeated m times. The DO’s input feature

arrays are shown as X1, X, ..., X4, where d is the number of features. These arrays

are multiplied by the corresponding feature masks generated by the MO. Finally,
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the resulting arrays are added up so that the features of the user’s data are ordered
in the same way as the features are ordered in the model. The Equation 3.1 will be

used to reach the ordered input array .

d

(3.1) r=> (F-X;)

k=1

Example 2. Let us consider the model given in Example 1, which consists of 3
trees (m = 3), and assume that the feature values are encoded using 4 bits (¢ =
4) and we perform the comparisons for the root nodes of these trees. In the first
tree, the feature f4’s value is compared; in the second tree, the feature fi’s value is
compared; and finally, in the third tree, feature fo’s value is compared. Note that

the feature f3 is not used in the root nodes of any of the trees in this example.

Assuming this data set has four features in total (f1, fa, f3, f1), the following masks
will be generated for each feature by the MO.

Fy: 0000 | 1111 | 0000
Fy: 0000 | 0000 | 1111
F3: 0000 | 0000 | 0000
Fy: 1111 | 0000 | 0000

The user’s input feature arrays are given below, where each x; stands for the input

encoded value of the feature f;.
Xi=z1 |21 | m
Xo =22 | 2 | 2
Xz =uz3|x3]| 3
Xoy=wq| 2| wg
The ordered user input, which results after Formula 3.1 is applied, is given as:
Troot = T4 | 1 | @2

As all these operations are performed homomorphically, any party (including the
DO and a third party) can perform them without learning the order formed inside

the ciphertext.
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Since three nodes exist (root, left, right) for a tree of depth two, the same operation
will also be performed for the right and left nodes so that we obtain . and x,;gp;.
Consequently, for a single input value, three arrays for each node type (root, left,

right) of size m x ¢t will be generated.

Moreover, to improve the performance of the evaluation, multiple input records are
stored in a single array. A ciphertext that contains NV slots due to batching is capable
of storing N/(m x t) number of input arrays. Therefore, the batching technique

allows the evaluation of multiple inputs concurrently using a single ciphertext.

3.4.1.3 Node Comparison

Using Equation 3.2, the less-than comparison of each node is tested.
t—1
(3.2) 2= (Thi i)

1=0

Here, a t-bit input feature value (for the feature f;) represented as

(wrt—1l|ltk—2]|. - lzk1llTro) and a &-bit node value represented as
(ye—1l|lye—2||---|ly1llyo) are given as inputs. If the output z is 1, the user’s
value is less than the model’s value. In this case, the left subtree will be taken.

Otherwise, the right subtree will be taken.

Since batching is used for homomorphic evaluation, an ordered input vector (for the
root, left or right nodes) can be evaluated over its corresponding model vector con-
currently. As a result, Equation 3.2 will translate to one multiplication and logy(¢)
addition operations for a single node comparison. The result for each comparison
will be stored in the (¢ xi)th slot of the array given that i =0,1,..., N/t — 1.

Example 3. Assume a scenario where feature values are encoded using 4 bits (t =4),
and the XGBoost model consists of 3 trees (m = 3). Consider that x,,, stands for
an ordered input vector for the root nodes, and y,,,: stands for the vector that holds
the feature comparison values for the root nodes. The node comparison for a single

input can be achieved as follows:
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Troot = 11110000 | 0111

X Yroot = 0100 | 0001 | 1000
inty 0100 | 0000 | 0000
+ antp <<1 1000 | 0000 | 0000
ints 1100 | 0000 | 0000
+ inte << 2 0000 | 0000 | 0000
Zroot T
Here, * stands for intermediary calculation values that are not important for the

result calculation process. Before decrypting the result, these intermediary values

will be masked as they may leak sensitive information.

3.4.1.4 Result Calculation

After the comparison result of each node is calculated, these results are used to get

the score of the correct leaf node using the following equations.

C1 = Zroot X Zleft X l1

c2 = Zroot X (1= zjeft) X lo

c3 = (1= 2Zroot) X Zright ¥ 13

c4 = (1= zroot) X (1 = zpight) X la

Score=c1+ca+c3+cy

Here, 2root, 21e ft, Zright Values are the comparison results for the root, left, and right
nodes respectively. The [; values are the leaf scores of the tree, numbered from
leftmost to rightmost. ¢; holds the leaf value if and only if its corresponding leaf

node [; is reached given the comparison results z.

For example, if the root node comparison is satisfied z,,,¢ Will be 1. If the left node
comparison is satisfied, z.p; will also be 1. As a result ¢; will be equal to Iy and

c2,c3,c4 will all be equal to 0.

Hence, the summation of all four ¢ values will give us the value of the achieved leaf
node for a single tree without exposing which leaf (or which feature value combina-

tion) results in the said value.

The operations above are simplified to minimize the number of multiplication op-

erations, and the final version of the operation is shown in Equation 3.3, given
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pr =11 =13, po=1p— 14, p3 =14 —13, and py = l4.

(33) Score = (Zroot - 1) X p3 X Zpight + (Zleft XPp1 +p2) X Zroot T P4

Once the scores of all trees are calculated, they are summed up to reach a final
classification score. The tree scores in the array are summed up using the logarithmic
summation method. The number of trees is either selected to be a power of 2, or m —
m empty trees are appended to the arrays to allow slot-wise logarithmic summation
of the tree scores (7 stands for m’s next power of 2). As a result, in a ciphertext each
(i x 1)th slot, where i =0,1,..., N/m —1, holds the classification score of an input.
Finally, the intermediary values generated as a result of logarithmic summation are

masked by adding a random integer R selected from the range of [0, p).

3.4.2 Support Vector Machines (SVM) Classifier

Support Vector Machines (SVM) is a supervised machine learning algorithm that
aims to create an optimal hyperplane between training samples that belong to dif-
ferent classes by finding a normal vector w. An offset value b is used such that
the classes are separated with a maximal margin. Given that the input contains d

values, w and the input @ are vectors of size d for binary classification.

Formula 3.4 is used to classify a data point .

(3.4) y=(w-x+Db)

If the resulting label y is a negative value, then the input is classified as regular

network activity. Otherwise, it is classified as malicious.

The normal vector w and the offset value b are extracted from the model. For binary
classification, the size of the vector w is equal to the number of features d in the
data set, and a single offset value is used.

The dot product of w and @ in the Formula 3.4 translates to a single multiplication
operation and logg(d) addition operations with the batch encoding technique, where
d stands for d’s next power of 2. The d number of values of the normal vector w is

stored in a single array, and similarly, the d number of values of the input & vector
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are also stored in a single array. The multiplication of these two arrays, followed
by the logarithmic summation of the array elements, results in the dot product of
w and «. Finally, with the addition of the offset value b, the classification result
y; is achieved. The intermediary values that are obtained as a result of logarithmic
addition are masked with the addition of random integers selected from the range
of [0, p). Hence, one multiplication operation and logs(d) + 2 addition operations
suffice to classify a single data point. Additionally, the batching method allows
the storage of N/ d inputs in a single ciphertext, further speeding up the evaluation

process.

The simplicity of the SVM model evaluation makes the computation time faster
than any other machine learning algorithm investigated in this thesis and allows to
classify a greater number of test data points homomorphically in a short amount of
time while still yielding a high accuracy rate. Additionally, we used a subset of the
KDD’99 data set containing 1,059,932 data points to evaluate the performance and

accuracy of the SVM implementation with a large volume of data.

3.4.3 Rule-based Classifiers

In this thesis, three rule-based classifiers (Decision Tree, Neural Network, and Naive
Bayes) that were introduced in the dissertation of Karacay (2019) are also evaluated
in the three aforementioned encryption scenarios. Using each algorithm, a number
of malicious signatures (which will be referred to as rule signatures) are generated.
These signatures are then compared against the input to decide whether or not the
input is malicious. If the input matches any of the signatures, it will be considered

a malicious activity.

The DO'’s input will be used to generate a record signature, and the classifier will
be given as a set of rule signatures. Here, each feature is transformed into the
categorical data type, whereby it can be equal to a certain number of values. This
approach is similar to the one used in our XGBoost method. However, in rule-
based classifiers, the predicates always check the equality, whereas it is a less-than

comparison in XGBoost.

The length of each signature is d x t where d stands for the number of total features
and t stands for the number of total values a feature takes. A record signature will

be given as

V11, V12, -5 VL] V21, V22, oo, V2t || Vgt Vaz, - Vs
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Here, the one-hot encoding technique is used to represent the values each feature
takes. For all features f; where j =1,2,...,d, if the feature f; of the input is equal
to its ¢th value, then the v;; bit will be set to 1. The other bits for the jth feature
will be set to 0. This way, the resulting record signature will represent the input
itself.

This record signature will be compared against a set of rule signatures. Each clas-
sifier described below will generate a number of rule signatures that will be used to

detect malicious inputs.

For the rule signatures, the value of don’t care will be assigned to the t bits of the
features that are not used in detection. Based on a predicate, which captures one of
the conditions in the malicious activity, if a feature is known to take a certain value
v;;, that slot will be set to 1. Similarly, if a value is known not to equal a specific
value v;;, that slot will be set to 0. Since there are three possible states a feature
value can take (value holds, value does not hold, and don’t care), 2 bits are used to
encode these states. The values 0, 1 and don’t care are encoded with [0,0], [1,0] and

[1,1], respectively.

The comparison of a record signature with a rule signature is achieved using Equa-
tion 3.5.

(3.5) T+ (s vV M;[1]) @ M;[0]

In this thesis, we adopt the notation used in (Karagay, 2019). Here T represents the
result vector that holds the comparison value of the rule and the record signatures.
s represents the record signature and IMj represents one of the rule signatures. Since
the feature values in the rule signatures are encoded using two bits, M;[0] stands
for the first bit of the feature values while M;[1] stands for the second bit of the

feature values.

If the result of this equation 7 is equal to (0)'** where A stands for the length of

the signatures, that means the rule signature matches the record signature.

The entire array 7 is summed up using logarithmic summation. As a result, the first
index holds 0 if the signatures match, otherwise it holds a non-zero value. The index
that holds the result is multiplied with a random integer in the range of [0, p), and
the intermediate indices are multiplied with 0 to prevent information leakage. The
result for each rule signature is placed in a random index of the ciphertext using the

shift operation.

Once again, as was the case for other algorithms, the batching technique allows
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for the classification of multiple inputs with a single ciphertext. A ciphertext can

contain N/ (d/;<\t) rule signatures, where (d/;<\t) stands for (d x t)’s next power of 2.

3.4.3.1 Decision Tree Classifier

A decision tree consists of parent and leaf nodes, where each leaf node holds a
classification value and each parent node holds a feature comparison value. In each
parent node, a feature value of the input is checked against a value of the given
feature. If the comparison holds, the left subtree is taken. If it does not hold,
the right subtree is taken. The resulting leaf value is the classification result. In

Figure 3.4, an example model is given.

[same—srv—rate = —inf—0.775j

true false

[count = 1.5-7.5] [srv—serror—rate = 0.975—inf]

true false true false
[src—bytes = —inf—0.5j Malicious Malicious Benign
true false
Malicious Benign

Figure 3.4 An example decision tree model.

In the decision tree model, each route from the root node to different leaf nodes is
referred to as a path. The rule signatures are based on the paths on the model. In a
path, certain input features are compared with particular values of that feature. Not
all features are necessarily checked in a given path. That is why we also have don’t
care conditions for features that are not considered on a given path. The paths that
lead to a “Malicious” leaf, will be the rule signatures for the decision tree classifier.

For the model in Figure 3.4, the following paths are the rule signatures:

e Rule 1: (same-srv-rate = -inf-0.775) A (count = 1.5-7.5) A (src-bytes = -inf-
0.5)

« Rule 2: (same-srv-rate = -inf-0.775) A (count # 1.5-7.5)
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e Rule 3: (same-srv-rate # -inf-0.775) A (srv-serror-rate = 0.975-inf)

Two different binary strings, stored in matrix M, will be generated for each rule
signature. The first column of the matrix M will hold the first bit of the encodings
M]J0], and the second column will hold the second bit of the encodings M[1].

MI[O] : v11, V12, - .., Vi¢| V21, V22, .., V2t | .. | Va1, Va2, - Vit
M[1]: v11, vi2, - .., V1] V21, V22, oy V2 | | VgL, Vg2, Vg

The rules given for the binary tree in Figure 3.4 are converted into binary strings in

the following way :

o If we know a feature f; has to be equal to its jth value for that rule to hold,
the bit for v;; in M[0] has to be set to 1 and the same bit in M[1] will be
set to 0. For example in Rule 1, the bits that stand for the value (inf-0.775)
for the feature same-srv-rate will be set to 1 and 0 on M1[0] and Mj[1],
respectively. The bits for rest of the same-srv-rate’s values will be set to 0
on both M;[0] and Mj[1], since we know the same feature cannot be equal

to another value on the same path.

o If we know a feature f; has to be not equal to a certain value v;; for that
rule to hold, the bits of v;; in both M[0] and M][1] has to be set to 0. For
example for Rule 2 to hold, the input’s value for the feature count should not
be equal to (1.5-7.5). As a result, the feature bit that corresponds to the value
of (1.5-7.5) should be set to 0 in both M2[0] and M2[1]. The remaining values
for the count feature will be set to don’t care, hence the value bits will be set
to 1 in both M2[0] and Ma[1].

o If a feature is not considered at all in a given rule, then all its value bits
will be set to 1 for both M[0] and M[1]. For example in Rule 2, the feature
src-bytes’s value is not considered. Then, the bits that represent the values

of src-bytes (Usrc-bytesl,Vsrc-bytes2:---;Usrc-bytest) have to be set to 1 in

both M2 [0} and Mz[l].

3.4.3.2 Naive Bayes Classifier

The Naive Bayes classifier uses the Bayesian theorem in Equation 3.6 to estimate

the probabilities of classes and select rules for classification.
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P(rlej) P(cs)
3.6 P(cjlr) = R
( ) (C] |T) P (7")
Given a new rule 7, the probability that it belongs to a class ¢; in the set of classes
C is calculated. Then, the class with the highest conditional probability P(c;|r) is
selected as the class of the given rule r. Since P(r) does not depend on the class
information, it can be removed from the equation, and the estimation can be used

for the classification.

Since the Naive Bayes classifier assumes that the data consists of d number of inde-
pendent features, the approximation given in Equation 3.7 is used to calculate the
value of P(r|c;). In this equation, v;;, represents the value rule r takes for its ith

feature.

d

(3.7) P(rlej) = _1:[1P(vz-ki|0j)

A set S that contains all possible combinations of the distinct feature values is
generated. Each s; € S is a candidate rule r that is yet to be assigned to a class. To
decide which class s; belongs to, Equation 3.6 is calculated for each possible class
c¢j. The candidate rule s; is added to the list of rules R; of the class ¢; that leads to
the highest probability P(c;|s;) among all other classes in C'. Since only two classes
are considered in this study (Benign and Malicious), we compare the “Malicious”

rules with the test input to reach a classification decision.

Since the rules generated with the Naive Bayes technique are selected from a set
of all feature combinations S, these rules contain an exact value for every possible
feature. Hence, there are no don’t care values to consider for the rule encoding. In
the binary string generation for the rules, if the feature f; takes its ith value, the
v;;th bit will be set to 1 for M[0] and it will be set to 0 for My[1]. All other value
bits for feature f; will be set to 0 for both My[0] and My/[1].

This method requires the MO to generate all possible combinations for different
signatures. Hence, as the number of features and the number of distinct values of a
feature increase, it will be more difficult to generate the set of records in .S. For that
reason, in this thesis, minimized versions of the data sets are used for the evaluation

of the Naive Bayes classifier.
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The number of rules produced by the Naive Bayes algorithm is proportional to the
number of unique malicious records in the training set. As the number of unique
malicious records increases, the number of produced malicious rules is expected
to increase as well. A high number of rules makes the timing performance of the
classifier significantly drop when evaluated homomorphically. For this reason, in
order to limit the number of unique malicious data points, a significantly smaller

subsample of the original training set is used to generate the Naive Bayes rules.

3.4.3.3 Neural Network Classifier

The Neural Network classifier is implemented using the information-theoretic ap-
proach (Higgins & Goodman, 1991). The information-theoretic measure is used to
extract a set of classification rules from the training data. However, this approach is
modified so that the computational complexity of the classification can be decreased
for homomorphic evaluation. The traditional information-theoretic approach and

the rule-based one will be explained, respectively.

The information-theoretic measure is used to extract rules from the training set by
measuring how informative a rule is. The informativeness of a rule can be measured
by looking at the correlation between the feature values of an input and its label.
This correlation is calculated using the J-measure of the training data points as
shown in Formula 3.8 (Smyth & Goodman, 1992).

P(cj | )

+P(ci|x;)log

38)  I(Cm) =Pl (Plcs o Fe)
(€5)

The rules with the highest J-measure are considered to be the most informative

rules. Here, C' stands for all possible classes, c; refers to the class of the input, and

¢; stands for all classes except ¢;. Since we use binary classification, ¢; will refer to

the complementing class. x; stands for all feature values of the ¢th input, in other

words, it is the input without the class information.

Once the J-measure of all training inputs is calculated, extracting the most infor-
mative rules from the training set R is the next step. The rule selection technique
proposed by Higgins & Goodman (1991) is used to extract the rules. The extraction

technique is as follows:

1. For each rule r; € R, r; is selected for evaluation and referred to as the parent

rule.
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2. The J-measure of the parent rule is calculated.

3. A single feature is removed from the parent rule to generate a set of rules of
order d — 1, where d is the parent rule’s feature size. These are referred to as

child rules. J-measure of each child rule is calculated.

4. The rule with the greatest J-measure is selected among the parent rule and its
child rules.

5. If two rules have the same J-measure, the one with the lowest order is selected.

6. If two rules have the same J-measure and the same order, one of the two rules

is randomly selected.

7. If the selected rule is the parent rule, then we return the rule as an extracted
rule. Otherwise, this algorithm repeats starting from Step 2, with the selected

rule as the new parent rule.

Once a set of rules are extracted from the training set, a neural network is generated

using these rules based on posterior probability calculations.

If the input’s feature values match any of the feature values of an extracted rule,
then this rule is referred to as a fired rule. A fired rule may belong to any of the
classes. Once fired rules are identified, they are stored in different sets F};, based
on the class ¢; they belong to. The logarithmic posterior probability of each class
given the fired rules for that class F} is calculated, which can be estimated using
Equation 3.9 (Goodman et al., 1992):

| FY]

(3.9) logP(cj ]acl,...,:c|Fj|):C—i—logP(cj)—i-Z
i=1

P(cj|zi)
P(cj)

Here, C stands for a constant value that can be eliminated from the calculation with
further approximation of the equation. For the explanation of which, see (Karagay,
2019).

Finally, the class with the highest probability is chosen as the classification result.

The setback of this approach is that, in order to classify an input, one needs to
perform the operations in Formula 3.9 homomorphically, which brings a significant

overhead performance-wise.

Instead, a rule-based comparison approach is taken to estimate the neural network

classification. A subset of malicious rules is generated for homomorphic classification
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by refining the original set of malicious rules Ry;.

Multiple rules that have the same feature values could exist in our set of rules R.
However, these rules might belong to different classes. Hence, we iterate over each
malicious rule, and if the current malicious rule is equal to or the subset of one of
the benign rules, then we add this rule to a set called fired rules F'. Then at each
iteration, we calculate the posterior probability of the rules in F. Similarly, the
posterior probability for the current malicious rule r; € Ry is calculated. If the sum
of the posterior probability of the rules in F' is higher than the posterior probability
of r;, then r; is removed from Rj;. On the other hand, if r;’s posterior probability is
greater, then the rule remains in the set. Finally, this set of refined malicious rules

is returned and used to classify test inputs.

The input is compared with the rules r; € Ry, and if the feature values of the input

match r;, then the input is classified as malicious.
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4. IMPLEMENTATION RESULTS

In this chapter, the performance of the proposed algorithms and encoding schemes
are investigated using their software implementations. First, the characteristics of
the data sets used for each algorithm are introduced. Afterward, the classification
performance of the algorithms is evaluated. Finally, the timing performances are

included in the assessment.

To begin with, training sets are used to generate models using the proposed machine
learning algorithms. The models are extracted and modified so that homomorphic
classification can be applied to the instances in the test set. The training processes
for the XGBoost and SVM algorithms are implemented on Python, using the scikit-
learn machine learning library (Pedregosa, Varoquaux, Gramfort, Michel, Thirion,
Grisel, Blondel, Prettenhofer, Weiss, Dubourg, Vanderplas, Passos, Cournapeau,
Brucher, Perrot & Duchesnay, 2011). On the other hand, the training parts for
the Decision Tree, Neural Network and Naive Bayes algorithms are implemented on
Java. The WEKA machine learning software is used for the Decision Tree train-
ing (Holmes et al., 1994). The model training is done on a machine with macOS
operating system. The homomorphic evaluations are done on a machine with Linux

(Ubuntu) operating system.

SEAL’s default security level, which is 128 bits, was used for all classifier imple-
mentations, and the rest of the parameters were selected according to the specified
security level. Some of the selected parameters provide a slightly higher level of
security than specified; however, the level does not fall below 128 bits under any
circumstance. For the XGBoost classifier, the ring size is selected as 23, the ci-
phertext modulus size is selected as 215 bits (with the exception of 218 bits for the
BE version), and SEAL’s default 20-bit value (for the given ring size) is used as
the plaintext modulus. For the SVM classifier, the ring size is selected as 2'2, the
ciphertext modulus size is selected as 109 bits, and SEAL’s default 20-bit value (for
the given ring size) is used as the plaintext modulus. For the ME and DE versions
of the rule-based algorithms; the ring size is selected as 2'2, the ciphertext modulus

size is selected as 109 bits, and the plaintext modulus is selected as 40961. For the
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BE version of the rule-based algorithms, the ring size is selected as 2'3, the coeffi-
cient modulus is selected as 215 bits, and the SEAL’s default 20-bit value (for the

given ring size) is used as the plaintext modulus.

4.1 Data Set Information

The Decision Tree (DT), XGBoost, and SVM algorithms share the same training
and test sets. These data sets are pre-processed as explained in Section 3.2. The

information about the data sets is given in Table 4.1:

Data Set | Train size | Test size | No. of attacks | No. of ft. | No. of bins

ISCX 9460 4056 428 10 24

KDD’99 10534 4517 2569 20 11

Table 4.1 Data set information for XGBoost, SVM, and Decision Trees

A different subset of the KDD’99 data set is used to generate a larger test set
that contains 1,059,932 records. We use this test set to measure the performance
of the SVM algorithm, which outperforms the other algorithms in terms of timing
performance. We do this to observe how the SVM algorithm scales for much larger
data sets. The timing performance of the SVM algorithm using this data set will
be referred to as SVM*,

The data sets are processed differently for the Neural Network (NN) and Naive
Bayes (NB) algorithms. The Naive Bayes algorithm generates all combinations of
the given features and picks the rule signatures from this set of combinations. Hence,
as the number of features increases in a set, the number of signatures also increases
and the rule generation time grows exponentially. Similarly, the number of selected
rule signatures increases as the range of unique feature values for malicious samples
increases in the training set. Since it becomes difficult to evaluate a high number of

signatures homomorphically, a smaller data set is used for training.

Additionally, the rule signatures generated by the Neural Network algorithm also
grow with the number of training records used. Furthermore, as the number of
training records increases, it was observed that the classification performance of the

Neural Network algorithm decreases and tends to shift significantly at each run of
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the algorithm. This shift is caused by the randomized rule selection part of the

Neural Network algorithm. When the J-measures and the degrees of the candidate

rules are equal, one of the rules is selected randomly to be included in the final set

of signatures.

As a result, a much smaller training set is used, and the number of features and cat-

egories are minimized for both algorithms. The new feature, category, and training

set sizes are selected so that the data sets yield a conservative number of rules while

still preserving decent accuracy, precision, and recall rates.

The information about the data sets used for Neural Network and Naive Bayes

algorithm is given in Table 4.2.

Data Set | Train size | Test size | No. of attacks | No. of ft. | No. of bins
ISCX 94 4056 428 7 4
KDD’99 51 4517 2569 7 4

Table 4.2 Data set information for Naive Bayes and Neural Network

For the rule-based classifiers, the number of rules generated for each data set is given

in Table 4.3.
Data Set | Decision Trees | Neural Network | Naive Bayes
ISCX 7 2 48
KDD’99 15 2 48

Table 4.3 Number of rules generated per classifier

4.2 Results

The classification and timing performances of the algorithms under different encryp-

tion scenarios are discussed in this section.
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4.2.1 Classification Results

The classification performances of the algorithms are evaluated using the following
metrics: accuracy, precision, recall (detection rate), and false alarm rate (FAR)
metrics. The accuracy, precision and recall metrics for the ISCX and KDD’99 data
sets are given in Figure 4.1 and Figure 4.2, respectively. The false alarm rates for
both data sets are shown in Figure 4.3. All classifiers were implemented in plaintext
as well as homomorphically. It was observed that homomorphic evaluation did not
alter the classification performance of the algorithms. Namely, the classification

results remained the same for plaintext and homomorphic evaluations.

00 Accuracy /0 Precision I Recall
100 —— — — —

90 |- :
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I I
XGBoost DT SVM NN NB

Figure 4.1 Comparison of the machine learning algorithms on the ISCX data set
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Figure 4.2 Comparison of the machine learning algorithms on the KDD’99 data set
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Figure 4.3 False alarm rates of the machine learning algorithms on the ISCX and
KDD’99 data sets

The best classification performance is achieved with the XGBoost algorithm, fol-
lowed by the Decision Tree and SVM algorithms.

While the Neural Network and Naive Bayes algorithms have a smaller false alarm
rate, their detection rate (recall) is worse than the rest of the algorithms and they
also tend to yield lower accuracies. This is likely due to the minimization of the

training set, which significantly limits the unique data points used in training.

For intrusion detection, many organizations choose to decrease false negatives at the
expense of increasing false positives (Scarfone et al., 2007). A false negative means
an actual attack has been missed by the IDS, which can have serious consequences.
On the other hand, while a false positive might be inconvenient, it is less likely to
cause a significant issue for the users. As a result, a high detection rate is usually

favored over a low false alarm rate in IDS applications.

4.2.2 Running Times

The single-threaded running time comparisons of the classifiers on the ISCX and the
KDD data sets are shown in Figure 4.4 and Figure 4.5, respectively. The timings
were taken on a machine with an Intel 19-7900X CPU (10 cores, 3.30 GHz, and 32GB
RAM). As the comparison of the data sets clearly shows, the fastest algorithm is
SVM and the slowest one is XGBoost. The presented running times are for the
entire test data sets, namely 4056 test instances for the ISCX data set and 4517 test

instances for the KDD’99 data set. The detailed running times (in seconds) can be
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found in Appendix A.
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Figure 4.4 Single-threaded timings of ISCX data set
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Figure 4.5 Single-threaded timings of KDD’99 data set

The multi-threaded timing results (using all 20 threads on 10 CPU cores of the
underlying computing platform) of the ISCX and KDD’99 data sets are given in
39



Figure 4.6 and Figure 4.7 respectively. The parallelization has been applied for the
encode/encrypt, evaluation, and decryption processes. Key generation is achieved

with a single thread for all evaluations.
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Figure 4.6 Multi-threaded timings of ISCX data det
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Figure 4.7 Multi-threaded timings of KDD’99 data set
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In the following, we will provide more insights on the running times of different

algorithms.

4.2.2.1 XGBoost Timing

The speed of XGBoost classification depends on the following elements:

The number of trees in the XGBoost model

The number of features

The number of feature values

The depth of the trees

For ISCX, the number of trees is selected to be 64, the number of bits used to
represent the feature values, ¢, is 16, and the number of features is 10. On the other
hand, for the KDD’99 data set, the number of trees is 128, the ¢ is 8, and the number

of features is 20.

We can see that the fastest encryption scenario is DE, which is when the user data
is encrypted. On the other hand, the slowest scenario is BE, when both the data

and the model are encrypted.

The BE version is significantly slower since both the input and the mask are en-
crypted during the masking operation. However, in the ME and DE versions, one
of the operands in the homomorphic multiplication operation is a plaintext while
the other one is ciphertext. The ciphertext-ciphertext multiplication followed by the

relinearization operation leads to this overhead in the BE scenario.

We also observe a running time difference between the DE and ME versions. While
the encoding and encrypting time of the DE version is higher than the ME version
because of the large number of user data to be encrypted, the calculation time of
ME is significantly higher than that of the DE scenario. The masking process causes

this difference in the running times.

When the model is encrypted (the ME version), and the user is evaluating their data
on the encrypted model, they do not know which features are used in the model.
Hence, they multiply each feature value with its corresponding mask and add them

to achieve the final result.
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However, on the DE version, the evaluator (in this case, MO) knows which feature
values are used in the model. Hence, MO does not perform the masking (multipli-
cation) operation for the unused features. Thus, in the DE version, the number of

masking multiplications drops significantly, decreasing the total execution time.

4.2.2.2 SVM Timing

The speed of the SVM algorithm depends on the number of features.

SVM is the fastest one amongst the classifiers. Since all inputs are encrypted,
we observe that the slowest encryption scenario for SVM is also the BE scenario.
However, this overhead is much lower than that of the other algorithms, making it

almost negligible.

4.2.2.3 Rule-based Classifier Timing

The speed of the rule-based classifiers is directly proportional to the following factors:
e The number of rule signatures
e The number of features
o The number of feature values

The BE version’s running times in the rule-based classifiers are also higher than
the other versions. Since both parties share their encrypted data, the number of
homomorphic operations, where both operands are ciphertexts, increases. As those
operations take more time than plaintext-ciphertext operations, the noise budget
must also be increased to accommodate this. The polynomial modulus that specifies
the ring size R is set to 2'3, while for the DE and ME, it is set to 2'2.
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5. SECURITY ANALYSIS

In this chapter, we go over the security of the BFV encryption scheme, followed by
a security discussion on the implementations of proposed classifiers using different
encryption scenarios. Furthermore, model extraction techniques are evaluated to

observe how much information about the model can be learned by a malicious DO.

5.1 Security of the BFV Encryption Scheme

The BFV scheme provides IND-CPA (semantic) security based on the hardness
assumption of the Ring Learning with Errors (RLWE) problem (Fan & Vercauteren,
2012). A system is said to be IND-CPA if an adversary cannot win the following
game with a probability greater than 1/2 (Bellare & Rogaway, 2005):

o The challenger generates a public key pk and a secret key sk. The pk is shared

with the adversary.

o The adversary generates two plaintext messages mg and mp, and sends them

to the challenger.

o The challenger picks a random integer b € {0,1}, and sends the encryption of

my to the adversary.

o The adversary is challenged to guess the value of b given the encryption of my,.
Note that since the adversary has access to pk, they can send queries to the

challenge oracle and receive corresponding ciphertexts.

Two hard problems can be given for RLWE, these are search and decision problems.
RLWE problems are known to be as hard as certain lattice-based problems, and
they are quantum resistant (Lyubashevsky, Peikert & Regev, 2013). The decision
RLWE problem can be defined as follows (Fan & Vercauteren, 2012):
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Definition 1 (Decision RLWE). Let R, = Z,[z]/¢(z), where ¢(z) stands for a
cyclotomic polynomial of degree n specified by the security parameter A (in SEAL,
¢(z) is selected as 2™ +1). Given a,b € R, (a is selected uniformly at random) and
a distribution x over R, the decision RLWE problem is determining whether b is

chosen uniformly at random from R, or b=a-s+e, where s € R, and e € x.

As a result, each separate encryption of the same plaintext leads to a different
element in the ciphertext space, which cannot be distinguished from a uniformly

random element that exists in the same space.

5.2 Security of the Proposed Classifiers

In this thesis, we adopt the honest-but-curious assumption for both DO and MO,
whereby they follow the protocol steps; although curious about the other party’s
private input, they do nothing malicious to force the leakage of the other party’s
input. Each of the three encryption scenarios might come with potential security
issues when one of the interacting parties, MO or DO or both, acts maliciously and
tries to learn each other’s input by feeding malicious input to the other party. This
chapter provides a preliminary security analysis for the classification algorithms.
The obvious security drawbacks of the classifiers are examined, and several attack
scenarios are introduced with possible solutions for remediation. But, apparently,
the subject calls for an independent, in-depth study both for security analysis and

effective and efficient countermeasures.

In the ME scenario, MO may send a malicious model to the DO, which is carefully
crafted to gain information about DQO’s private input. Then, DO performs the
computations homomorphically and sends the result back to MO. DO has no means
to know that the model is malicious as it is encrypted with MO’s public key. In this
case, once MO decrypts the ciphertext, they might learn information about DO’s

input.

In the DE scenario, a malicious DO may encrypt and send a fake input to discover
information about the model or form a new model with matching accuracy. MO

will perform the computations homomorphically, and the result will be sent back to
DO.

In the BE scenario, if the result is sent to DO, the security analysis becomes DE-
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based. Otherwise, if the result is sent to MO, the security analysis becomes the

ME-based scenario.

In this chapter, we will provide a preliminary discussion about the privacy concerns

of three different classifiers in three different encryption scenarios.

5.2.1 XGBoost Classifier

This section discusses the security of the XGBoost classifier under different encryp-

tion scenarios.

5.2.1.1 MO discovering DO’s data

In the ME scenario, the MO encrypts the model and sends it to the DO to perform
the evaluation. Once the DO evaluates their data on the model, they send the
encrypted result back to the MO for decryption. Similarly, in the BE scenario, the
MO encrypts the model and sends it to the evaluating third party. The third party
later sends the evaluation result to the MO. In this case, an MO of malicious intent
might send a false model to the DO (or the third party), and the result from this
model might reveal information about the DO’s data to the MO.

The MO might aim to learn the feature values of the DO’s input. In the following
example, we outline a simple attack by the DO to recover the value of a feature of
DO data.

Example 4. Suppose that the malicious MO wants to learn the value of the feature
f1. For example, for the ISCX data set, each feature takes at most 24 values. We
can, therefore, further suppose f1 takes at most 24 values; i.e., f; € {1,2,...,24}.
Recall that the predicates in the XGBoost trees are less-than comparisons. Suppose
also that the implementation uses a 20-bit plaintext modulus, thus the final score

220 _ 1. Then, the malicious MO might construct a model

cannot be larger than
similar to the one in Figure 5.1, where we depict the first two trees, in which the

boxes representing leaves contain the scores used in XGBoost trees.
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Figure 5.1 The first two trees of a malicious XGBoost model to extract fi’s value

If we construct the first eight trees in this way, where the boxes representing the
leaf nodes include the corresponding scores', and set the leaf scores of the remaining

trees to 0, then the malicious MO can recover the value of fj.

Note that in the attack scenario, the least significant five bits of the score are used
to recover the value of f1, which can be at most 24. As we have a total of 20 bits in
the plaintext modulus, we can use the other bits to encode scores for other features
in the next XGBoost trees?. This way, we can recover the value of four features
using 32 XGBoost trees.

Similarly, for the KDD’99 data set, the features can have 11 values at most. Hence,
The first four trees of an XBoost model with a similar scoring method will suffice
to learn a feature’s value. As the malicious MO uses 4 bits to encode leaf scores
for KDD’99 features, this method can be used to recover the values of up to five
features by MO using 20 XGBoost trees.

It is difficult to ensure the security of the protocol in the presence of a malicious MO,
which is feeding a crafted model to the protocol. DO needs a proof that what they
receive as an encrypted model is not malicious. As DO does not hold the decryption

key, however, it is not possible for them to check the authenticity of the model.

A simple remediation, perhaps, for DO, would be using a set of previously generated
input/label pairs, which were made public by MO to promote the effectiveness of its
model for classification. Therefore, we assume that before the evaluation process,
the MO and DO agree on a set of open network data that are made known to
be malicious or benign. At each evaluation, the DO chooses one of these public

network data along with their own data to be evaluated. Once the MO shares the

I Note that the scores of the 8th tree will be 0, 1, 2, 0. Its leaf I4 will never be reached since f; can never
be bigger than 24, hence it is set to 0.

2The leaf scores for the next eight trees will be, then, 0, 32, 33, and 34.
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model with DO /third-party, DO /third-party evaluates both these signatures and
sends the results back to the MO. The MO, which cannot distinguish between the
two results, is expected to share the classification results for both data items with
the DO. In this case, if the MO sends a malicious model for evaluation, they will
not get a classification result but the values for specific features in the ciphertext.
Assuming that MO will not be able to correctly re-classify (or recognize from the
recovered features) a public network data only given the leaked features, with a
certain probability, the malicious MO may not be able to classify the public network
data correctly. Since the DO compares the result of the public network data with
its pre-determined label, they will be able to tell that the model is corrupted.

The effectiveness of this countermeasure is subject to further analysis as MO can
recognize the published network data via recovered features. To prevent this, DO
may randomize the scores without changing their sign as it is the indicator of the
class of data. This can also be effective for protecting DO’s features as well. But,
this may require using a larger plaintext modulus, and one needs to be careful as
a larger plaintext modulus and extra homomorphic multiplication result in perfor-

mance degradation and other security concerns.

In order to test this approach, the countermeasure was applied to the ME version,
which will be referred to as the “secure implementation”. A random integer r is
multiplied by the score to randomize it. To make sure that the sign is not changed
after masking; if the score s is a positive number, then 0 < r X s < p/2 should hold;
otherwise, p/2 <r x s < p should hold (p stands for the plaintext modulus). The
default 20-bit plaintext modulus value provided by SEAL is used in this experiment.
In the original implementation, the model generated for the ISCX data set contains
64 trees. However, as the number of trees increases, the upper bound for the absolute
value of the score also increases. Similarly, the range of leaf scores affects the upper
bound for the score value as well. Hence, the highest upper bound S is equal to
10'=1 x m, where [ stands for the highest digit number of the leaf scores, and m
stands for the number of trees. In order to limit the score value and increase the
range of r (to increase the security this countermeasure provides), a new downsized
model that consists of 16 trees is generated for the [SCX data set. The range of leaf
scores (3 digits at most) was left the same as the original version. As a result of this,
r can be equal to any integer in the range [1,32]. The new downsized model’s (16
trees) evaluation time is compared using the original and the secure implementations
in Table 5.1 to observe the timing overhead this countermeasure poses. Additionally,
the classification performances of the original (64 trees) and downsized (16 trees)

models are compared in Table 5.2.
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Implementation | Original version | Secure version
Single-thread 4785 4891
Multi-thread 73 74

Table 5.1 Evaluation time comparison of the original and secure XGBoost
implementations (the results are given in ms, the downsized model is used for all

evaluations)

Metrics | Original model | Downsized model
Accuracy 99.95% 99.70%
Recall 98.91% 93.48%
Precision 100% 100%

FAR 0% 0%

Table 5.2 Classification performance comparison of the original and downsized
XGBoost models

Another countermeasure can be adding an extra protocol step, where the score,
which is homomorphically masked by DO, is sent back to DO for unmasking. The
masking can be performed using a modular addition by a random integer r € [0,p),
where p is the plaintext modulus. In this method, there is no need for a larger plain-
text modulus, and it is much more efficient and applicable as only one homomorphic
addition operation per query is sufficient for masking. No overhead is observed as
a result of this masking operation, as it replaces the masking operation for the in-
termediary values that is used in the original version. In the original version, the
masking values for the final scores are set to 0, and the masking values for the inter-
mediary values are selected as random integers r € [0,p). Instead of only masking
the intermediary values, we also mask the final scores with this approach. Hence,
the total number of homomorphic operations does not change. The security analy-
sis of this solution is then reduced to that of the scenario where data is encrypted,

which is treated next.

5.2.1.2 DO discovering the model

In the DE scenario, where the DO encrypts their data and shares it with the MO

for evaluation, the DO might try to send all possible feature value combinations to
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reconstruct the model. While the evaluating party, MO, masks the intermediary
calculation values, the resulting classification score will be known to DO, who owns

the decryption key.

The data points for the ISCX data set consist of 10 features, and each feature
has at most 24 categories. However, assuming that all features have 24 categories,

the DO’s signature might be one of 2410 ~ 24585

possibilities. Suppose the DO can
evaluate all the combinations on MO’s model and receive the classification result. In
that case, they will be able to construct a faux model that can completely mimic the
classification of the original one. Furthermore, since the DO can see the classification
scores based on the changes in the overall score, the DO might be able to guess the

leaf values and how specific feature values affect the overall score.

For the KDD’99 data set, the data points contain 20 features, each with at most
11 categories. Therefore assuming that all features have 11 categories, the number

~ 20919~ Ag a result, working with a high

of total signature combinations is 1120
number of features might increase the overall security as the number of combinations

to evaluate on the model increases.

The scenario that requires DO to evaluate a prohibitively high volume of data using
the model owned by MO seems unrealistic. MO will probably not provide this
service to any DO this long. However, the model can be reconstructed with a fewer
number of data items. For this, DO should have the expertise to construct a state-
of-the-art model. Also, their data should contain sufficiently diverse feature values
with correct labels to construct an effective model. We presume these conditions do
not hold for typical DO, which lacks the expertise and the data.

A malicious DO can prepare specially crafted data to infer information about the
XGBoost trees. Since that final score is the sum of the scores of all trees and where
exactly (which tree and which branch) each feature value is used is not known, we
assume DO can learn only a limited amount of information about the model, which
may not be useful. The security concerns and what a malicious DO can learn about
the model also depend on the data set to a large extent. Therefore, we recommend
MO should investigate attack methods based on their models, and the data set they

used for training before providing prediction services to DO.
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5.2.2 SVM Classifier

The SVM model consists of a weight value w; for each feature and an offset value b.
The classification score of the algorithm R is obtained once the ciphertext is de-

crypted.

In the ME version, MO will be able to learn DO’s input if they can solve for Equa-
tion 5.1. Since DO is expected to evaluate a different signature at each run, and the
model is expected to stay the same, MO cannot learn more information about the

user input with multiple evaluations.

(5.1) (w1 X 1)+ (we X x2) + -+ (wg X xg) = R—b

Similar to the proposed attack scenario for the XGBoost model, MO can still learn
a number of feature values from a single input. For the ISCX data set, the DO’s
feature values can take up to 24 values. Hence, a feature value is represented using 5
bits. In this case, MO can pick four of the weight values w as 1,2°,219 and 2%, since
the plaintext modulus is 20 bits. The DO’s feature value will be shifted accordingly
as a result of the multiplications. The rest of the weight values will be set to 0. As a
result, the values of four specified features will be stored in the resulting ciphertext,

where every 5 bits will represent the value of a single feature.

On the other hand, the entire model can easily be reconstructed by a malicious DO in
the DE version. There, if DO wants to learn about the model, they have to discover
the offset value b before solving for Equation 5.1. First, they can learn the offset
value by sending an encrypted array (0)'*? to the model owner for evaluation. The
decryption of the resulting ciphertext will contain the offset value. MO is expected
to receive multiple inputs from DO since an excessive number of network signatures
are expected to be evaluated using the same model. A malicious DO might then
send the following inputs of length d for evaluation to learn about the weights of
the model:

Input 1: (1,0,0,...,0)
Input 2: (0,1,0,...,0)
Input d: (0,0,0,...,1).

After d+ 1 iterations, the malicious user can learn everything about the model,

which makes the current DE not suitable for privacy preservation.
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Similar to one of the countermeasures taken for the XGBoost classifier, in both SVM
scenarios, the resulting score can be homomorphically multiplied with a random
integer 7 to mask the score. The crucial information for classification is the sign of
the score. Hence, the evaluating party must make sure that the sign of the result
is not changed by the masking. In order to provide a sufficient level of security,
a large plaintext modulus might be required. For instance, suppose we know an
upper bound for the absolute value of the score; i.e., 0 < |score| < S. Then, if the
random number 7 > 0 and S < p/2, where p is the plaintext modulus, then the sign
of the score will not be affected. On the other hand, even after multiplication, we
cannot guarantee the resulting integer is uniformly distributed in the ranges [0,p/2)
for positive scores and [p/2,p) for negative scores. Therefore, this countermeasure

still needs further analysis to find out how much security it provides.

For our original SVM classifier and preprocessed data sets, it is not guaranteed that
we will find a range for the random number r that meets the condition specified
above. For example, in the ISCX data set, a feature can take 24 different values,
and the data set contains 10 features. The normal vector elements w; are signed
integers that are at most 5 digits (Note that the number of digits can be adjusted
since originally w; are decimal numbers which are multiplied with a power of 10
to approximate an integer value for homomorphic evaluation). As a result, the
upper bound for the absolute value of the score S would be equal to 24 x (10° —
1) x 10 = 23999760, which by itself overly exceeds the 20-bit plaintext modulus we
have specified. However, in reality, it is highly unlikely to achieve such a high final
score. This is because the sign of each normal vector element w; varies (products
of the elements cancel each other out), and each w; usually contains 3 to 4 digits
in the generated models, causing the final score to fall in the ranges of the specified
plaintext modulus. In the ISCX data set, the final scores are observed to be usually
5-digit numbers, which are well within the ranges of the selected 20-bit plaintext
modulus. Nevertheless, this ambiguity prevents us from defining a range for the
random number r, whose multiplication with the score is expected to not alter the

sign value.

However, the normal vector elements, number of features, and number of bins could
be minimized to ensure that S does not exceed the ranges specified by the plaintext
modulus. Since the downsizing of data results in information loss, the classification
performance of the algorithm might suffer as a consequence of this. Nevertheless, to
test the performance of this remediation approach, the ISCX data set was resized to
contain 7 features in total, each containing 4 values. Furthermore, the normal vector
elements w; are approximated to be 2-digit integers at most. This minimization
causes the highest possible score |S| to be equal to 2772. Based on the 20-bit
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plaintext modulus we use in our implementation, r can be any integer in the range
[1,186]. The downsized data set is evaluated using the original implementation
as well as the proposed secure implementation to observe their evaluation times
and the overhead the secure version poses. The DE version is used for the timing
comparison, which is given in Table 5.3. Moreover, the classification performances

for the original and downsized data sets are shown in Table 5.4.

Implementation | Original version | Secure version
Single-thread 22 25
Multi-thread 10 13

Table 5.3 Evaluation time comparison of the original and secure SVM

implementations (the results are given in ms)

Metrics | Original version | Secure version
Accuracy 99.75% 99.53%
Recall 96.19% 89.67%
Precision 98.33% 100%

FAR 0.08% 0%

Table 5.4 Classification performance comparison of the SVM models generated
using the original and downsized ISCX data sets

Even though ME and DE approaches are both open to possible attacks, the ME
version is observed to be more secure as only a certain number of DO’s feature
values could be extracted by a malicious MO. On the other hand, the DE version
is much more vulnerable, putting the entire model at risk of being discovered by a
malicious DO. As a result, the extra protocol countermeasure used for the XGBoost
classifier could also be applied to the SVM classifier, so that the DE-based scenario
could be converted into the ME-based scenario. The MO sums the final score S
with a random integer r € [0,p) before sending it to the DO for decryption. The
DO sends the decrypted result to the MO, for MO to subtract r from the masked
score, and warn the DO if the score indicates an intrusion. As was the case for the
XGBoost classifier, this masking operation does not cause a timing overhead for the
homomorphic evaluation process. With this countermeasure, the existing addition
operation used for intermediary value masking (in the original version) is used to
mask the final scores as well. Only now, the slots that contain the actual score are

also summed with a random integer r, instead of 0.
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5.2.3 Rule-based Classifiers

In the rule-based classifiers, if the record signature and a rule signature match, then
the score for that rule signature will be equal to 0. Otherwise, it will be equal to the
sum of the indices of given in Formula 3.5, multiplied by a random integer r € [0,p).

The index that stores the results of the comparisons is also picked randomly.

As a result, in the DE version, once DO decrypts the result, they will be able to
see how many rules their input matched. However, since the order of the results is
shuffled at each iteration, they will not be able to make a connection between their
input and a specific rule. Since the only information DO can discover is the number
of rules matched per record signature, it becomes difficult for them to predict the

model’s behavior.

In the ME version, since MO also cannot differentiate between the results from
different rules, they can employ a different technique to differentiate the actual
rules of the matching signatures. Malicious MO can send different instances of each
unique rule signature to DO as if they were signatures of different rules. Each rule
signature, in fact, might be checking for a different value of the same feature, and
the values for the other features might be set to don’t care (represented with *). For
example, the MO wants to learn the input’s value for feature f;, for possible values
v1,09,...,0; the feature takes. Then, they can generate the following rules as many

times as the number of copies specified:

Forvy: 1,0, ..., 0 | * * ... % ... %% ..., % (1 copy)
For wo: 0,1, ..., 0| * * .0 % | ...|** ..., * (2 copies)
For vy: 0,0, ..., 1| * * .0 % ... %% ..., % (t copies)

As a result, the number of 0’s in the result array will tell which rule matched the
DO'’s record. For example, if there were two 0’s in the result array, that would
mean the feature f; takes the value vy in the DO’s input. This is because the rules
for other features will result in a non-zero value as they do not match the record
signature. The record signature is expected to match only one unique rule signature
for a single feature value. Hence, only one unique rule (and its copies) should give 0
as a result. Since each feature rule has a different number of copies, the number of

zeroes is expected to tell which value of the feature the record signature matches.

However, compared to the shortcomings in specific versions of the other algorithms,
the rule-based ones tend to leak the least amount of information. For example, in
the ISCX data set, the malicious MO has to generate 24 x 25/2 = 300 rules with the
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proposed attack scenario to discover one feature’s value. It would become infeasible
to discover more feature values with a single evaluation. Additionally, as the number
of feature values increases, the number of rules significantly increases as well, making

evaluation more difficult.

5.3 Black-Box Attacks for Model Extraction

The models used for intrusion detection can be discovered to a certain extent by
a malicious DO by using black-box attacks. This attack method, which is applied
in the thesis of Magara (2022) on XGBoost classifiers, is tested for the XGBoost
and SVM models that are proposed in this thesis. The malicious party sends several
queries to the victim model and gets the classification result for each query. Based on
the response of the victim model, the malicious DO might try to steal and construct

a new model that can mimic the behaviour of the original one.

Two different model extraction techniques are used in this thesis, namely the CNN

and naive approaches:

o The CNN approach uses Python’s Adversarial Robustness Toolbox (ART)
v1.11 library for extraction attacks (Nicolae, Sinn, Tran, Buesser, Rawat, Wis-
tuba, Zantedeschi, Baracaldo, Chen, Ludwig, Molloy & Edwards, 2018). The
extraction methods evaluated by this library are Copycat CNN and Knock-
offNets techniques, which generate CNN models that copy the behaviour of
the victim model (Correia-Silva, Berriel, Badue, de Souza & Oliveira-Santos,
2018; Orekondy, Schiele & Fritz, 2019). These model extraction techniques
are originally used to extract black-box CNN models. However in this thesis,
the XGBoost and SVM models are queried to generate a stolen CNN model.

o In the naive approach, the malicious DO evaluates their data on the victim
XGBoost/SVM model, and gets the corresponding classification result for each
query. Using this data and the its classification results, a new XGBoost/SVM

model is trained.

However, one of the limitations to such an attack scenario is the lack of real data
a malicious DO can possess. The real data set owned by the malicious party alone
might not be sufficiently abundant, diverse and representative to extract adequate

information from the victim model to construct a new model as good as the victim
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model. To estimate the victim model to a better extent and cover possible edge-
cases, synthetic data generation can be used. In this thesis, the CNN and naive
approaches are evaluated using two different extraction data sets. In the first ap-
proach, the malicious DO uses only real data to extract the victim model. In the
second approach, the malicious DO uses all the real data they own to generate a
synthetic data set, and uses this data to extract the victim model. In this thesis,
Python’s DataSynthesizer library is used for synthetic data generation (Ping, Stoy-
anovich & Howe, 2017). The synthetic data generation is achieved using the random
mode, which generates random values for each feature, taking into account the range

and type (which is categorical in our case) of the values for the given feature.

The proposed attack scenarios are realized and tested using the XGBoost and SVM
models that are generated for the ISCX data set, which consists of an original test
set of size 4056. A part of the original test set is used for extraction purposes, while
the remaining part is used to test the attack scenarios. The experiment settings for

different extraction data sets are as specified below:

e Real Data Only: A subset of the original test set is used as the extraction
data set (also referred to as the real data owned by the malicious DO). Once
the extraction data set is removed, the rest of the original test set is used
for testing purposes. The performance of the stolen model is observed using
extraction sets of different sizes; i.e., v € {125,250, 500, 1000,2000,2500}.

« Synthetic Data Only: A subset of the original test set (generation set) is
used to generate a synthetic data set of size 10000. This synthetic data is used
as the extraction data set. Once the generation set is removed from the original
test set, the remaining queries are used for testing purposes. The classification
performance of the stolen model is observed for different generation set sizes
(v € [100,200,300,400,500]). It is difficult for a DO with no prior knowledge
of the victim model to obtain any real data, and synthetic data generation is
used when the number of real data is not sufficient to learn the victim model.
As a result, in this approach, the size of the real data set v is limited to be
500 or less.

To assess the performance of the stolen models, we use the four metrics which are also

used to assess the performance of the victim models: Accuracy, Precision, Recall,
and FAR.
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5.3.1 XGBoost Classifier: Model Extraction Attack Results

Figure 5.2 shows the classification performance of the CNN extraction method for
the XGBoost model using real data only. In the Argmax approach, the class with
the highest predicted probability is selected as the label of the query and then
used to train the stolen model. In the Probabilistic approach, the predicted class
probabilities of the query are used to train the stolen model. The Original Classifier

on the figures refers to the victim classifier.
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Figure 5.2 XGBoost model extraction using real data only (Stolen model is CNN).
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Figure 5.3 shows the classification performance of the naive extraction method for

the XGBoost model using only real data.
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Figure 5.4 shows the classification performance of the CNN extraction method for

the XGBoost model using only synthetic data.
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Figure 5.5 shows the classification performance of the naive extraction method for

the XGBoost model using only synthetic data.

Accuracy

Recall

1.000

0.998 1

0.996 1

0.994 4

0.992 4

0.990

0.988 4

—— Original Classifier
Stolen Classifier

T T T T T T T T
150 200 250 300 350 400 450 500

No. of real data used to generate synthetic data

T
100

0.95

0.90 4

0.80 4

0.75 1

—<— oOriginal Classifier
stolen Classifier

150 200 250 300 350 400 450 500

No. of real data used to generate synthetic data

100

FAR

1.000 A

0.999 4

0.998 1

0.997

Precision

0.996 1

0.995 4

0.994

—— Original Classifier
Stolen Classifier

T T T T T T T
150 200 250 300 350 400 450
No. of real data used to generate synthetic data

T
100

T
500

0.00030 -

0.00025

0.00020

0.00015 -

0.00010

0.00005 -

0.00000

—— Original Classifier
stolen Classifier

150 200 250 300 350 400 450
No. of real data used to generate synthetic data

100

500

Figure 5.5 XGBoost model extraction using synthetic data only (Stolen model is
XGBoost).

It was observed that the classification performance of the stolen models falls short
compared to that of the victim XGBoost model provided by the MO. Additionally,

as the number of real data owned by the malicious DO increases, the classification

performance tends to improve.

However, in terms of classification performance,

synthetic data does not appear to provide a significant advantage over real data.
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5.3.2 SVM: Model Extraction Attack Results

Figure 5.6 shows the classification performance of the CNN extraction method for

the SVM model using only real data.
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Figure 5.6 SVM model extraction using real data only (Stolen model is CNN).
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Figure 5.7 shows the classification performance of the naive extraction method for

the SVM model using only real data.
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Figure 5.7 SVM model extraction using real data only (Stolen model is SVM).
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Figure 5.8 shows the classification performance of the CNN extraction method for

the SVM model using only synthetic data.
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Figure 5.8 SVM model extraction using synthetic data only (Stolen model is CNN).
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Figure 5.9 shows the classification performance of the naive extraction method for

the SVM model using only synthetic data.
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Figure 5.9 SVM model extraction using synthetic data only (Stolen model is SVM).

Overall, it was observed that the classification performance of the stolen models is
worse than that of the victim model. However, the stolen model which uses the
naive approach with synthetic data (shown in Figure 5.9) overperforms the original
model. As a result, the SVM model is observed to be more vulnerable to black-
box attacks, compared to the XGBoost model. For the naive approach, the usage
of synthetic data is observed to boost the classification performance of the stolen
model. However, for the CNN extraction method, the usage of synthetic data does
not offer any significant improvements over the classification performance of the
stolen model. Additionally, the overall performance of the stolen CNN models tends

to be more unpredictable when synthetic data is used for extraction.
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6. CONCLUSION

In this thesis, the performances of various machine learning based classifiers were
investigated for network intrusion detection when homomorphic encryption technol-
ogy is used for privacy. Different encryption scenarios are considered for different
application needs: i) data encrypted by DO’s public key, and homomorphic opera-
tion is performed by MO, ii) model encrypted by MO’s public key and homomorphic
operation is performed by DO, and iii) both data and model encrypted by either
DO’s or MO'’s public keys and homomorphic operation is performed by a third party.

The classification and timing performances of the proposed algorithms were com-
pared, and their security concerns were discussed in the presence of malicious parties.
Each proposed classification method has different strengths and weaknesses. Based
on the purpose and needs of the intrusion detection system providers and users, one

of the proposed methods can be selected for intrusion detection.

The XGBoost classifier proposed in this thesis delivers the best classification per-
formance; however, it works slower than the other algorithms. On the other, the
fastest algorithm is SVM. With the SVM classifier, more than a million input data
can be classified almost at the same time the Decision Tree classifier can classify four
thousand input data items. While its classification performance is worse than that
of XGBoost or Decision Tree, SVM may be a preferable classifier for an organization
that values fast intrusion detection. On the other hand, if an IDS that generates a
low number of false alarms is preferred, the Naive Bayes or Neural Network classifiers

might be preferred.

These classifiers were implemented considering different encryption schemes. Each
scenario’s security and timing performance based on different classifiers was dis-
cussed. The most secure classification approach seems to be the rule-based classi-
fiers, leaking the least amount of information in all encryption scenarios compared to
the other classifiers. Hence, rule-based classifiers can be preferred for a highly secure
detection system. However, the privacy-preserving properties of the other classifiers

can also be significantly improved with the implementation of the proposed reme-
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diation techniques. As feature work, the proposed remediation techniques can be
first analyzed in more detail and applied to increase the overall security of the al-
gorithms. In addition, more classifiers based on other machine learning algorithms

can also be investigated and compared with those discussed in this thesis.
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APPENDIX A

Timing Results

The detailed timing results are provided in this section. The results are given in

seconds for all the tables included.

ISCX Data Set: Serial Implementation

Operations

Model Encrypted

Data Encrypted

Both Encrypted

Key Generation

0,150

0,154

0,151

Encode / Encrypt | 0,596 14,180 14,232
Evaluation 85,093 58,388 235,859
Decryption 0,509 0,513 0,511
End-to-End 86,348 73,235 250,753

Table A.1 ISCX XGBoost Serial Implementation
Operations Model Encrypted | Data Encrypted | Both Encrypted

Key Generation

0,041

0,043

0,042

Encode / Encrypt | 0,003 0,02 0,021
Evaluation 0,052 0,055 0,102
Decryption 0,007 0,006 0,006
End-to-End 0,103 0,124 0,171

Table A.2 ISCX SVM Serial Implementation
Operations Model Encrypted | Data Encrypted | Both Encrypted

Key Generation

0,040

0,040

0,150

Encode / Encrypt | 0,015 0,255 0,292
Evaluation 13,402 13,206 32,067
Decryption 0,084 0,084 0,115
End-to-End 13,541 13,585 32,624

Table A.3 ISCX Decision Tree Serial Implementation
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Operations

Model Encrypted

Data Encrypted

Both Encrypted

Key Generation

0,041

0,039

0,150

Encode / Encrypt | 0,005 0,033 0,045
Evaluation 0,315 0,310 0,850
Decryption 0,010 0,010 0,014
End-to-End 0,371 0,392 1,059

Table A.4 ISCX Neural Network Serial Implementation

Operations

Model Encrypted

Data Encrypted

Both Encrypted

Key Generation

0,04

0,038

0,151

Encode / Encrypt | 0,097 0,065 0,307
Evaluation 20,655 20,122 51,353
Decryption 0,022 0,021 0,030
End-to-End 20,814 20,246 51.841

Table A.5 ISCX Naive Bayes Serial Implementation

ISCX Data Set: Parallel Implementation

Operations

Model Encrypted

Data Encrypted

Both Encrypted

Key Generation

0,158

0,153

0,156

Encode / Encrypt | 0,101 1,416 1,445
Evaluation 10,577 7,565 27,326
Decryption 0,060 0,061 0,063
End-to-End 10,896 9,195 28,990

Table A.6 ISCX XGBoost Parallel Implementation

Operations

Model Encrypted

Data Encrypted

Both Encrypted

Key Generation

0,044

0,044

0,043

Encode / Encrypt | 0,004 0,007 0,011
Evaluation 0,018 0,016 0,023
Decryption 0,002 0,002 0,001
End-to-End 0,068 0,069 0,078

Table A.7 ISCX SVM Parallel Implementation
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Operations Model Encrypted | Data Encrypted | Both Encrypted
Key Generation 0,040 0,039 0,155
Encode / Encrypt | 0,016 0,257 0,293
Evaluation 1,498 1,497 3,807
Decryption 0,091 0,090 0,129
End-to-End 1,645 1,883 4,384

Table A.8 ISCX Decision Tree Parallel Implementation

Operations Model Encrypted | Data Encrypted | Both Encrypted
Key Generation 0,041 0,04 0,154
Encode / Encrypt | 0,005 0,034 0,042
Evaluation 0,061 0,060 0,134
Decryption 0,014 0,015 0,023
End-to-End 0,121 0,149 0,353

Table A.9 ISCX Neural Network Parallel Implementation

Operations Model Encrypted | Data Encrypted | Both Encrypted
Key Generation 0,043 0,040 0,155
Encode / Encrypt | 0,098 0,071 0,308
Evaluation 2,691 2,661 6,330
Decryption 0,030 0,025 0,038
End-to-End 2,862 2,797 6,831

Table A.10 ISCX Naive Bayes Parallel Implementation

KDD Cup 1999 Data Set: Serial Implementation

Operations Model Encrypted | Data Encrypted | Both Encrypted
Key Generation 0,151 0,152 0,148

Encode / Encrypt | 1,283 31,636 31,332
Evaluation 119,320 80,181 448,731
Decryption 0,570 0,573 0,562
End-to-End 121,324 112,542 480,773

Table A.11 KDD’99 XGBoost Serial Implementation
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Operations

Model Encrypted

Data Encrypted

Both Encrypted

Key Generation

0,041

0,041

0,041

Encode / Encrypt | 0,004 0,041 0,045
Evaluation 0,142 0,139 0,252
Decryption 0,013 0,013 0,013
End-to-End 0,200 0,234 0,351

Table A.12 KDD’99 SVM Serial Implementation
Operations Model Encrypted | Data Encrypted | Both Encrypted

Key Generation

0,042

0,041

0,041

Encode / Encrypt | 0,375 9,422 9,421
Evaluation 32,269 31,942 57,943
Decryption 3,101 2,956 2,951
End-to-End 35,787 44,361 70,356

Table A.13 KDD’99 SVM* Serial Implementation

Operations

Model Encrypted

Data Encrypted

Both Encrypted

Key Generation

0,04

0,039

0,152

Encode / Encrypt | 0,032 0,285 0,364
Evaluation 32,890 32,014 78,839
Decryption 0,093 0,093 0,129
End-to-End 33,055 32,431 79,484

Table A.14 KDD’99 Decision Tree Serial Implementation

Operations

Model Encrypted

Data Encrypted

Both Encrypted

Key Generation

0,042

0,040

0,152

Encode / Encrypt | 0,005 0,037 0,048
Evaluation 0,351 0,344 0,960
Decryption 0,011 0,011 0,016
End-to-End 0,409 0,432 1,176

Table A.15 KDD’99 Neural Network Serial Implementation
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Operations

Model Encrypted

Data Encrypted

Both Encrypted

Key Generation

0,041

0,039

0,151

Encode / Encrypt | 0,097 0,073 0,314
Evaluation 23,130 22,551 57,885
Decryption 0,024 0,024 0,034
End-to-End 23,292 22,687 58,384

Table A.16 KDD’99 Naive Bayes Serial Implementation

KDD Cup 1999 Data Set: Parallel Implementation

Operations

Model Encrypted

Data Encrypted

Both Encrypted

Key Generation

0,159

0,158

0,153

Encode / Encrypt | 0,172 3,119 3,152
Evaluation 15,349 11,458 52,725
Decryption 0,063 0,068 0,068
End-to-End 15,743 14,803 56,098

Table A.17 KDD’99 XGBoost Parallel Implementation

Operations

Model Encrypted

Data Encrypted

Both Encrypted

Key Generation

0,044

0,044

0,043

Encode / Encrypt | 0,005 0,014 0,018
Evaluation 0,032 0,026 0,037
Decryption 0,003 0,002 0,002
End-to-End 0,084 0,086 0,100

Table A.18 KDD’99 SVM Parallel Implementation

Operations

Model Encrypted

Data Encrypted

Both Encrypted

Key Generation

0,045

0,044

0,048

Encode / Encrypt | 0,064 0,963 0,941
Evaluation 3,548 3,519 6,460
Decryption 0,316 0,318 0,329
End-to-End 3,973 4,844 7,778

Table A.19 KDD’99 SVM* Parallel Implementation
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Operations

Model Encrypted

Data Encrypted

Both Encrypted

Key Generation

0,040

0,038

0,152

Encode / Encrypt | 0,034 0,286 0,362
Evaluation 3,785 3,775 9,318
Decryption 0,101 0,102 0,138
End-to-End 3,960 4,201 9,970

Table A.20 KDD’99 Decision Tree Parallel Implementation

Operations

Model Encrypted

Data Encrypted

Both Encrypted

Key Generation

0,040

0,043

0,151

Encode / Encrypt | 0,006 0,037 0,047
Evaluation 0,062 0,061 0,136
Decryption 0,014 0,015 0,023
End-to-End 0,122 0,156 0,357

Table A.21 KDD’99 Neural Network Parallel Implementation

Operations

Model Encrypted

Data Encrypted

Both Encrypted

Key Generation

0,040

0,040

0,151

Encode / Encrypt | 0,101 0,077 0,316
Evaluation 2,804 2,797 6,803
Decryption 0,031 0,035 0,040
End-to-End 2,976 2,949 7,310

Table A.22 KDD’99 Naive Bayes Parallel Implementation
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