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ABSTRACT

OFFLINE HANDWRITING RECOGNITION USING DEEP LEARNING WITH
EMPHASIS ON DATA AUGMENTATION EFFECTS

FIRAT KIZILIRMAK

Computer Science and Engineering MS.c. THESIS, July 2022

Thesis Supervisor: Prof. AYŞE BERRİN YANIKOĞLU

Keywords: offline, handwriting recognition, deep learning, data augmentation

We have proposed a deep learning model leveraging train and test time data aug-
mentation approaches for the problem of offline handwriting recognition. We made
a comprehensive analysis using our CNN-BiLSTM network to provide evaluation re-
sults of each component of the network for the IAM dataset, which is the most com-
monly used handwriting dataset. We experimented with the deep learning network
architecture; evaluated the effects of train time data augmentation and pretraining
the network with synthetic handwriting images to alleviate the data sparseness prob-
lem. We proposed two different test time augmentation methods as post-processing
approaches to obtain the correct transcription of the handwriting image out of the
partly correct predicted transcriptions. While the test time augmentation increases
the time and computational complexity, it reduced the error rate by 2.5% points and
thus could be preferred for batch processes when there are no real-time recognition
requirements.

Furthermore, we attempt the initial steps of offline handwriting recognition for the
Turkish language. To this end, we crafted the first, line-level Turkish handwriting
dataset, consisting of more than 2600 line images collected from 73 different people.
We applied our deep learning method to this dataset to provide baseline results for
future studies; besides, we explored approaches including transfer learning from the
IAM to the Turkish dataset and joint training with both datasets.

Our contributions include an extensive error analysis for both datasets, revealing
better insights into methods and datasets. As part of this effort, we provide our
evaluation criteria clearly and completely along with our proposed model to encour-
age scientific reproducibility.
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ÖZET

VERI ARTIRMA ETKILERINI VURGULAYARAK DERIN ÖĞRENME
YÖNTEMLERI ILE GÖRÜNTÜDEN EL YAZISI TANIMA

FIRAT KIZILIRMAK

BİLGİSAYAR BİLİMİ VE MÜHENDİSLİĞİ YÜKSEK LİSANS TEZİ, TEMMUZ
2022

Tez Danışmanı: Prof. Dr. AYŞE BERRİN YANIKOĞLU

Anahtar Kelimeler: çevrimdışı, el yazısı tanıma, derin öğrenme, veri artırma

Biz bu çalışmada çevrimdışı el yazısı tanıma problemi için eğitim ve test sırasında
veri artırma tekniklerinden yararlanan bir derin öğrenme modeli önerdik. Bu alan-
daki en sık kullanılan el yazısı veri kümesi olan IAM veri kümesi üzerinde derin
öğrenme ağının her bir bileşenini değerlendirmek için CNN-BiLSTM ağımızı kulla-
narak kapsamlı bir analiz yaptık. Derin öğrenme ağı mimarisi ile deneyler yaptık;
veri kıtlığı problemini hafifletmek için eğitim zamanı veri artırma ve ağı sentetik
veriler ile ön eğitimden geçirmenin etkilerini değerlendirdik. El yazısı görüntüsüne
ait eksik ya da hatalı tahmin edilen çıktılardan doğru çıktıyı elde etmek için bir son
işleme yöntemi olarak iki farklı test-zamanı veri artırma metotu önerdik. Bu test
zamanı veri artırma yöntemi sistemin zaman ve çalışma karmaşıklığını artırsa da
hata oranlarını %2.5 oranında düşürmüştür ve bu sebeple gerçek zamanlı tanıma
gereksinimlerinin olmadığı, veriyi yığın olarak işleme durumlarında kullanılabilir.

Ayrıca, Türkçe dili için çevrimdışı el yazısı tanımanın ilk adımlarını atıyoruz. Bu
amaçla 73 farklı kişiden toplanan 2600’den fazla satır görüntüsünden oluşan ilk, satır
düzeyinde Türkçe el yazısı veri kümesini oluşturduk. Geliştirdiğimiz derin öğrenme
yöntemini bu küme üzerinde de uygulayarak gelecek çalışmaların temel alabilecekleri
sonuçlar sağladık; ayrıca, IAM kümesinden bizim topladığımız Türkçe el yazısı veri
kümesine öğrenme aktarımı ve her iki veri kümesi ile ortak eğitim gibi yaklaşımları
araştırdık.

Katkılarımız her iki küme için de yöntemlere ve kümelere dair daha iyi içgörüler
sunan itinalı bir hata analizini de kapsar. Bu çabanın bir parçası olarak da bilimsel
tekrarlanabilirliği teşvik etmek için önerilen modelimiz ile birlikte değerlendirme
kriterlerimizi açık ve eksiksiz bir şekilde sunuyoruz.
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1 INTRODUCTION
Offline handwriting recognition refers to the problem of recognizing a handwritten
text in an image. This is a subfield of optical character recognition (OCR) in which
the text to be recognized is handwritten rather than printed or irregular scene text.
Thus, this domain has specific challenges while sharing common characteristics with
OCR, and thereby, these challenges make offline handwriting recognition a long
standing and still an active research field.

Initial attempts at this problem mainly used Hidden Markov Models (HMMs) with
hand-crafted features while making use of language processing techniques [9, 43].
However, deep learning models have become the method of choice for the hand-
writing text recognition (HTR) problem, in the last decade [13, 20, 35, 39, 49]. In
particular for the offline handwriting recognition, image based character sequence
generation methods have been studied. Usual steps of these methods involve pro-
cessing input handwriting images, producing sequence of features maps, and then
generating sequence of characters, which is expected to be corresponding transcrip-
tion of the input handwriting.

Most of the works, in the last decade, have used Convolutional Neural Networks
(CNNs) in combination with recurrent neural networks (RNNs) and optimized the
entire architecture using Connectionist Temporal Classification (CTC) loss function
[19]. This approach allows the model to be end-to-end trainable without requiring
explicit image-character alignment, which makes it favorable over traditional models.
Moreover, the CTC algorithm makes many-to-one alignment in which more than one
input time frame could map to a single time frame at the output, allowing characters
that do not fit in a single time step to be recognized. This property of the CTC
function enforces the output time frame length to be less than or equal to of input
time frame. Therefore, others have modelled the problem as sequence-to-sequence
and proposed attention based encoder-decoder models [30, 32, 39] due to the success
of attention based approaches in sequence related areas [4, 55].

The first sequence-to-sequence methods have combined a CNN with a bi-directional
RNN, as the encoder, and a one-directional RNN with an attention mechanism, as
the decoder. More recent approaches utilized Transformer decoders [13] for decoding
or Vision Transformers [35] as a sequence-to-sequence architecture to exploit their
applicability over handwriting recognition. The attention mechanism leverages the
relationship between the characters in a line and could provide features encoded
with language-based knowledge.
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Figure 1.1 The same text written by different people, showing the possible dissimi-
larities of handwriting. Examples from IAM dataset [37].

Issues in Offline Handwriting Recognition

Despite all the state of the art works, the handwriting recognition field still lacks from
sufficient amount of data containing handwriting images in various styles. More-
over, handwriting recognition has its own difficulties. For instance, writing style
(e.g. cursive or slanted) varies across different people and it is even possible to find
dissimilarities in a writing of the same person. Figure 1.1 displays an example vari-
ation of handwriting styles for the same text written by three different people. This
leads us to a data sparseness problem in terms of capturing distinct writing styles.
In addition, most of the existing datasets comprise historical handwriting images,
making it impractical to train and evaluate a model for modern handwriting cases.

There are two common approaches in order to alleviate the data sparseness: aug-
menting images at train time and generating synthetic handwriting images to pre-
train the models [15, 35, 36, 39, 58]. Handwriting images are transformed to imitate
the same text as if it is written in a different style by spoiling letter shapes while
preserving the readability. This way, it becomes possible to increase the diversity
of handwriting styles. On the other hand, synthetic images play an important role
in offline handwriting recognition as they introduce artificially written handwriting
styles to increase variability further. Due to these advantages, both strategies are
widely used for introducing different writing styles to increase the generalization
capacity of models.

Furthermore, the majority of the works in this field study handwriting recognition
for the English language. Therefore, there is a limited number of studies for other
languages including Turkish. In addition to being a low-resourced language, the
Turkish language has a complex, agglutinative morphological structure. That is,
there is a practically infinite number of words that could be generated by append-
ing morphemes in sequence, which limits the success of lexicon-based approaches.
Hence, offline Turkish handwriting recognition has not been explored adequately
except in the very first attempts.
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Our Motivation and Contributions
This thesis contributes to the offline handwriting recognition problem in the follow-
ing aspects:

i) We make a comprehensive analysis using deep learning models on the line-level
IAM dataset [37]:

- Experimented with deep learning networks with different parameters and
architecture design in order to illustrate their effect on recognition per-
formance.

- Evaluated the effectiveness of train time data augmentation methods
along with synthetic data generation. Following the studies in this do-
main, we applied similar transformations with combined and in separate
ways to measure their importance properly.

- Generated almost 2.5 million synthetic handwriting lines in the English
language in order to reduce the data sparseness and demonstrate their
effectiveness.

ii) We propose a simple yet effective test time augmentation technique to obtain
better performance that can be preferred when the runtime is not an issue (as
in batch/offline applications):

- Developed and assessed two methods, underlined the one with simple yet
effective approach, and pointed to potential improvements that could be
possible using a better function.

- Measured running times of the proposed method on two different ma-
chines to show the trade-off between running time and accomplished suc-
cess.

iii) We introduce the first, line-based Turkish handwriting dataset consisting of
2600 line images written by 73 different people.

- Applied our method on this dataset to provide a benchmarking baseline
for future works.

iv) We provide a careful error analysis of our methods on IAM and Turkish
datasets and inspect dataset related issues.

v) We share our code baseline1 as well as our line-level Turkish handwriting
dataset to encourage scientific reproducibility.

1https://github.com/firatkizilirmakk/handwriting-recognition
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Thesis Structure

The thesis is organized as follows:

Chapter 2 describes the related work in the offline handwriting recognition do-
main, from recognition models to data augmentation and offline Turkish handwriting
recognition studies.

Chapter 3 elaborates the methodology followed through the thesis. The chapter
gives detail on both the deep learning model and data relevant topics including
train & test time augmentation, synthetic data generation, and Turkish handwriting
dataset collected for this work.

Chapter 4 contains the conducted experiments throughout this work and the cor-
responding results. The chapter also includes an error analysis on the IAM dataset.

Chapter 5 concludes the thesis with the summary of the work and points to future
research directions.
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2 RELATED WORK
The offline handwriting recognition problem has been studied for decades. Initial
attempts combined Hidden Markov Models with hand-crafted image-based features
for recognizing handwritten text [9, 43, 44]. Later, successor applications tried
Hidden Markov Models in conjunction with Artificial Neural Networks (ANNs) to
make use of their strengths together.

However, starting with the presentation of the Connection Temporal Classification
algorithm [19], research in this domain has gained increasing attention. Afterwards,
deep learning methods have been proposed and achieved greater success than ever
before, and still, errors get reduced with the advancements of the deep learning
models [13, 15, 30, 35, 39, 49] and data related techniques [36, 45, 58, 59]. Below,
we elaborate on related works in the offline handwriting recognition domain in terms
of models, data as well as Turkish handwriting studies.

Offline Handwriting Recognition Models

Hidden Markov Models

The fundamental approach to handwriting recognition prior to the deep learning
era was with Hidden Markov Models [44]. HMMs are doubly statistical models for
the observable output and the underlying hidden states. The fundamental idea is
to generate a sequence of characters or words, S, from a sequence of feature vectors,
X, that is encoded with visual features of input handwriting images. Formally the
aim is to maximize the posterior probability P (S | X), which is formalized within
Bayes’ Rule [5].

Preliminary studies explored offline handwriting recognition with a sliding window
approach for feature extraction and Hidden Markov Models for generating charac-
ter or word sequences [9, 43]. They further supported their models with external
language models and investigated the effects of lexicon during decoding.

The HMM approach has been utilized in other sequence-related problems such as
automatic speech recognition (ASR) [5, 34] and online handwriting recognition [25].
However, the Hidden Markov Models and the corresponding literature is beyond the
scope of this thesis.
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CTC Based Models

Later, Connectionist Temporal Classification (CTC) method was introduced for
speech recognition task [19], allowing ANN models to be trained end-to-end with
the backpropagation [57] algorithm for sequence classification without any need of
pre-segmented data. The method was adopted for handwriting recognition [20]
where they (1) extract sequence of image features using sliding window with 1 pixel
width. (2) feed these features to a bi-directional LSTM (BiLSTM) [24]. (3) pro-
duce character sequences via CTC layer. They significantly outperformed HMM and
HMM-RNN based approaches with the proposed BiLSTM + CTC model. Further,
Graves et al. applied multi-dimensional LSTM (MDLSTM) layers instead of BiL-
STM to incorporate more context around letters and to obtain better transcriptions
[21].

With the rise of deep learning and after great success of CNN models on image
processing tasks [23, 33], deep learning methods have been explored for handwriting
recognition problem as well. Instead of using hand-crafted image features [20, 21],
Shi et al integrated a CNN architecture to produce more robust image features
[49]. The method first processes input handwriting image with the CNN, generates
sequence of image features, and feeds them through BiLSTM + CTC layers to
obtain final transcription. Inspiring from these, Bluche et al proposed a gated
convolutional model for computing more generic image features [8]. Puigcerver [46]
showed the effectiveness of single dimensional LSTM layers over multi dimensional
ones. Further, Dutta et. al. [15] made a comprehensive study demonstrating effects
of data augmentations, pretraining and use of Spatial Transformer Network (STN)
[27].

Sequence-to-Sequence Approaches

The above methods employed CTC layer to obtain transcription of the input hand-
writing from model outputs. However, CTC method has a drawback that disallows
to generate longer sequences than input sequence, which limits the CNN architecture
to be used [30, 39]. As feature maps get smaller, due to convolution and max pooling
operations, the generated sequence becomes shorter, which in turn could result in
missing transcriptions. Hence, attention based sequence-to-sequence methods have
been developed in order to overcome the shortcomings of the CTC and to leverage
their sequence learning capabilities on handwriting recognition [30, 31, 32, 39]. The
fundamental idea with these methods is to use CNN + RNN, usually a BiLSTM,
to encode input handwriting as a sequence of features, and then employ attention
based RNN, usually an LSTM or a GRU, to decode the encoded sequence. The
overall architecture is optimized with the cross entropy loss function, applied over
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each frame through the output sequence.

Micheal et al [39] utilized CNN + BiLSTM to encode input handwriting image and
attention based LSTM to decode the encoded representation into sequence of charac-
ters. They compared different attention mechanisms such as content-based, location-
based and penalized attention, and further combined the CTC loss along with the
cross entropy loss to increase model capabilities. Kass et al [32] integrated the Spa-
tial Transformer Network at the forefront of their sequence-to-sequence model to
reduce handwriting variations before feeding images to the rest of the architecture.
Apart from these, Kang et al [30] incorporated a character level language model
into training phase where they feed the attention based LSTM decoder with the
concatenation of encoder and language model outputs.

More recently, Transformer [55] based models have been presented for handwriting
recognition due to their substantial achievements on sequence related tasks [13,
35]. Diaz et al compared CTC and sequence-to-sequence approaches, experimented
with Transformer decoder and found the best performing model with self-attention
encoder + CTC. Li et al, on the other hand, employed Vision Transformer [14] as
an encoder and vanilla Transformer decoder, taking advantage of pretrained Vision
Transformer and Transformer decoder. They obtained the state of the art results
and further showed the effectiveness of their model and pretraining scheme, without
any post processing or external language model.

Data Augmentation & Synthetic Data Generation

Lack of high quality, modern handwritten text data limits the capabilities of these
advanced models and thereby disallows generalisable offline handwriting recognition.
Therefore, most of the studies in this domain proposed solutions for dealing with
data sparseness of handwriting recognition. There are two common approaches:
(1) applying data augmentation techniques at train time for introducing different
handwriting styles. (2) generating synthetic handwriting images to provide enough
and diverse handwriting styles to deep learning models.

Affine transformations such as rotating, scaling, and shearing are heavily applied
and are shown to be effective methods for mimicking handwriting styles [15, 45, 59].
Apart from the affine transformations, Wigington et al [58] developed a distortion
method along with a profile normalization technique for spoiling parts of letters to
be more discriminative. Further, Luo et al [36] proposed to learn an augmentation
as a joint-task during training of the models and further provided their closed-form
transformations to incorporate into training of models.

On the other hand, generating synthetic handwriting images plays a crucial role due
7



to lack of open access, high quality, and modern handwriting image datasets. All
the studies have generated their own synthetic data, either in word or line level,
and experimentally shown their effectiveness. While some [15, 30, 59] have synthe-
sized a few millions of handwriting images using words or sentences from widely
used large corpora including Brown and Lob corpora [1, 17]; others used synthetic
data generated for scene-text recognition problem [32], or cropped lines from pdf
files containing handwritten text [35]. However, though the above methods gained
performance increase using synthetically generated data, none of them published
their dataset to alleviate the data scarceness problem and ease reproducibility.

Test Time Augmentation

In addition to augmenting images at train time, there is a counterpart approach of
it called test time augmentation. The idea is to transform an image at test phase
so as to obtain possibly different outcomes and then decide on the best one. It is
widely used for image classification task where an input image is augmented during
testing and the results are combined for a better prediction [48].

In the case of offline handwriting recognition, there are a few studies involving test
time augmentation method in which they followed similar approaches to each other
[15, 45, 58]. Poznanski et al [45] applied 36 different transformations on an image
at test time, retrieved model outputs for these augmented images and the original
one, and afterwards took the mean of these outputs as the final outcome. While
Dutta et al [15] followed the same approach in [45], Wigington et al [58] employed
20 transformations, obtained the corresponding transcriptions and picked the final
one with respect to the lowest CTC loss value.

Offline Turkish Handwriting Recognition

Offline handwriting recognition has been mostly studied for the English language.
Therefore, in this domain, languages like Turkish suffer from lack of high quality
data, applications of advanced models and benchmarking baselines for future studies
to compare with.

Rather than offline handwriting recognition, previous works mainly focused on online
handwriting recognition [7, 56]. The online recognition requires data in the form of
time series signals perceived by pen-based tablet or mobile phones. One of the very
first attempts were to obtain features by hand for each point of the time series signal
and employ a Hidden Markov Model to recognize a written word [56]. Later, another
HMM based model was proposed [7] where they concentrated on data sparseness of
the Turkish language and proposed a preprocessing method along with a recognition
of sublexical words instead of words themselves.
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For the offline Turkish handwriting recognition problem, Yanikoglu et al [60] intro-
duced the first method applying a Hidden Markov Model with a prefix recognizer
to deal with Turkish handwritten character and word recognition. Another Turkish
character recognizer was proposed in [10] extracting image base features by hand
and then classifying these features as Turkish characters using methods including
Artificial Neural Networks and K-Nearest Neighbor. Aydemir et al [2] developed
Arabic-Turkish handwritten word recognizer.

To the best of our knowledge, there is only one work that used deep learning methods
to recognize Turkish handwritten characters, as introduced in [6]. Therefore, apart
from the other contributions, we believe that this thesis work is the first to leverage
advanced deep learning models on offline Turkish line-based handwriting recogni-
tion problem as well as the first attempt to collect and share line-based Turkish
handwriting dataset.
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3 METHODOLOGY
In this section, we explore our approach to the offline handwriting recognition prob-
lem. We intended to use an accomplished deep learning network for this problem
while exploiting the submodules constituting the model. While doing so, we utilized
subsidiary methods including data augmentation and synthetic data generation to
reduce the error rates of our model. On top of these, we propose two separate
test time data augmentation methods to further lower the errors without adding
any model-based complexity or requirement for more data. Lastly, we introduce an
offline Turkish line-based handwriting dataset, which we collected for this thesis,
and further describe our baseline method on this dataset for upcoming studies to
benchmark with.

3.1 Deep Learning Model

Inspired from [49], and its later accomplished successors [8, 15, 46], we followed a
similar deep learning architecture. The architecture consists of three fundamental
blocks: feature extraction from the input image using convolutional layers; pro-
cessing the extracted deep features as a sequence using bidirectional LSTMs; and
producing the sequence of output characters with the help of CTC decoding. These
modules are described in detail below and the network structure is depicted in Figure
3.1.

BiLSTM

Max Pooling Convolution Max Pooling Column Wise
Max Pooling 

Encoded
Representation

Fully Connected + CTC

Impossible to say.

Figure 3.1 Our proposed deep learning network consisting of CNN-BiLSTM models
as encoder and CTC as decoder.
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3.1.1 Feature Extraction
The network uses 12 convolutional layers with 3 × 3 kernels for feature extraction.
Max pooling operation, with 2 × 2 kernel, is applied two times in total; after the
first two and following four convolution layer blocks. The convolution layers in these
blocks have 32, 64 and 128 number of filters. ReLU [41] activation function and
batch normalization [26] are applied after each convolution for faster convergence
and easier training. The CNN network produces a feature map tensor in the form
of D ×H ×W where D corresponds to number of output filters or depth of feature
maps; H and W stand for height and width of feature maps, respectively. Then,
we apply a max-pooling function over the height dimension and interchange the
dimensions, resulting a tensor of W ×D.

This output represents D dimensional feature vectors for a sequence of length W .
More formally, W could be written as W = [w1,w2, ...,wt], indicating a sequence of
t time frames where wi ∈ RD for i ∈ {1,2, . . . , t}.

We intentionally avoided using deep CNN networks in order not to narrow down the
feature maps too much. Otherwise, the CTC algorithm would only allow producing
shorter sequences due to its constraints, as explained in Section 2. Nonetheless,
we conducted experiments with a different number of convolution and max-pooling
layers and even tried well-known image feature extractors like ResNet18 [23] archi-
tecture to decide the baseline model. We explain the outcomes of these experiments
in Section 4.1.1.

3.1.2 Sequence Learning
This phase processes the sequence of features crafted by the feature extraction step.
The idea is to incorporate sequence learning capabilities of Recurrent Neural Net-
works to obtain sequences of features representing the input handwritten text better.

Following [8, 15, 46, 49], we utilised a bi-directional LSTM model as well, leveraging
learned contexts from both directions. We used two BiLSTM layers having 256
hidden dimensions, without any dropout [52] applied. We feed the BiLSTM layers
with the delivered sequence of features, W × D, and the BiLSTM produces a new
tensor of size W × (2 × K), where K stands for the hidden dimension size of the
BiLSTM layer which is equal to 256. The produced tensor, sequence of feature
vectors, holds an encoded representation of the input handwriting image in a feature
space.

Additionally, we experimented with bi-directional Gated Recurrent Unit (GRU) [11]
based models and conducted experiments with different number of recurrent layers
and hidden dimension sizes. Section 4.1.2 illustrates the effect of these experiments.
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0.0
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0.1

Valid Alignments

bbacck
bbac~k
bba~ck
b~acck
b~ac~k
b~a~ck
~bacck
~bac~k
~ba~ck
bbaack

...

0.3864

Scores

0.1935
0.0000
0.0242
0.0323
0.0000
0.0040
0.0276
0.0000
0.0035
0.0242

...

(a) (b) (c)

Figure 3.2 Simplified illustration of the CTC algorithm [19] with a toy alphabet
consisting of four letters (a, b, c, and k). Symbol ~ stands for the blank token of
the CTC method. (a) Probability distributions produced by our deep learning model
for the input handwritten image "back", over the 4-character alphabet through six
time frames T1,T2, . . . ,T6. (b) Sample of possible valid alignments to obtain text
"back", computed by the CTC algorithm. (c) Summed probability values of the
corresponding alignments. The method then marginalize all these probabilities to
generate cost value, which is computed by taking negative logarithm of the summed
probabilities. That is equal to − log(0.3864) = 0.4129.

3.1.3 CTC Decoding

After passing the input image through the first two phases, feature extraction and se-
quence learning, the encoded representation of the input is obtained in the following
form W × (2 × K); formally W = [w1,w2, ...,wt] where wi ∈ RH for i ∈ {1,2, . . . , t}.
Here, H stands for 2 × K or a real value 512 in our case of K being set to 256.
Then, the encoded sequence representation, W × (2 × K), is mapped to a sequence
of probability distributions over alphabets of recognizable characters, resulting in
W ×C. To do so, we utilised two fully connected layers; the first one is followed by
a ReLU activation and the second one outputs through C number of cells. Further,
the SoftMax function is applied to produce a sequence of probability distributions
defined over the alphabet.

Once the sequence of probability distributions is obtained, it is time for the CTC
function to align input and output (ground truth) sequences while computing the
cost of the alignment. To this end, CTC function applies the following steps: (1)
find valid alignments for the output sequence. (2) sum up probabilities of these valid
alignments. (3) return minus logarithm of the summed up probability as the cost
of the alignment. The simplified steps of the CTC method, as described above, is
depicted in Figure 3.2.
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As seen through the summarized steps of the CTC algorithm, there is no need for
predefined alignment between input and output sequences. Thus, deep learning
networks utilizing the CTC loss function, which is defined as differentiable, could
be trained end-to-end using the backpropagation algorithm [57].

3.2 Datasets

Data is another most important component of an offline handwriting recognition
system, as in other statistical problems. However, there is almost no development
on the data side for a long time despite the model side advancements in this domain.
The majority of the works have used IAM [37] and Rimes [22] datasets, containing a
word or a line level handwritten text in English and French languages, respectively.
Apart from these, there are a few historical datasets, Bentham [53] and Saint Gall
[16], that consist of handwritten text written in English and Latin languages through
the 18th and the 9th centuries respectively. Figure 3.3 displays example lines from
these datasets.

(a) IAM

(b) Bentham

(c) Saint Gall

Figure 3.3 Sample line images from three public handwriting datasets: IAM [37],
Bentham [53], and Saint Gall [16].

13



IAM dataset was published in 1999 [37], and still is the most commonly used English
handwriting dataset. It contains handwriting texts in English written by 657 dif-
ferent people. There are 1,539 scanned pages, partitioned into 10,373 labelled text
lines with 79 different characters. We preferred the most commonly used Aachen
partition of the dataset, in which the train, validation, and test splits are as follows:
6161 lines for training, 966 for validation, and 2915 for testing. To the best of our
knowledge, there is no other public dataset in English with non-historical and line-
level handwriting images. Sample line images from the IAM dataset is displayed in
Figure 3.3 (a).

Rimes dataset [22] consists of French handwriting images and has been used for
evaluating the generalization abilities of models for a long time. However, we have
not been able to access the dataset using official channels and the website of the
publisher, as also indicated here 1. Therefore, our experiments do not include results
on this dataset.

On the other hand, it is seen in Figure 3.3 (b) and (c) that historical handwriting
are not suitable to adopt for modern writings, as in the IAM dataset, Figure 3.3 (a).
Therefore, we narrowed down our dataset selection to only using the IAM dataset
for the English language and also to our Turkish line-based handwriting dataset for
the Turkish language, which is elaborated in Section 3.5.

3.3 Data Augmentation & Synthetic Data Generation

Usually, the more data are introduced to a model better the performance is obtained.
Even in data abundance, it is suggested to apply data augmentation methods to
further increase variability. Hence, data augmentation and synthetic data generation
approaches have been studied extensively and shown their effectiveness on most of
the tasks [50].

The handwriting recognition field still lacks high-quality, open-access datasets with
a high number of samples, even though the problem has been studied for decades.
Due to this data sparseness, current methods usually exploit data augmentation and
synthetic data generation techniques to make use of their effectiveness. The funda-
mental idea is to alleviate the effect of data lack and present various handwriting
styles for better performance. Yet, these works have not published the synthetic
datasets they have crafted, which in turn disallows a common evaluation protocol.

1https://github.com/jpuigcerver/Laia/issues/44
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3.3.1 Data Augmentation

Although data augmentation for visual tasks has been explored extensively [50],
there are a couple of studies that proposed novel approaches to augment hand-
writing images [36, 51, 58], while others utilized common methods such as affine
transformations [15, 45, 58, 59].

Affine transformations are among the most popular data augmentations for hand-
writing recognition due to their simple yet effective nature [15, 45, 59]. Specifically,
rotation, shear, scale, and translation have been applied in almost all the works.
Some also have used blurring and sharpening methods [29, 30] along with the elas-
tic distortion approach, proposed in [58] and geometric transformations of [36], to
deform handwriting letters for increasing variety of styles. Following these studies,
we employed affine conversions including shear and rotation as well as elastic distor-
tion and geometric transformations. Augmented examples with these conversions
are displayed in Figure 3.4.

(b)

(a)

(c)

Figure 3.4 Original image along with the augmented samples. (a) Original image.
(b) Augmented images by affine transform: the first two lines are sheared, and
the last one is rotated. (c) Images with the elastic distortion and the perspective
transform from the geometric conversions.

Shear is a linear affine transformation that takes a point (x,y) ∈ R2 and maps it
to (x + ky,y) ∈ R2, if it conducts horizontal conversion. Here k denotes the scaling
factor determining how many pixels to move in an image. Rotation is another linear
affine transformation that rotates a point (x,y) in the counter-clockwise direction
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by θ degree. Formally, the rotation is composed of a transformation matrix M:

M =
cosθ −sinθ

sinθ costθ



and rotates (x,y) points by θ degree into (x′,y′) points with:

x′

y′

 =
cosθ −sinθ

sinθ costθ

x

y


Using these shear and rotation transformations makes it possible to mimic slanted
handwriting styles as illustrated in Figure 3.4 (b).

Elastic distortion, on the other hand, is a non-linear transformation that elastically
changes the shape of a letter. We used the method in [51] where displacement fields
∆x and ∆y are sampled from a probability distribution. First, they sample x and
y positions of the field from a uniform distribution between 1, +1; then, convolve
these fields separately with a 1-dimensional Gaussian kernel of σ standard deviation;
finally, the fields get multiplicated by α value to determine the distortion intensity.
Overall, the method is able to distort handwriting letters using σ and α parameters.

Moreover, geometric transformations, proposed in [36], transform an image by mov-
ing a set of predefined points to new positions. The movement of the points is
determined via an agent network, where this transformation method is optimized
jointly with a text recognition module to craft readable yet hard samples. We used
closed-form versions of their augmentations (publicly shared in2) namely distortion,
stretch, and perspective, and grouped them under the name of geometric transfor-
mations.

These transformations were applied more than once with different parameters to
generate distinct handwriting styles. We decided to the range of parameters of
the augmentation methods by visual inspection,. We deformed the letter shapes to
some degree while considering the readability of the handwriting. During training,
input images undergo a transformation with a probability p = 0.5, which makes it
practically impossible to introduce the same image again.

We trained our base model with and without transforming images in order to eval-
uate the effect of these augmentation techniques. Outcomes of these experiments
are given in detail in Section 4.2.

2https://github.com/Canjie-Luo/Text-Image-Augmentation
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3.3.2 Synthetic Data Generation
Generating synthetic data plays an important role in a very wide range of tasks
from data privacy to unbalanced datasets. The idea is to imitate the original data
by approximating the underlying distribution of the data, which, in turn, could
mitigate the need for original data. In the case of offline handwriting recognition,
synthetic data generation has become a key ingredient of the current methods due
to the scarcity problem, as explained above.

Most of the current approaches craft their synthetic dataset following similar steps
such as employing texts written in widely used large corpora [1, 17] or crawling text
from the internet [30] to synthesize artificially written handwritten images. However,
they have not made their dataset public, even though they have demonstrated the
effectiveness of using synthetic data, which prevents proper comparisons of methods
and scientific reproducibility.

Figure 3.5 Examples of synthetically generated handwriting line images.

In this work, we have generated our own handwriting dataset as well. We combined
WikiText-2 [38], Brown [17], and training text of IAM dataset (which corresponds
to LOB corpus [1]) as the corpus to generate images from. Then the texts were
preprocessed to have a unified form with correctly tokenized words. The sentences
were split to have at least one word and at most 8 words in a line to be generated
synthetically. More than 200 handwriting TrueType fonts were collected from the
internet and then utilized to synthesize images. We took advantage of the trdg
tool 3 to generate synthetic images using these corpora and fonts. Overall, we have
generated almost 2.5 million synthetic handwriting image lines, example images are
illustrated in Figure 3.5. In Section 4.3, we show empirically the effectiveness of
using pretraining data.

3https://github.com/Belval/TextRecognitionDataGenerator
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3.4 Test Time Augmentation

Deep learning networks could make incorrect predictions depending on several rea-
sons. Therefore, inspecting different representations of the same data might reveal a
better output. For offline handwriting recognition, the idea of the test time augmen-
tation is to apply transformations to an input handwriting image at the test phase,
obtain transcriptions of the corresponding augmented images, and then decide on
the best decoding. In this way, we could find a way to produce a better transcription
than of the case when only the original image is presented.

Even though test time augmentation is a simple and effective idea, it has not been
explored well due to time complexity it adds to the overall decoding process. How-
ever, the method could be preferable in the case of offline handwriting recognition,
where consuming a bit more time could be compensated with the achieved success.
Therefore, we investigate the test time augmentation method and introduce two
separate approaches through this thesis: (1) word-level alignment of transcriptions
and then constructing a new transcription out of the aligned words. (2) scoring
each transcription and selecting the one with the highest score. These different
approaches are detailed below.

3.4.1 Word-Level Alignment & Decoding

Handwriting images propose certain challenges that makes it hard for even people to
read. Hence, it is not always possible to predict the transcription of the handwriting
image without an error. We could obtain different outputs consisting of totally or
partly correct predicted transcriptions, once we feed the input image along with its
transformed versions. Then, we could construct a new transcription out of these
outputs of the original image and of the transformed images, which could be totally
correct. In this way, we could reduce the errors (if any) in the predicted transcription
of the original image.

To this end, we apply 16 different shear and rotation augmentations in total to
the original image during test time and retrieved transcriptions of both augmented
images and of the original image. Then, we align all the transcriptions using the
Myers Difference algorithm [40], which aligns two strings according to the minimum
string edit distance4. This alignment enables us to select the most probable word
at each time frame. The alignment process is illustrated in Figure 3.6 (b), where
two different transcriptions are aligned to the original image transcription (Figure
3.6 (a)).

4We use the code implemented at https://github.com/explosion/tokenizations
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b)

c)

d)

bat it 's a good star .

but i good star.at 's

bat it 's a good star .

at it god starta .'s

but it good stara's .

bat it 's a good star

at it's god starta

.

.

it starta'sbut good .a)

bat it 's a good star .

at it god starta .'s

it good stara's .but

Figure 3.6 Illustration of the word-level alignment and decoding for an example line
from the IAM dataset. (a) Ground truth transcription. (b) Computing alignments
of two different predicted transcriptions with the original one. The sentence on the
top is from the original image whereas the bottom ones are from the transformed
images. (c) Transcriptions with aligned words. (d) Selecting the proper words for
each time frame to build the new transcription.

Once these 17 different transcriptions (16 from augmented images and 1 from the
original image) are aligned, as displayed in Figure 3.6 (c), we construct a new tran-
scription by using two different strategies: (1) greedy and (2) beam search. In the
greedy approach, we first retrieve the unique words at the current time frame. If
all the words are the same, then we accept it. Otherwise, the word gets selected
according to an n-gram language model, which is described below in detail. To
illustrate the process:

i) first time frame of the aligned transcriptions in Figure 3.6 (d) constitute three
different words: "bat", "at", "but".

ii) these words get scored using the language model and the one with the highest
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score is picked, which is "but".

iii) second time frame consists of the exact same word: "it", which is therefore
selected directly.

iv) The process continues until end of the time steps and produces a new tran-
scription which could be equal to the original one or could be generated out
of these transcriptions.

In the beam search approach, on the other hand, we extend the best k current beams
with all predicted words at the next token and sort the resulting beams with respect
to the 3-gram language model. This process follows the beam search idea as in [18],
except that it is applied at word level. At the end, we select one transcription with
the highest score among the k alternatives. We experimented with both approaches
and experimentally show their effect in Section 4.5.

Language Model

We trained a 4-gram language model on WikiText-103 [38] corpus with Kneser-Ney
smoothing [42] using KenLM 5 tool in order to score words or word sequences in
2-gram, 3-gram or 4-gram. Before training the language model, we applied prepro-
cessing steps including tokenization of the words, lowering the letters and removing
punctuation.

The 4-gram language model considers the likelihood of the current word given the
three previous words P (wt | wt−3.wt−2.wt−1), as learned over the large corpus. In
the example of Figure 3.6 (d), the predicted words at the first time frame position
are "bat", "at", "but", from which "but" is selected as it is the most likely word to
start a sentence.

3.4.2 Scoring Transcriptions

Our above-defined test time augmentation method is able to craft the correct tran-
scription from the outputs of augmented samples that might contain missing letters
and/or words. However, it has drawbacks that the alignment between the tran-
scriptions of original and of augmented images could be troublesome in some cases.
Moreover, the method is composed of alignment between a sequence of words fol-
lowed by the word level decoding over the aligned sentences, making the overall
algorithm complex and time-taking process. Hence, we explore a simpler method in
terms of running time and computational complexity.

5https://github.com/kpu/kenlm
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Figure 3.7 An example application of the scoring transcriptions. (a) Output of the
original image is scored using the equation 3.1. The optical score is obtained from
the deep learning network. The language model score is computed using the 4-gram
language model. (b) and (c) shows the scoring steps of the transformed images. The
output with the lowest final score is picked as the final output, which is the correct
transcription of the handwriting.

In our second approach, we use test time augmentation as a rescoring method to yield
a better output transcription. To this end, we apply the same transformations (16
different shear and rotation augmentations) as in the previous approach. Afterwards,
we interpolate a score using an optical score of the deep learning model, OPs, and
a language model score, LMs over the decoded transcription:

(3.1) score = (λ×OPs)+(ω ×LMs)

Then the transcription with the highest score was picked as the final outcome. We
fit values for λ and ω through the experiments.

Figure 3.7 illustrates these steps in a simplified fashion. For each image (original
or transformed), the optical score, produced by the model for the image and the
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language model score computed for the corresponding transcription are interpolated
using the above-defined formula. The best transcription with the highest score
(−7.98 for the example in the figure) is picked as the final output, which is the
correct decoding obtained from the image rotated by 2.5 degrees for this case.

The optical score of the deep learning model consists of probabilities getting multi-
plied and added through the decoding time steps by the word beam search algorithm
[47]. The language model score is obtained from the same 4-gram language model
of the previous approach. Yet, this time, the model is used to score the whole
line, which could form a sentence or sub sentences, in contrast to scoring words or
sequence of words as in the previous method.

This approach is simpler than the previous ones in terms of running time and al-
gorithmic complexity. Further, the method achieves superior results once the best
decoding is selected with respect to the lowest error, as if an oracle telling the truth.
We show the effectiveness of these methods along with the Oracle property through
the experiments in Section 4.5.

Aside from pros and cons of these two approaches, they are applicable to any model
generating sequences from handwriting images. Once the real time handwriting
recognition is not a must, both of these methods could be preferred considering
time and computational complexity.

3.5 Application to Turkish Handwriting Recognition

The vast majority of previous works in this domain focused on English language-
based recognition, as indicated before. Therefore, low-resourced languages including
Turkish have attained little or no attention so far. Moreover, current works in other
fields such as speech recognition and machine translation work on developing multi-
lingual models to reduce data scarceness of low-resourced languages and increase the
performance for these languages by incorporating knowledge learned from other lan-
guages. However, the same attitude has not been adopted for the offline handwriting
recognition problem yet.

In this thesis, we have collected the first, to the best of our knowledge, line-based
Turkish handwriting dataset. Further, we provide a baseline work using a deep
learning network with other methods on the Turkish dataset for benchmarking pur-
poses. Below we elaborate on the Turkish handwriting dataset we have crafted and
share experimental results in Section 4.6.
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3.5.1 Line Based Turkish Handwriting Dataset

We collected Turkish handwriting from people whose mother language is Turkish
in order to: (1) propose the first, to the best of our knowledge, line-based Turk-
ish handwriting dataset. (2) apply our method to this dataset as well to provide
a baseline for future studies. (3) draw attention to low-resourced languages like
Turkish.

We first determined a corpus to select Turkish text that would be hand-written by
people. To this end, we found one, public Turkish language-based document repo
on6, which we will denote as Bilkent-Corpus from now on, and crafted our own
Turkish text from Wikipedia. Using these documents, we collected at least one
A4-page long handwritten text from 73 different people. If more than three pages
were used to reflect the text, they were discarded; in other words, we included at
most three pages written by the same person to stay balanced in terms of writing
style. It is desired to involve more diverse handwriting styles from many more
people, however, we believe that this dataset and the baseline results would be
seen as preliminary attempts and encourage other people in this domain to work on
low-resourced languages including Turkish.

After collecting the pages, we utilized Xerox 3335V printer & scanner to scan the
pages into RGB formatted .png files. An example scanned page image is shown in
Figure 3.11.

Figure 3.8 Example lines from our line based Turkish handwriting dataset.

6https://github.com/selimfirat/bilkent-turkish-writings-dataset
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Table 3.1 Number of lines and writers in train and test splits of our line based
Turkish handwriting dataset.

Split # Lines # Writers
Bilkent-Corp. Wikipedia Total

Train 1496 434 1930 44
Test 129 582 711 29
Total 1625 1016 2641 73

Later, we cropped lines from the scanned pages using the algorithm proposed in
[54]. Their method follows genetic algorithms to find line segmentation boundaries
to properly crop lines from scanned pages. We used the tool 7 proposed by the
authors of the paper [54]. Example cropped lines are displayed in Figure 3.8.

After cropping the lines and discarding erroneous samples, we obtained 2641 lines
of which 1625 of all the lines consist of texts from Bilkent-Corpus, and the rest
1016 lines, contain texts from our Wikipedia documents. We then partitioned our
dataset into train and test splits to officially denote the partitions and thereby allow
future studies to make reasonable comparisons using these splits. Table 3.1 reveals
necessary information about the train & test partitions.
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Figure 3.9 Number of lines written by corresponding writers in train and test splits
of our Turkish handwriting dataset. Except the first a few writers, number of lines
written by a person has similar distributions.

We paid attention not to include the handwriting of the same person in both splits at
the same time; in other words, the writings of a person could be in only one partition,
either only train or test. We intentionally followed this attitude to prevent predicting
a learned handwriting style, which is not a possible real-life scenario. Moreover, we
attempted to create two partitions having similar underlying distributions so that a
model learned on the train partition could predict reasonably on the test partition,
as Figures 3.9 - 3.10 display.

7https://github.com/GalymzhanAbdimanap/GeneticAlgorithm
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Figure 3.10 Number of words in lines of train and test splits of the Turkish handwrit-
ing dataset. In both splits lines consist of approximately similar number of words.

Figure 3.9 shows how many lines from a writer were included into the corresponding
split. It is clear that there is no bias towards any writer in any of the splits,
supporting our reasonable partition claim. Moreover, Figure 3.10 illustrates the
distributions of number of words in lines through the splits, which are similar in
both partitions as we planned.

3.5.2 Lexicon & Language Model

The Turkish language has a more complex morphological form compared to the
English language; in other words, it is allowed to add suffixes to the root of a word
and thereby generate a practically infinite number of words due to the agglutinative
structure of the Turkish language. That is, lexicon-based approaches for Turkish
handwriting recognition are not desirable since it is not possible to cover all the
Turkish words and is not feasible for even the most commonly used words. However,
we follow the simplest, lexicon-based approach as it is intended to provide baseline
results.

We use the word beam search algorithm to decode the deep learning model output,
as we did for the IAM dataset. We employ SuDer corpus as our base corpus to
build the lexicon of the word beam search method. The SuDer corpus was collected
for the Turkish text categorization problem (shared in8) in the news context and
it consists of 2.7 million unique words. We further experimented with a couple of
different lexicons to assess the effect of the lexicon on the Turkish language and we
share the outcomes in Section 4.6.2.

8https://github.com/suverim/suder
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Figure 3.11 Example scanned page containing text from our Wikipedia collection.
We intentionally requested writers to give more space between lines in order to ease
the job of the line cropping method we used.
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4 EXPERIMENTS & RESULTS
In this section, we elaborate on the experiments we have conducted from model
development to data augmentation and more. Our idea was to decide on the baseline
deep learning model along with the other approaches including train time data
augmentation, synthetic data generation, and decoding-based cases for the first few
experiments. We employed the train and validation partitions of the IAM dataset
during these experiments. After deciding on the baseline, we applied our test time
augmentation methods. We experimented with both methods we proposed to assess
their impact in terms of error rates, running time, and computational complexity.

We also evaluated the baseline method and our test time augmentation approach
on the Turkish handwriting dataset to examine the applicability of these methods
to another dataset. Moreover, we conducted a couple of experiments on the Turkish
dataset such as transfer learning from the IAM and combined training with IAM and
Turkish datasets in order to provide a benchmarking baseline. At last, we provide
an extensive error analysis on both IAM and Turkish datasets regarding model and
dataset-related issues as well as a comparison with the state of the art methods on
the IAM dataset.

Training Configuration

Models were either trained with the combination of the train and validation data or
only with the train data, depending on the evaluation split, for the experiments with
the IAM dataset. For the Turkish dataset, the models were trained and evaluated
on the corresponding train and the test partitions. Training was set to last by 200
epochs at most and stopped after 10 epochs of non-decreasing validation loss. The
initial learning rate was 1e − 3 for most of the experiments though it was tailored
in some cases. Rmsprop optimizer was used with weight decay being set to 1e − 5.
The batch size was kept fixed at 16.

Input Image Representation

Input images were resized to 100 × 960 before feeding to models. It is intuitive to
keep the image height fixed and resize considering the aspect ratio. However, in our
preliminary experiments, we acquired worse performance using aspect ratio-based
resizing. We padded images by the left and the right sides in the same batch to have
the same dimensions with the aspect ratio-based resizing, which could be one of the
possible reasons for the reduced performance. We tried aspect ratio-based resizing
with batch size set to 1, yet this approach was neither effective nor efficient.
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Decoding Methods

We employed three different decoding methods at the test phase to obtain transcrip-
tions from model outputs, which are a sequence of probability distributions: greedy,
beam search [18] and word beam search [47]. Greedy decoding is the simplest one
which picks the most likely character at each time frame. Although it is intuitive to
select a character with the highest probability, it is not guaranteed to generate the
most likely transcription sequence.

Instead of selecting one character at a time, beam search keeps k most likely tran-
scriptions at each time frame and produces a transcription with the highest score
among these k alternatives. Word Beam Search, on the other hand, is an exten-
sion of the beam search, which constrains words to be in a given lexicon and allows
non-word characters to occur inside words. Moreover, the algorithm incorporates
a 2-gram word-level language model for scoring words through decoding. We set
beam width as 150 and configured word beam search to utilize the 2-gram language
model.

We assessed the performance of the models using character error rate (CER) and
word error rate (WER), which corresponds to normalized Levenshtein Distances
between the predicted and ground truth character sequences. Though we utilized
the three decoding methods, we share CER and WER scores from the word beam
search algorithm in the tables.

4.1 Model Experiments
Our preliminary experiments are designed to decide on the baseline model that
could be used in upcoming experiments. Inspired from [8, 15, 46, 49], we followed a
similar CNN + RNN + CTC architecture as explained in Section 3.1. We explored
combinations of CNN and RNN models with different hyperparameters through the
experiments.

4.1.1 Backbone
We first played with the number of convolution layers in the CNN backbone network.
Keeping the rest of the layers fixed, we employed separate CNN networks with 8,
10, 12, and 14 layer convolutions while applying 2 or 3 max pooling operations.
In addition, a smaller ResNet [23] variant, ResNet18, was utilized to experiment
with a deeper model compared to previous ones. Table 4.1 shows the backbone
configurations along with the obtained scores. For the sequence encoding, a two-
layered bi-directional LSTM network was used with a hidden dimension of 256.
During these backbone and sequence encoding experiments no data augmentation
was applied to measure the direct effect of these model choices.
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Table 4.1 Impact of backbone configuration on the IAM validation split.

Backbone # Max Pooling CER % WER %

8 conv. layers 2 5.49 16.34
10 conv. layers 2 5.95 17.17
12 conv. layers 2 5.01 15.14
14 conv. layers 3 5.37 15.51
ResNet18 default 6.08 18.27

As displayed in Table 4.1, 12-layered CNN network with two max pooling operations
passed the other ones. Though there is no significant performance gap, the shallower
or deeper the model gets lower the scores obtained. Therefore, we preferred going
with the best-scored model with the least parameters and built the baseline model
on top of the 12-layered CNN network.

4.1.2 Sequence Encoding

After deciding on the backbone network, our next experiment is to select a sequence-
encoder model. To this end, we evaluated the performance of bi-directional LSTM
and GRU networks. We played with a different number of recurrent layers and
hidden dimension sizes using these deep learning networks. Table 4.2 illustrates the
model configurations and the corresponding error rates on the validation split of the
IAM dataset.

Table 4.2 Performance of sequence encoding models, BiLSTM and BiGRU, with
different configurations on the IAM validation split. Here the backbone network is
the one with the 12 convolutional layers and 2 max-pooling operations as displayed
in Table 4.1.

RNN Model # Layers Hidden Dim. Size CER % WER %

BiLSTM

1 256 4.95 15.42
512 5.26 15.99

2 256 4.62 14.62
512 4.93 14.93

3 256 5.07 15.64
512 5.24 16.14

BiGRU

1 256 5.27 16.54
512 4.90 15.48

2 256 5.01 15.14
512 4.85 14.94

3 256 5.05 15.53
512 5.70 16.33
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Two recurrent layers fit better for this problem as seen in Table 4.2. Models com-
peted with different hidden dimension sizes yet there was no exact winner of this
experiment. However, we intended to keep the model simple while preserving its
capabilities. Thus, we preferred to complete the baseline model with 2-layered BiL-
STM having hidden dimensions of 256, which outperformed the other networks.

The rest of the experiments are built upon this baseline model consisting of 12
layered CNN with two max pooling functions and two-layered BiLSTM with 256
hidden dimensions followed by a CTC layer.

4.2 Data Augmentation

After establishing the baseline model, we explored the effect of data augmentation
techniques, which are described in Section 3.3.1. The transformations were either
applied separately or in combination, as shown in Table 4.3, to assess the effect of
each method. We only performed one conversion on an image so as not to deform
handwritings too much and it was only applied with a probability p = 0.5.

We determined the parameters of the transformations by visually inspecting aug-
mented images. For the shear transformation, k is sampled from a uniform distribu-
tion between 0.6 and +0.6 with a fixed random seed to apply the same conversions
through all the experiments. Rotation angle was kept in small degrees from −2.5 to
+2.5 to mimic slanted handwriting while keeping letters inside image borders. Elas-
tic distortion variables were picked from the following sets σ ∈ {3,4},α ∈ {15,20}.
Once the parameters set, we trained the models using these augmentations and
evaluated without any transformation applied.

Table 4.3 Effect of train time data augmentations applied in separate and in combi-
nation using the baseline network defined above. For the combined augmentations,
only one of the transformations is used on an image to keep readability of hand-
writings while deforming handwriting styles. An augmentation is applied with a
probability p = 0.5.

Augmentation Method CER % WER %

Baseline (No Augmentation) 4.62 14.62
Shear 4.28 13.44
Rotate 4.67 14.06
Elastic 4.48 14.72
Geometric 4.52 14.29
Shear + Elastic + Geometric 4.20 13.18
Shear + Rotate + Elastic 4.17 13.21
Shear + Rotate + Elastic + Geometric 4.06 13.02
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Shear conversion is the most convenient way to mimic handwriting thereby the
model with only shear augmentation obtained better scores compared to other single
transformation applied experiments, as revealed in Table 4.3. Even though the
other methods were not as effective on their own, their combination achieved better
performance due to more diverse handwriting styles being presented. We obtained
the best validation performance using all the transformations together. Hence, we
performed the next set of experiments using these augmentations at train time.

4.3 Pretraining with Synthetic Data

Generating synthetic handwriting images is another commonly used strategy to re-
duce the data sparseness and increase the generalization capacity of models. Section
3.3.2 describes in detail how we produced images from the utilized corpora using an
online image generation tool.

We, firstly, trained the baseline deep learning network on the generated data con-
sisting of almost 2.5 million synthetic handwriting images. We applied the data
augmentation methods, explained in Section 3.3.1, to the synthetic images in order
to push the diversity further. The synthetic dataset was not split into validation or
test partitions; the model was directly trained on the whole dataset by 5 epochs.

Afterwards, the pretrained network was fine-tuned on the IAM dataset train parti-
tions in two ways: (1) freezing all the parameters of the model except the output
linear layers. (2) updating all the parameters. Then, the fine-tuned model was eval-
uated on the IAM validation and test partitions and the corresponding scores are
given in Table 4.4.

Table 4.4 Results of our pretrained deep learning model, on the IAM validation and
test splits. Linear layer : parameters of the output linear layers are updated while
fine-tuning. All layers: all the parameters are updated.

Pretraining Validation Test
CER % WER % CER % WER %

Baseline (No Pretraining) 4.06 13.02 5.20 14.86
Pretrained:

Linear layer 4.21 14.16 5.44 15.58
All layers 3.88 12.71 5.05 14.46

Updating only the parameters of the final linear layers did not reveal better scores,
that is, presumably due to the difference in handwriting styles between synthetic
and natural ones. Hence, we experimented with adapting all the parameters for
real handwriting images. As reflected in Table 4.4, pretraining on synthetically
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generated handwriting images and then fine-tuning over natural images boosted the
performance.

We reduced the character errors by around 0.15% and word errors around 0.4%
(from 5.20% to 5.05% for character errors and from 14.86% to 14.46% for word
errors) by only pretraining the model on more than 2 million synthetic handwriting
images. However, there is room for improvement once there is more synthetic and
natural handwriting data for pretraining and fine-tuning. We performed the next
set of experiments using this pretrained model.

4.4 Effect of Lexicon, Letter Case, and Punctuation

We decoded model outputs using three different methods (greedy, beam search, and
word beam search) and indicated that the results on the tables are from the word
beam search algorithm, as described in the beginning of this chapter. We used
greedy and beam search methods as is; in other words, without adding an external
language model or considering a lexicon during decoding. However, word beam
search builds a prefix tree from a corpus i.e. lexicon to keep decoded words in the
lexicon. Therefore, we explored the effect of lexicon size and out-of-vocabulary rate
on decoding performance.

We experimented with three different English corpora and their combinations for
building the lexicon. The base lexicon consists of the texts from the IAM train-
ing partition, which is part of the LOB corpus [1]. On top of it, we appended the
Brown corpus, which is a million-word English text corpus consisting of texts from
15 different categories. We also added the WikiText-2 corpus comprising over two
million English words. Further, we assessed their combination as well as the valida-
tion partition of the IAM dataset. The lexicon built upon the IAM validation split
has zero out-of-vocabulary rate, which is not possible for real-time scenarios yet it
underlines the effect of the lexicon.

Table 4.5 Reflection of lexicon size with number of unique words (after tokenization,
lowering and discarding punctuation) and out-of-vocabulary (OOV.) rates on errors.
B stands for the Brown corpus and W2 for the WikiText2. corpus

Lexicon # Words OOV.
Rate CER % WER %

Baseline (IAM Train) 7.845 0.54 3.88 12.71
+ B 57.606 0.15 3.49 11.77
+ W2 60.244 0.21 3.56 11.92
+ B + W2 82.449 0.13 3.46 11.70
+ IAM Validation 2.251 0.00 2.2 6.35

32



Table 4.6 Effect of the letter case and the punctuation when decoding over the
validation split of the IAM dataset. Decoding method up to this experiment involved
case sensitive letters with punctuation.

Case & Puncutation CER % WER %

Baseline (Case Sensitive + Punctuation) 3.46 11.70
Case Insensitive + Punctuation 3.16 10.58
Case Insensitive + No Punctuation 2.87 8.27

The error rate depends on the context of the words in the lexicon. As the rate of
the out of vocabulary (OOV) words decreased, the error rates gets reduced as well,
as illustrated in Table 4.5. In a normal test scenario, it is not possible to contain all
likely words in a lexicon, which is the IAM Test case in the table. Nonetheless, most
of the time, bigger the lexicon is lower the errors achieved. However, one needs to
account the trade-off between the running time with a bigger lexicon and obtained
performance. We preferred going with the lexicon consisting of train partition of
IAM, Brown and WikiText-2, since there was no significant difference of running
time compared to smaller lexicons in Table 4.5.

We decoded and compared the transcriptions with the ground truth text considering
case-sensitive letters with punctuation. However, some denoted that they generated
case insensitive text without any punctuation [15, 58] while others even did not
inform about the decoding method. Hence, we performed experiments considering
both strategies.

The IAM dataset contains sentences with several quotes and punctuation around
them where missing those signs is quite possible due to their adjacent written style.
Moreover, the predicted transcription could be the lower-cased or upper-cased of
the same letter though this is rare. Thus, considering letters insensitive without any
punctuation reduces the error considerably, as revealed in Table 4.6. However, unless
otherwise stated explicitly, we shared all the errors measured with case sensitive
letters and punctuation through the tables.

4.5 Test Time Augmentation

Test time augmentation is a simple and effective technique with allowable time
complexity for offline handwriting recognition. We presented our two different test
time augmentation approaches in Section 3.4, and here we demonstrate effectiveness
of our test time augmentation methods along with their pros & cons.

Basically, for the first method: (1) we utilize the same shear and rotation transfor-
mations of the training phase, 8 different conversions for each, at the test time. (2)
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obtain 17 transcriptions in total (16 from transformations, 1 from the original). (3)
align the transcriptions with the original output using Myers Difference algorithm
[40]. (3) pick words at each time frame considering the 4-gram language model,
described in Section 3.4, to obtain the final transcription. We either pick one word
at each time frame as a greedy approach or keep k = 10 most probable words at each
time frame as a beam search approach and produce the highest scored transcription.
Corresponding error rates are reflected as the greedy and the beam search in Tables
4.7 - 4.8.

However, for the second method, we prefer a simpler way and follow the above-
defined first two steps. Once we attain the transcriptions of the transformed images
and of the original image, we score the transcriptions using the formula, defined in
Section 3.4.2, and chose the one with the best score.

Once the final transcription is obtained, it was compared with the ground-truth
transcription and the error rate in terms of CER and WER metrics was measured.
We assessed the proposed test time augmentation methods on both case sensitive
letters with punctuation and case insensitive letters without punctuation to give
better insight.

Table 4.7 Validation and test scores with our two test augmentation methods consid-
ering case sensitive letters with punctuation. Word Level Alignment indicates
the scores from the first test time augmentation approach. Combined Scoring de-
notes the scoring function that aggregates optical and language model scores, defined
Section 3.4.2. Oracle indicates the case in which transcriptions are obtained with
respect to the lowest character error.

Test Time Augmentation
Validation Test

CER % WER % CER % WER %

Baseline (No TTA) 3.46 11.70 4.80 13.85

Word Level Alignment
Greedy search 3.34 11.02 4.61 12.94
Beam search 3.28 10.91 4.51 12.60

Scoring Transcriptions
Combined Scoring 3.22 10.63 4.37 12.03
Oracle 2.28 8.54 3.02 9.35

Table 4.7 shows that applying test time augmentation reduced the character errors
by almost 0.5% and word errors by around 2%, when decoding with case-sensitive
letters and punctuation. It is reflected through the table that our second method,
Scoring Transcriptions, outperformed the first approach with less complexity and
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significantly less running time, which is revealed in Table 4.9. This is presumably
due to alignment problems that might occur between the transcriptions, which led
to these bigger error rates. However, it is seen that keeping more than one word
at a time beats the greedy approach where only the most probable word is chosen.
The error rate gets decreased further (almost 1% for character errors and 2.5% for
word errors) when decoding with case insensitive letters without punctuation, as
displayed in Table 4.8.

In addition to combined scoring function, we performed test time augmentation and
selected the final transcription with respect to the lowest CER score. We named
this method as Oracle since it knows in advance the error due to the comparison
with the ground truth sequence, which is not a possible real scenario. However, we
aimed to show how much gain is possible with this Oracle method. As Tables 4.7
and 4.8 indicate, there is room for improvement once a better scoring function is
used.
Table 4.8 Validation and test scores with our two test augmentation methods con-
sidering case insensitive letters without punctuation.

Test Time Augmentation
Validation Test

CER % WER % CER % WER %

Baseline (No TTA) 3.38 11.29 4.38 12.00

Word Level Alignment
Greedy search 3.09 9.86 4.10 10.07
Beam search 3.01 9.74 3.99 9.98

Scoring Transcriptions
Combined Scoring 2.84 9.05 3.59 9.44
Oracle 1.61 6.42 2.63 7.74

Computation & Running Time Complexity

We also analyzed the time complexity of our proposed methods and compared run-
ning time with the decoding of original images. It was not straightforward to com-
pute the algorithmic complexity of our first method due to the alignment step.
However, it is observed that the first method is computationally more complex com-
pared to our second method whose complexity is defined below. For our second
method, the computational complexity was merely based on the complexities of the
4-gram language model and the word beam search algorithm which is described in
[47]. The time complexity to decode one input sample as computed in [47]:

O(T × BW × C × (log(BW × C) + M + log(W )))
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In this Big-O notation, T denotes generated sequence length, BW stands for beam
width, C for maximum number of recognizable characters, M for maximum length
of a word, and log (W ) is the time for a lookup table. In our case, due to 17 total
sample decodings and language model based scoring of these transcriptions, the
complexity become:

O(17 × T × BW × C × (log(BW × C) +M +log(W )) +(17 ×LM))

The running time of obtaining the final transcription was increased as we processed
16 more images. We run our proposed methods on two different machines with the
following configurations: (1) AMD Ryzen 3970X, 64 GB ram with Geforce RTX
3090. (2) Intel i7 10700K, 32 GB ram with Gefore RTX 3080. The time taken for
each image was measured and its average with the standard deviation for all the
samples in the IAM test partition is computed for both of our methods, as shared
in Table 4.9.

The table illustrates that applying the test time augmentation method slows down
obtaining the final transcription. However, we reduced the running time and com-
putation complexity of our first approach when replaced with the second one, as
Table 4.9 displays. Considering the increased running time and decreased error rate
with our second test time augmentation method, it could be preferred for offline
handwriting cases when there are no real-time requirements. Additionally, a better
scoring function would reveal greater success without needing any more model pa-
rameters or more data as Oracle row indicates the room for such ıimprovement in
Tables 4.7 and 4.8.

Table 4.9 Running times of our test time augmentation methods on two different
machines with CPU & GPU options. Mean and standard deviation of the elapsed
time over the IAM test partition. 1st Method denotes our method Word Alignment
& Decoding and 2nd Method indicates the Scoring Transcriptions method.

Machine
Processing
Device

Original Time (s) 1st Method (s) 2nd Method (s)

Mean Std. Mean Std. Mean Std.

PC 1
CPU 2.58 1.03 45.52 5.21 21.46 4.08
GPU 2.27 0.98 41.27 5.02 19.33 3.84

PC 2
CPU 3.64 1.12 49.88 6.56 25.54 4.56
GPU 3.28 1.02 46.54 6.24 24.76 4.21
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4.6 Offline Turkish Handwriting Recognition

In the previous experiments, we focused on our baseline method including the deep
learning network, data-relevant approaches, and our proposed test time augmenta-
tion method. All these experiments were conducted on the IAM dataset to evaluate
the effect of each experiment properly. We further explore the applicability of our
method on another dataset which is our line-based Turkish handwriting dataset,
introduced in Section 3.5, and we provide baseline results for future studies.

4.6.1 Comparison of Methods

First, we pretrained our baseline model on our synthetic dataset and fine tuned
on the IAM dataset with a new alphabet consisting of Turkish characters. Then,
we directly evaluated the model on the test split of our Turkish dataset and the
corresponding error rates were reflected in the first row of Table 4.10. The model
made a large number of mistakes predicting characters and thereby words, which
is supposedly due to unobserved Turkish characters that were not presented to the
model at training.

Our next experiment was to train and evaluate the model on the corresponding
splits of our Turkish dataset to assess the importance of Turkish data in training.
The model achieved superior results compared to the previous one as shown in the
second row of Table 4.10. Even though the model was trained with far less data
(2641 from Turkish vs. 6161 from IAM), error rates got reduced remarkably (from
15.21% to 6.01% for CER and from 49.37% to 25.02% for WER), which points to
the significance of Turkish handwriting being used at training.

Table 4.10 Evaluation results on our Turkish dataset. Method describes how the
deep learning networks are trained and/or fine tuned. TR denotes our line based
Turkish handwriting dataset.

Method CER % WER %

Trained on IAM 15.21 49.37
Trained on TR 6.01 25.92
Trained on IAM. Fine tuned on TR 4.28 20.29
Trained on IAM + TR 4.42 20.96
Pretrained on synth 6.18 27.70

Afterwards, we fine tuned the first model on the Turkish dataset to make use of
synthetic and IAM data as well as Turkish handwriting. Table 4.10 illustrates that
transferring knowledge learned on the synthetic and the IAM datasets by fine tuning
on the Turkish dataset beat the previous approaches substantially (from 6.01 % to
4.61 % for CER and from 25.92 % to 21.16 % for WER). That is, incorporating
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information from both English and Turkish natural handwriting plus synthetic data
is a promising approach.

To further reduce the error rates, we trained the model on a combined dataset
consisting of train splits of IAM and Turkish datasets. We obtained similar error
rates to the previous experiment, emphasizing the former claim of including IAM
and Turkish datasets in the training of models. Additionally, we directly evaluated
the model that was pretrained on the synthetic dataset, which is the last entry of
Table 4.10. This one also reflects the importance of Turkish data usage at train
time, which is consistent with the previous experiments.

4.6.2 Test Time Augmentation

We applied our test time augmentation methods to the IAM dataset and showed the
effectiveness of our second approach, as described in Section 4.5. We perform our
second test time augmentation technique on the Turkish dataset to further assess
the method by evaluating it with another dataset.

Language Model We trained a 4-gram language model for the Turkish language to
be utilized with the test time augmentation method. We followed the same language
model configuration of our English based language model. That is, we used Kneser-
Ney smoothing [42] to diminish the effect of out of vocabulary words and applied
the same preprocessing steps considering the Turkish language. We combined the
Bilkent-Corpus and the SuDer corpus to train the language model using the KenLM
tool.

We employed the best-scoring model on the Turkish dataset, which was pretrained
with synthetic data, fine tuned on the IAM dataset, and then fine tuned on the
Turkish data as well. Table 4.11 shows that our test time augmentation approach
revealed lowered error rates compared to the baseline model. The amount of error
reduction, 0.3% CER and around 2% WER (from 4.28% to 4.03% for character
errors and from 20.29% to 18.60% for word errors), is similar to the case of the IAM
dataset, which was depicted in Table 4.7.

Table 4.11 Error rates obtained with our second test time augmentation method
when applied on the Turkish dataset using the best model.

Test Time Augmentation CER WER
Baseline (No TTA) 4.28 20.29
Scoring Transcriptions
Combined Scoring 4.03 18.60
Oracle 2.82 14.72
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Moreover, Oracle approach obtained better error rates indicating possible improve-
ment with the test time augmentation method. These results support our claim of
using test time augmentation and empirically show the effectiveness of the method
on two different datasets with two different languages.

4.6.3 Lexicon Effect

We empirically showed that incorporating Turkish data into training reduced the
errors remarkably, as illustrated in Table 4.10. However, lexicon also plays an im-
portant role for the Turkish based handwriting recognition as explained in Section
3.5.2. Therefore, we experiment with different lexicons to measure the importance
of the lexicon for the Turkish language.

We constructed our base lexicon from the SuDer corpus as described in Section
3.5.2. The corpus contains 2.7 million unique words and 11% of the words in the
test split of the Turkish dataset are not present in the SuDer corpus. Since the
out-of-vocabulary rate is relatively low, we obtained modest error rates as revealed
in Table 4.12.

In order to evaluate the effect of the lexicon, we tried the Bilkent-Corpus as the
lexicon, which contains far less unique words compared to the SuDer corpus. Bilkent-
Corpus consists of almost 290k unique words while out of vocabulary rate is equal
to 22%. Table 4.12 illustrates the significant change of the error rates between the
use of SuDer and Bilkent-Corpus lexicons.

Table 4.12 Illustration of the lexicon effect on Turkish dataset. Bilkent and Wikipeda
corpora are described in Section 3.5.

Lexicon # Words OOV. Rate CER WER
Bilkent-Corpus 289.936 0.22 5.75 25.36
Base Lexicon (SuDer) 2.770.813 0.11 4.28 20.29
SuDer + Wikipedia Test 2.771.140 0 3.39 16.30

We employed the text from the test split of our Wikipedia corpus to build the lexicon
with zero out of vocabulary rate, demonstrating the maximum possible gain with a
proper corpus. We obtain the best error rates once the lexicon contains all the words
in the test set, which is depicted in the last row of Table 4.12. As these results sug-
gest, the lower the out-of-vocabulary rate is better the performance achieved, even
for this type of lexicon-based Turkish handwriting recognition. However, advanced
approaches including lexicon-free or sublexical unit-based decoding as proposed in
[60] could reduce the error rates further, which we left for future works.
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4.7 Error Analysis

Up to this point, we measured the errors in terms of CER and WER metrics and
computed their mean over the test partitions of the IAM and the Turkish datasets.
Once we examined the erroneous cases we found out that assessing the performance
by only looking at average CER/WER scores could be lacking. Hence, we provide
analysis in terms of cumulative errors, presented in Figures 4.1 and 4.3, explore
hard samples along with possible ways to overcome these challenging handwriting
samples, and share mislabelled example lines from the IAM dataset.

Our intention is to make a detailed analysis using our best-performing models on
both IAM and Turkish datasets. We preferred going with the outputs of the best
models without the test time augmentation method for the error analysis. However,
it is possible to explore the errors using the test time augmentation outputs which
would reveal similar results.

Table 4.13 Mean and standard deviation of number of characters and words in lines
of the test splits.

Dataset #Lines #Characters per Line #Words per Line
Mean Std. Mean Std.

IAM Test 2915 35.20 8.72 8.90 2.69
Turkish Test 698 45.54 10.56 6.88 1.78

Errors on IAM Dataset

We computed character and word error rates in a cumulative form and observed
the following points. In 42% of all the lines, all the characters were predicted
correctly as illustrated in Figure 4.1. A more striking observation is that the model
incorrectly predicted at most two characters in 72.25% of all the images in the IAM
test set, which has an average of 35.2 characters per line image with an 8.72 standard
deviation as indicated in Table 4.1 (a). The figure further tells that in 91.22% of all
the samples the model made at most five character mistakes.

Moreover, it is seen in Figure 4.1 (b), the model produced at most two incorrect
words in almost 84.49% of all the samples in the test split which holds a mean of 8.90
words per line with standard deviation of 2.69. These results suggest that inspecting
cumulative errors along with the average metrics would reveal better insights.

Handwriting images could be messy that even some might struggle reading what is
written on an image, as illustrated in Figure 4.2. The figure shows examples from
IAM test dataset that our model predicted at least five characters incorrectly i.e.
CER > 5, corresponding to 7% of all the lines. Figure 4.2 demonstrates that reading
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(a) (b)

Figure 4.1 Cumulative character and word error rates obtained with the baseline
model on the IAM dataset. (a) Illustrates cumulative character errors. Example:
All the characters are predicted correctly in 42% of all the lines, which corresponds
to 1226 line images; one or at most two characters are predicted incorrectly in 560
line images, which corresponds to 17% of all the lines (b) Displays cumulative word
error rates following the same manner.

these handwriting text is not as easy for people too. That is, state of the art deep
learning models with advanced techniques would probably miss theses cases as well.
Thus, it is better to measure this type of cumulative character and word errors in
addition to the averaged errors.

Furthermore, the IAM dataset contains partially or totally wrong ground truth labels
which, in fact, affects the both training and testing phases. Therefore, we found
and corrected the erroneous cases on the IAM test split in order to evaluate better.
Example erroneous lines along with their issues are presented in the Appendix A.
We will share the new, fixed metadata of the test split on the link 1.

1https://github.com/firatkizilirmakk/handwriting-recognition
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waving , unkissed , from the window . And Dai , on the pavement , knowing in his 
morsing , hired , from the window . rd dean , on the panime"t . knowing in his

True:
Prediction:

CER: 18.0 WER: 6.0

became great sighs of ecstacy
become a.cat sials a ecras

True:
Prediction:

CER: 14.0 WER: 6.0

True:
Prediction:

carrying it into effect , and a subordinate
crying ie into offeree , anda puler!inte

True:
Prediction:

CER: 13.0 WER: 6.0

got hotter as the day wore on and we rested
got hater as the day we on and he rastled 

CER: 7.0 WER: 4.0

True:
Prediction:

with Sir John ? " she enquired cuttingly .
wits Sir Son ? " She enquired cutling ly .

CER: 6.0 WER: 5.0

Figure 4.2 Hard samples from the IAM dataset test partition, illustrating lines for
which our model predict more than five characters incorrectly (i.e. CER > 5).

Errors on Turkish Dataset

We performed the same error analysis for the Turkish dataset as well. Cumulative
error rates in Figure 4.3 reflect that the model was able to predict almost 33% of
all the test samples in the Turkish dataset without an error. Moreover, the model
produced at most two incorrect characters in 68.19% of all the lines. On the other
hand, 80% of all the predictions contain one or two word errors as showed in Figure
4.3 (b).

Since we obtained modest performance on the Turkish dataset, as shown in Table
4.10, the cumulative errors reveal similar outputs too. In addition to the cumulative
analysis, we inspected samples that the model attained high error rates. We observed
that the most of the handwriting is clear and readable for the cases with at least five
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(a) (b)

Figure 4.3 Cumulative character (a) and word (b) error rates obtained with the
baseline model on the Turkish dataset.

incorrectly predicted characters. More specifically, people whose mother tongue is
Turkish can read most of these handwriting images where the model struggle with.
Figure 4.4 displays example lines that we consider as hard samples since the model
obtained at least five character errors i.e CER > 5.

There are a couple of reasons for these results. First and the most important reasons
is the lack of sufficient amount of Turkish handwriting data, which could be used
to train models. As we demonstrated through the previous experiments on the
Turkish dataset, more the Turkish handwriting is available lower the errors obtained.
Therefore, increasing amount of data could reduce error rates considerably.

Furthermore, another important reason of these relatively high errors is the lexicon
we used to decode words from. For agglutinative languages like Turkish, using a
lexicon to select words from is not the best way of decoding model outputs. There-
fore, lexicon-based approaches for the Turkish handwriting recognition are likely
to produce partly or totally incorrect words. The last example line in Figure 4.4
contains a word "ulaşmadan", for which our model produced the word "ulaşmada",
which is wrong. Even though these words hold almost the same meaning, they are
different and thereby the word error gets increased by one. Additionally, the lines
consisting of text from our Wikipedia corpus might contain terminological words,
phrases or custom names, as displayed in Figure 4.4, which makes the lexicon-based
decoding even harder.
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bilir). Bu olguların çoğu Erythroblastosis fetalis düzeyine ulaşmadan ve kernicterus 
birl. Bu olgular çoğu Erythrai5tasis feta!is düzeyine ulaşmada ve keni5ters 

True:
Prediction:

CER: 16.0 WER: 5.0

verilmişti. Kevork K. Keshishian, "Provveditore" sözcüğünün
verilmişti. Kevork K. Keshi5hin, proveke5e" sözcüğünün

True:
Prediction:

CER: 10.0 WER: 2.0

Çin dilinin Korece, Japonca, vietnamca Latin
çin dilinin korece, sapanca vietnamca katin

True:
Prediction:

CER: 6.0 WER: 4.0

Gubaz'ın annesi Valeriana, Bizanslıydı. I. Tsate'nin 
Gubaş'ın annesi Valerian, Bizans'ıydı. I. Tsatsarov 

True:
Prediction:

CER: 8.0 WER: 4.0

Figure 4.4 Samples where our deep learning network makes more than five character
errors (i.e. CER > 5).

4.8 Comparison with the State of the Art

In this section, we explore the state of the art methods regarding architecture,
data and other techniques they incorporated into. Our proposed methods obtain
lower scores compared to the current state-of-the-art studies as displayed in Table
4.14. There are three main reasons of this drawback: (1) Advanced deep learning
architectures with great image processing and sequence learning capabilities, (2)
Internal or synthetic data, (3) External language model and a lexicon.

However, direct comparison of the methods where the models trained on different
datasets would not yield the most accurate comparison. Yet, our model is able to
compete with the similar approaches such as the one proposed by Xiao et. al. [59].
Here the underlying difference could be due to the quality or amount of the synthetic
data as well as using LOB [1] corpus for the word beam search lexicon.

Others exploited the attention based approaches to make use of their advantages
on sequence learning. In addition to deep learning architectures, they generated
millions of synthetic handwriting images and/or crafted real handwriting images
through the web, which is another factor of their success. As summarized in Table
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4.14, Li et. al. [35] pretrained a Transformer model on their synthetic dataset,
finetuned over the IAM and achieved superior results without applying any post
processing method e.g. a language model or a lexicon. Diaz et. al. [13] obtained the
state of the art performance where they preferred a simpler model with considerably
less amount of parameters, trained on datasets they collected and supported the
outputs with a 9-gram language model.

These works suggest that the crucial part of a successful handwriting recognition
system is to utilize large number of high quality data, both synthetic and real.
Once the data requirement is satisfied, it is better to employ the state of the art
deep learning models such as Transformer, Vision Transformer or other models with
attention mechanism. Next, the final output could be decided with the help of an
n-gram language model to further increase the success.
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5 CONCLUSION & FUTURE WORK

Summary

In this thesis, we have studied the offline handwriting recognition problem using deep
learning networks with data-oriented approaches. We made an extensive analysis
using a CNN + BiLSTM + CTC network architecture on the line-level IAM dataset.
We experimented with the components of the network to decide the baseline model
and showed the impact of each component on the recognition performance.

Following the literature, we applied train time data augmentation and pretrained the
network in order to diminish the effect of data sparseness. On the augmentation side,
we found that the shear transformation is more effective than the other conversions.
However, the effectiveness of data augmentation is pushed further when all the
defined conversions are included. In addition, we generated more than 2 million
synthetic handwriting line images to pretrain the network and thereby alleviate
the data scarcity. We showed that pretraining the model with around 2 million
synthetic images and then fine-tuning with the real images of the IAM dataset
revealed a better recognition performance; errors were reduced by 0.5%. However,
incorporating more synthetic data into the training, as done in [13, 35], could reduce
the error rates further.

The test time augmentation method has not been explored in detail in this domain.
This is especially due to the increased running time and computational complexity
of the overall handwriting recognition system. However, the idea is simple and
could be effective if it is used properly. Therefore, we proposed two different test
time augmentation approaches and demonstrated their success in the recognition
performance along with their pros cons. Though both of these methods reduce the
error rates, our second approach, named as scoring the transcriptions, outperforms
the first one with less complexity and running time. While our second method
decreased word errors by 2.5%, it is possible to drop the errors further with a better
scoring function as we pointed to the Oracle property.

Previous works in this domain have mostly focused on the English language-based
approaches. Therefore, we intended to make the first steps of line-based offline
handwriting recognition for the Turkish language. To this end, we created a line-
level Turkish handwriting dataset, which will be the first, public dataset to the best
of our knowledge. Moreover, we performed experiments on this dataset with our
method including the deep learning network and data-related techniques to provide
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comparable, baseline results for future studies.

The amount of Turkish handwriting data is not sufficient to obtain great results
with deep neural networks. Therefore, we followed such approaches as transfer
learning and joint training to leverage Turkish handwriting recognition by utiliz-
ing the knowledge from the English language. We uncovered that transferring the
learned knowledge from the IAM to the Turkish dataset reduced the error rates
remarkably compared to models trained only on the IAM or on the Turkish dataset.
Further, we experimented with different lexicons and applied our test time augmen-
tation method to this dataset. Our method obtained lower error rates as in the IAM
dataset, showing the effectiveness of the approach on two different language-based
datasets.

After all these works, we provided a comprehensive error analysis on both datasets.
We illustrated through the cumulative error rates that the model recognized 42% of
the IAM test split without an error and made 1 or 2 character errors in 30% of the
rest. In other words, our model made a maximum of 2 character errors in 72.45%
of the set in which the average number of characters per line is 35, which was a
striking observation. However, for the Turkish dataset the errors are caused mainly
due to lack of sufficient amount of train data and the lexicon being used.

At last, we made comparisons of our method with the state-of-the-art approaches
on the IAM dataset. We justified the reason of being passed by these methods
as following: (1) our deep learning network is relatively simple compared to the
advanced Transformer architectures. (2) we incorporated far less synthetic and
natural handwriting images.

Future Directions

We left applying the current state-of-the-art approaches such as Transformer and Vi-
sion Transformer networks in combination with a large number of real and synthetic
handwriting images for future work. Moreover, methods involving self-supervised
and unsupervised techniques as in speech recognition field [3, 12, 28] in conjunc-
tion with multilingual handwriting recognition seem promising and remain to be
explored. Finally, sharing the collected data with researchers will lead to a more
accurate comparison of methods in the field and a better solution to the problem.
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APPENDIX A
Incorrectly Labelled IAM Test Samples

Figure A.1 below illustrates samples from IAM test split with erroneous labels. The
corrected labels of the IAM test split will be shared in 1.

Label: Sentence Database P02-109

Issue: Completely wrong except the last a few letters

Issue:

Label: was . I 'm Ian Bawley . Does that mean anything

Labelled as I'm instead of I'am

Issue:

Label: Stepping out in their white shorts , they looked glad enough

'glad' is not present

Label: interest to the Mos , doubtless because their habitat is

Issue: Crossed-out word before 'interest'

Label: 12 o'clock at night . At that time pastries and buns

Issue: Crossed-out 'hours'. another word under the line

Label: know how you newspaper people value that commodity !-

Issue: 'know' is not present

Issue:

Label: -----------------------------------------------------

Completely wrong.

Figure A.1 Samples from IAM dataset test partition with wrong labels. Label de-
notes the ground-truth text written on the image and Issue indicates the error of
the label e.g. a word in a label is not present in the corresponding image.

1https://github.com/firatkizilirmakk/handwriting-recognition
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