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The Laser Powder Bed Fusion process as an additive manufacturing method is used for 

layer-by-layer production of metal components. In recent years, the process has attracted 

great attention from industries such as aerospace and automotive because of its ability to 

produce parts with complex geometries from materials with low machinability. However, 

residual stresses that build up during the process due to high thermal gradients negatively 

affect the overall quality and mechanical performance of the end product. Hence, further 

investigation is needed on the relationship between process parameters and residual 

stresses.  

 

In this study, a thermomechanical finite element model was developed for the estimation 

of thermal history and residual stresses by simulating the LPBF process. A commercial 

finite element software was used in combination with user-defined subroutines. A 

methodology was implemented to the thermomechanical model to express surface heat 

losses as a volumetric heat loss using Gauss’ theorem. This method eliminated the need 

to repeatedly define free surfaces after deposition of each layer. 

 

The model predicted the melt pool dimensions with a less than %10 error according to 

the experimental data. A parametric study was carried out to observe the impact of process 

parameters and scan pattern on melt pool size, maximum temperature and residual 

stresses. From the theory of inherent strain, a stress-based variant was developed to 

estimate stresses directly from a thermal solution. The developed method predicted the 

stresses with a maximum of %15 deviation in comparison to the thermomechanical 

solution and also computational time was decreased by six times.  

ABSTRACT 
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ÖZET 

LAZER TOZ YATAKLI KAYNAŞTIRMA SÜRECİNİN SONLU ELEMAN 

YÖNTEMİ İLE TERMOMEKANİK MODELLENMESİ VE ÖZ GERİNİM 

YÖNTEMİ İLE KARŞILAŞTIRILMASI 

CAN BAYRAKTAR 

ÜRETİM MÜHENDİSLİĞİ YÜKSEK LİSANS TEZİ, HAZİRAN 2021 

Tez Danışmanı:  Dr. Öğr. Üyesi Eralp Demir 

Anahtar Kelimeler: proses modelleme, , sonlu eleman yöntemi, lazer toz yataklı 

kaynaştırma süreci, kalıntı gerilimler, öz gerinim yöntemi, eklemeli üretim 

Lazer toz yataklı kaynaştırma süreci bir eklemeli üretim yöntemi olup metal parçaların 

katmanlar şeklinde imalatında kullanılır. Süreç, karmaşık geometrilere ve işlenebilirliği 

düşük malzemelere sahip parçaların imal edebilmesi sayesinde özellikle son yıllarda 

havacılık ve otomotiv endüstrileri tarafından dikkat çekmiştir. Ancak, süreç esnasında 

yüksek sıcaklık farklarından dolaylı oluşan kalıntı gerilimler, üretilen parçaların kalitesini 

ve mekanik performasını olumsuz yönde etkilemektedir. Dolayısıyla kalıntı gerilimlerin 

süreç parametreleri ile ilişkisinin daha fazla araştırılmasına ihtiyaç duyulmaktadır. 

 

Bu çalışmada, lazer toz yataklı kaynaştırma süreci simüle edilerek termal geçmiş ve 

kalıntı gerilmelerin tahmini için bir termomekanik sonlu eleman modeli geliştirilmiştir. 

Bunun için kullanıcı tanımlı alt rutinler ile birlikte bir ticari sonlu eleman yazılımı 

kullanılmıştır. Gauss teoremi kullanılarak geliştirilen bir yöntem, yüzey ısı kayıplarının 

hacimsel ısı kaybı olarak hesaplanbilmesi sağlanmıştır. Bu yöntem ile açık yüzeylerin her 

katmanda yeniden tanımlanması gereksimi ortadan kaldırılmıştır.  

 

Termomekanik model, eriyik havuzu boyutlarını deneysel sonuçlara göre %10'dan az 

hata ile hesaplamıştır. Parametrik bir çalışma ile süreç parametrelerinin eriyik havuz 

boyutlarına, sıcaklıklara, ve kalıntı gerilimlere etkisi incelenmiştir. Öz gerinim teorisinin 

gerilim bazlı olarak yeniden formüle edilmesiyle geliştirilen yöntem, kalıntı gerilimlerin 

sadece termal çözümü kullanarak hesaplanabilmesini sağlamıştır. Bu yöntem kalıntı 

gerilimleri termomekanik analiz sonuçlarına kıyasyla en fazla %15 sapma ile tahmin 

etmiştir. Ayrıca hesaplama süresi altı kat azaltılmıştır. 
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The definition of additive manufacturing (AM) is given as the “joining of materials layer 

upon layer to make parts from 3-dimensional model data” by the standard  ISO/ASTM 

52900:2015 [1]. Attention and demand for AM technologies have been significantly 

increased within the last few decades especially in the fields of biomedical, aerospace, 

and automotive due to their advantages. One of the greatest benefits of additive 

manufacturing is the design freedom that it provides with extending the constraints of 

conventional manufacturing techniques [2]. Innovative complex designs, including 

algorithm-based design, increase the functionality of the component by allowing to 

produce customizable products. Moreover, with the design optimization techniques such 

as topology optimization, significant weight reduction is possible with AM [3]. 

Additional to that, a very important feature of AM is the elimination of costly and time-

consuming process planning stages in the development stage such as tool and mold 

preparation. This gives the flexibility to produce parts with various geometries and sizes 

for different applications with a single machine and tool. Therefore,  gathering the 

prototype directly from the computer-aided design (CAD) file makes the iterative design 

procedure much faster and less costly [4]. Another important benefit is drastic material 

waste reduction considering both economic and environmental concerns. Since during 

manufacturing most of the aerospace components with milling process, up to around 75% 

percent to 95% of material is getting machined [5]. Certainly, AM also has some 

downsides, such as long manufacturing times, post-process requirements, support 

structures, optimization of process parameters, residual stress. Latter were the main 

subjects of this study, hence further discussion is made in the upcoming sections. The 

major advantages and challenges of AM are summarized in Table 1-1 [5], [6].  

 

 

1 INTRODUCTION 
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Table 1-1: Advantages and disadvantages of AM [5], [6]. 

Advantages Challenges 

• Design flexibility • High production time 

• Material waste reduction • Cost of the production 

• Elimination of tooling • Post-process requirements 

• Rapid prototype development • Process parameter optimization 

• Customizable products • Size limitations 

• Lightweight design • Support requirement 

 

Stereolithography (SL) was the first commercially available additive manufacturing 

technology that was introduced back in the late-1980s by 3D Systems. In SL technology 

or classified as Vat Photopolymerization process, photopolymers are cured with the 

applied radiation coming from ultraviolet or visibly light. SL remained the only modern 

commercial AM technology until 1991 when other AM technologies such as Fused 

Deposition Modeling (FDM) and Laminated Object Manufacturing (LOM) were 

introduced to commercial use that are classified as extrusion-based and sheet lamination 

processes respectively. These had been followed by the first Powder Bed Fusion 

technology; Selective Laser Sintering (SLS) in 1992, where powder form of the materials 

is used with a laser heat source. This technology was mainly to manufacture plastic 

products, but it was advanced to process different materials such as metals and ceramics 

in the following years. In early 2000, direct metal deposition technology also known as 

the Directed Energy Deposition (DED) process was released. In DED, the powder 

material is melted and deposited simultaneously while exiting from the nozzle. Relatively 

large parts can be manufactured and also repairing the parts is possible. Hybrid DED 

machines are available that combines machining with additive manufacturing. The 

categorization of AM processes according to Gibson et al. is shown in Figure 1-1 [7], [8].  
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As mentioned earlier, Powder Bed Fusion uses powder forms of materials in a bed and 

with a heat source selectively sinter or melt them to depose the desired geometrical pattern 

within a layer. After a layer is deposited, another layer of powder is put on the bed, and 

this operation is continued until the entire piece has been deposited. The process 

distinguishes depending on the material that is processed, whether polymer or metal. In 

metal deposition without any binding, generally, the material is fully melted via electron 

or laser beam. Nickel-based, titanium, or steel alloys are mostly used metal powders. The 

enclosed atmosphere in Laser Powder Bed Fusion (LPBF) is filled with argon or nitrogen 

gas, wherein the Electron Beam Powder Bed Fusion (EPBF), is almost vacuum. For pre-

heating of the powder, EPBF uses the defocused electron-beam, whereas in LPBF 

baseplate underneath the powder bed is pre-heated by resistive heating [7], [9]. 

AM 
Processes

Material 
Jetting

Binder 
Jetting

Directed 
Energy 

Deposition

Sheet 
Lamination

Material 
Exturison 

Powder 
Bed 

Fusion

Vat 
Photopoly
merization

1.1 Powder Bed Fusion process for metals 

Figure 1-1 Classification of AM processes. 
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The AM technologies such as Direct Metal Laser Sintering (DMLS), Selective Laser 

Melting (SLM), or LaserCusing are commercial names for the pretty much same process 

where powder form of metal alloys is melted via a laser heat source and deposition is 

completed by solidification of the material. In this study, the term Laser Powder Bed 

Fusion (LPBF) is used to refer to this process. Currently, LPBF is one of the most popular 

AM methods for producing metal parts due to its benefits [9]. By contrast to C02 lasers 

that are used in the SLS process, Yb-fiber lasers are often preferred because of the 

absorptivity concern for metal powder. The process is highly automated, the only manual 

operations required are placing baseplate and adjusting recoating blade before the process 

and removing the part from the baseplate after the process. Powder layers are spread by 

an automated recoating blade with a prescribed thickness, that is mostly around 20-100 

µm to increase the resolution while the baseplate is lowered with the same amount. The 

build chamber is filled with argon gas. Oxygen level and pressure are kept under control 

during the process to prevent oxidation. Parts with high mechanical properties such as 

yield strength, ultimate tensile strength with relative densities up to %99.9 can be 

achievable [10], [11].  Laser beam power, scan speed, hatch spacing, layer thickness, and 

scan strategy are major common parameters for the process. Certainly, depending on the 

commercial technology, each may have other specific parameters.   

 

Besides the advantages, there are several challenges that the LPBF process has, such as 

the requirement of a support structure, long part construction time due to pre and post-

processes, the occurrence of high residual stresses (RS), and geometrical distortions. As 

a result of high thermal gradients and rapid cooling rates during the process, anisotropic 

residual stresses are formed that negatively affect the mechanical performance of the 

deposited component. This is the main focus of this study, hence further discussion is 

made in the following sections. Additionally, the same mechanism of forming RS results 

in unwanted geometrical distortions. The magnitude and isotropy of RS are dependent on 

the process parameters that are mentioned above. Considering that the LPBF process is 

quite recent compared to conventional manufacturing methods, relationship between 

process parameters and RS still requires research and understanding. 

1.2 Laser Powder Bed Fusion (LPBF) process  
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The definition of residual stresses is stresses that are left within material without the 

existence of any external load even though part is in equilibrium. The cause of these 

stresses is usually plastic deformation that occurs in a non-homogeneous way. During 

most of the manufacturing processes, residual stresses are formed [12]. Development of 

tensile RS on the surface would affect the fatigue behavior of the material negatively by 

contributing to crack propagation which causes failure. By contrast, compressive RS may 

prevent crack forming and increase fatigue performance. However, in welding and LPBF 

processes, residual stresses are tried to be minimized. During the LPBF process, high 

intensity localized heat source causes generation of high thermal gradients within the 

material, additionally considerably low conductivity of powder prevents uniform 

dissipation of the heat through conduction. The finished workpiece contains high RS due 

to rapid heating and cooling with thermal expansion and contraction cycles. During 

heating, the melt pool expands compresses the material underneath. Then, while the melt 

pool cools down, it shrinks but due to the surrounded material acts as a mechanical 

constraint, high tensile stresses occur. The residual stresses are often classified as Type Ⅰ, 

Ⅱ, and Ⅲ.  Type Ⅱ and Type Ⅲ  residual stresses are in microstructural and atomic scale, 

generally resultant due to phase differences and microstructural dislocations. Hence, for 

the LPBF process, generally significant one is Type Ⅰ residual stresses that influence the 

strength and fatigue life of the material directly [13], [14].  

 

The residual stresses and geometrical distortions are major downsides of the LPBF 

process. Pre-heating the baseplate or post-process applications such as heat treatment are 

possible to reduce RS within the finished part, which consequently increases production 

time and cost. Moreover, support structures are often used to prevent warping and 

distortion to some extent. Support structure requirement increases the complexity of the 

process, and also needs time consuming post-processes. Additionally, in extreme RS 

forming, failure may occur even during the process with crack openings on the surface. 

Hence, reduction and distribution of RS in the LPBF process are crucial to increase the 

mechanical performance of the product and decrease the post-process requirements at the 

same time.   

1.3 Residual stresses in LPBF process 
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As a relatively recent technology, powder-based additive manufacturing method, LPBF, 

is still open to further research on understanding influence of baseplate and part material, 

part geometry, process parameters on the performance and quality of the finished 

workpiece. As mentioned before, process parameters including scanning strategy may 

play an important role in the mechanical performance and properties of the end product 

by affecting RS and distortion generation. The experimental trial-error methods are 

possible for analyzing RS development during the process, however, they are costly and 

time consuming. As a result, computational modeling of the LPBF process can be used 

in the prediction of residual stresses that are left in the final product by simulating the 

process. Also, models would be useful in understanding the process mechanism and 

optimization of the process parameters accordingly. Computational models can be used 

to simulate thermal behavior during the process such as temperature history, melt pool 

geometry, and even fluid dynamics within the melt pool [15]. Moreover, microstructure, 

detailed phase change mechanism, RS, and distortion development can be modeled as 

well. However, complex interactions between melt-pool and surroundings, temperature-

dependent properties, and wide range of temperature variation, localized relatively small 

laser beam diameter, phase change mechanism are computationally costly considerations 

and making modeling process a challenging task.  

 

In this section, different modeling approaches with varying domain sizes and also efforts 

on the heat source and material modeling are discussed. Moreover, investigations on the 

influence of material properties, part geometry, process parameters, and scan strategies 

on the RS development are discussed with a literature review. Moreover, welding 

simulations are introduced briefly, since they are the origin of LPBF modeling due to 

similarities such as intense heat source, rapid heating and cooling cycles, and forming of 

thermally induced residual stresses. 

 

 

 

1.4 Numerical modeling of LPBF process 
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1.4.1 Background: Welding Simulations 

To understand the thermomechanical mechanism behind the welding processes and 

predict microstructural and mechanical properties, computational models were started to 

be developed in the early 1970s. In the actual process, there is a coupling between thermal 

and mechanical interaction since mechanical deformations would end up the generation 

of heat energy that consequently affects thermal solution. However, in most of the 

models, analyses were done in a decoupled fashion, where the thermal analysis was 

solved first and the output of it was used as an input for a mechanical analysis for each 

time-step. Yet, some detailed models were using coupled solving procedures, even though 

they were not common. One of the first heat source modeling efforts was done by 

Rosenthal, where an analytical moving point heat source on the surface was modelled to 

predict temperature distribution of heat-affected zone (HAZ). However, temperature 

prediction close to the point source was not accurate [16]. Then it was developed further 

as a 2-dimensional surface source by the same researcher. These were followed by point, 

surface, and 3-dimensional Gaussian heat source models.  

 

Finite element method is one of the most commonly used numerical methods for AM 

simulations, although there are studies that use finite difference or volume methods. 

Investigations over the melt pool geometry were made through transient flow models. 

Additional to that, studies that model flow dynamics within the keyhole are present. 

Prediction of thermal history is significant to decide on welding process parameters [17]. 

Moreover, mechanical 2-D or 3-D models are used in the estimation of residual stress and 

geometrical distortion [18]. 

 

Modeling efforts that were done for welding processes guided researchers while 

developing LPBF process simulations, since they have common features as high thermal 

gradients, phase change and solidification, RS, and distortion mechanism. However, the 

LPBF process has distinctions and requires further considerations such as low 

conductivity powder, various scan strategies, longer process time, and deposition 

mechanism that adds up the complexity and computational cost of the models. 
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1.4.2 Heat source modeling  

The heat source of the laser beam in the LPBF process is one of the fundamental 

considerations in a model. Temperature distribution, melt pool geometry, and even 

deposited region geometry will be influenced by the heat source. Usually, surface or 

volumetric heat sources were used by the researchers depending on the desired accuracy 

and scale of the model. The Gaussian distribution is one of the most common ways to 

represent the laser beam in the LPBF process. In  equation (1-1), 𝑃 is the laser power, 𝜂, 

absorptivity  𝑟0, the maximum beam diameter. In this formulation heat source is modeled 

as surface heat flux over the top surface without any depth penetration. To consider the 

laser penetration into the material, Gaussian distribution can have the form that is shown 

as equation (1-2) [19], with a semi-spherical volumetric representation, where 𝑥′, 𝑦′  and 

𝑧′ are the distances from the center of the laser beam in each axis. As it is done for 

equation (1-2), the Gaussian distribution model can be modified to various geometries 

such as semi-ellipsoidal and conical or cylindrical. Additional to these, there are models 

that top surface is again represented as Gaussian distribution but along the depth, it is a 

function of the z-axis which is called the absorptivity profile function. This function can 

be based on analytical or numerical formulations. 

 𝑞(𝑥, 𝑦) =
2η𝑃

𝜋𝑟0
2 exp (−2

𝑥′
2
+ 𝑦′

2

𝑟0
) (1-1) 

 

 

𝑞(𝑥, 𝑦, 𝑧) =
2
5
2𝜂𝑃

𝜋
3
2𝑟0

3
exp(−2

𝑥′
2
+ 𝑦′

2
+ 𝑧′

2

𝑟0
)  

 

(1-2) 

 

Additionally, since these models require fine mesh and time-step resolution, further 

modifications and assumptions were made to be used especially in macro-scale 

simulations. Irwin et al.[20] proposed two heat input models that were line and elongated-

ellipsoid methods, that allowed to use higher number of timesteps and decrease 

computational time. 
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1.4.3 Material modeling 

To accurately simulate the LPBF process temperature dependence of the material 

properties should be considered since during the process wide temperature variation 

occurs within the material. Moreover,  three different phases of the material are present 

as the powder, liquid, and solid, and their properties alter significantly. There are various 

formulations to relate the properties of powder with the bulk. One simple method is using 

only the porosity, 𝜑, as it is shown in equation (1-3), where 𝑘(𝑠)and 𝑘(𝑝) are 

conductivities of solid and powder phases respectively. The porosity value is often used 

to relate the other parameters such as density, specific heat, and emissivity. More accurate 

different correlations are also available using the porosity value as shown in equation 

(1-4) [21]. Additional to these, there are more detailed formulations that put into 

consideration of conductivity of surrounding argon gas, radiative heat transfer between 

powder particles, and also powder particle diameter. These formulations generally 

calculate powder conductivity as  %1-%10 of the bulk material. To account for 

Marangoni convection within the melt pool, considerations such as increased convection 

coefficient or artificial modifications can be done to the conduction coefficient. 

 

 𝑘(𝑝) = (1 − 𝜑)𝑘(𝑠) (1-3) 

 

 

 
𝑘(𝑝) =

(1 − 𝜑)

1 + 11𝜑2
𝑘(𝑠) (1-4) 

 

 Another challenge is to predict mechanical properties such as elastic modulus and yield 

strength at the liquid and powder phases, because of the experimental difficulties. Certain 

assumptions are often made by the researchers to overcome that. Zhao et al. [22] 

neglected elastic modulus and yield strength of the material in the powder phase. While 

Parry et al. [23] used a factor of 0.1 for elastic modulus, yield strength, and thermal 

expansion. On the other hand, Denlinger et al. [24] assumed a reduction in the elastic 

modulus of the bulk material by a factor  of 10-4. These assumptions may influence the 

stability of the solution, since with the soft material consideration, consequently, 

deformations would be large. 
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1.4.4 Scale of the models 

As highlighted before, modeling of the LPBF process consists of several challenges. Heat 

source models often require small time steps, temperature dependent material properties, 

high thermal gradients, powder phase consideration are some of the major ones. 

Consequently, it is often not possible to develop a complete part simulation which is 

involving detailed flow dynamics or microstructural properties due to the limited 

computational power. Hence, researchers often make certain assumptions based on their 

focus and either consider the domain micro, meso, or macro scales. Moreover, some 

multiscale models seek efficient approaches.  

 

Qiu et al. [25] developed a Computational Fluid Dynamics (CFD) model using the C++ 

open-source CFD toolbox to investigate the effect of layer thickness and scan speed on 

porosity and surface structures in the LPBF process. They took into consideration of 

interfacial forces such as surface tension, Marangoni’s flow, recoil pressure, drag, and 

buoyancy force in their model. Additional to these, the heat transfer occurs due to phase 

change, and evaporative heat losses were present in their model. As a requirement of a 

thermo-fluid model, conservation of momentum and energy, continuity, and volume-of-

fluid were solved. A similar investigation was done by Zheng et al. [26] on the simulating 

melt pool and porosity formation in the LPBF process with a height function-lattice 

Boltzmann method (HF-LBM) coupled model. The lattice-Boltzmann method was 

preferred due to its computational efficiency on the mushy state melting/solidification 

interface problems. They used a mesh size of 2 µm as the resolution to accurately analyze 

powder particles. According to the author, their model was computationally efficient over 

the other approaches as Flow3D and ALE3D while using a GPU-based parallel 

computation. 

Although detailed micro models give a good understanding of fluid dynamics in the melt 

pool, they are limited in terms of domain size because of the high computational work 

with the additional interfacial forces within the melt pool. Hence, to investigate the 

thermal and mechanical behavior of a region that is scanned with several hatches, and 

layers, a larger scale, and coarser resolution are needed. 

 

Meso-scale models suit better for investigation of regions that are deposited by several 

hatches and layers. Resolution of meso-scale models is often limited by around 20-10 µm 
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minimum mesh size. Hence, in general, fluid dynamics within the melt pool are not 

considered. The continuum approach takes place for weakly coupled thermomechanical 

analysis so that mechanical deformation does not affect the thermal solution. The aim of 

these simulations is often to predict the thermomechanical behavior of a smaller region 

so that inference can be made for the process.  

 

As it was mentioned before, due to moving heat source models that are commonly used 

in these models, a fine mesh should be applied to the heat-affected zone (HAZ). Non-

uniform meshing is often preferred by the researchers, to ease the computational work 

and obeying the fine mesh requirement around HAZ at the same time. Denlinger et al. 

[24] developed a meso-scale computational model to investigate residual stress and 

distortion during the LPBF process. In their finite element model, they had used Goldak’s 

double ellipsoid 3-D moving heat source to represent the laser heat source. To simulate 

deposition, powder elements were kept inactive until the deposition takes place in the 

particular layer. The phase change of powder to the solid properties was decided based 

on a criterion, where any of the quadrature points of an element should met with the heat 

source. Their finest mesh had dimensions of spot radius in longitudinal and transverse, 

and deposition thickness in the build direction. An adaptive dynamic meshing scheme 

was used with the software package Pan Computing® to decrease total element and node 

number, which allowed them to simulate 38 layers and a relatively large 91 mm3 

deposition volume.  Luo et al. [27] also used a similar dynamic adaptive meshing strategy 

on their finite element thermal model that uses an open source finite element library, Deal 

Ⅱ®, where mesh at the HAZ was refined during the simulation. The addition of a new 

powder layer was often simulated by activating the quiet elements within the mesh.  

 

Boundary conditions (BCs) in meso-scale models are common as, convection and 

radiation at the top surface, conduction through powder and baseplate. Prescribed 

temperature or insulated surfaces at the bottom or sides can be used as well. Initial 

conditions are generally consisting a whole domain to a prescribed temperature to model 

pre-heating of the baseplate. Evaporation is neglected in most of the meso-scale 

approaches. For the mechanical BCs, only the bottom or bottom and side surfaces of the 

baseplate are constraints in displacement degree of freedom in most of the models [28]. 

Thermo-metallurgical-mechanical meso-scale models also focus on phase transformation 

phenomena additional to mentioned physics above. Tan et al. [29] proposed a finite 
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element model that considers solid-state phase transformation (SSPT) of two-phase 

titanium alloy Ti6Al4V for the prediction of residual stresses in ANSYS®. According to 

temperature history and cooling rates, the material undergoes solid-state transformations 

that alter the volume. Hence, volume shrinkage of the powder bed occurs after deposition 

and it was modeled by the again element birth/death method for multi-layers that is 

discussed in the latter paragraph. Additional consideration of volume strain due to SSPT 

ended up reducing the magnitude of the tensile stresses while increasing compressive 

stresses.    

 

Rather than continuous moving heat source models, simplified heat inputs are also used. 

For the quick prediction of the temperature field Schwalbach et al. [30] developed a 

discrete source model to be used in PBF AM simulations with complex scan patterns. 

They had combined several stationary heat sources that were active at different time steps. 

Moreover, they assumed uniform thermal properties to avoid non-linearity for the 

analysis. The author state that for complex geometries and scan patterns, the discrete 

source model with these assumptions could ease the computational complexity. As 

discussed, each aspect of scaling in the modeling of LPBF has sort of assumptions and 

limitations. It is not possible to simulate part scale domains, with the considerations that 

are taken in micro and meso-scales due to computational work. Multi-scale modeling 

approaches aim to combine different scales to simulate macro-scale parts accurately.  Li 

et. al. [31] studied multi-scale modeling to predict residual stresses and distortions in part-

scale. They used a micro-scale model with a 3-D continuous moving heat source and 

gathered thermal field for a single track. It should be clarified that even though they called 

it “micro-scale” they did not account for any fluid dynamics within the melt pool. Next, 

they formulated an equivalent body force from the results of a micro-scale simulation. 

Lastly, this body force was applied to a cantilever beam that is on a macro-scale. 

According to their experimental results, they predicted distortion of the part with a 

maximum 28% error.   

 

The inherent strain method (ISM) was first developed to increase the computational 

efficiency of welding simulations by Ueda et al. [32]. The total strain excluding thermal 

and elastic parts are called inherent strains. The maximum temperature and constraints at 

each direction are used to calculate inherent strains and they are put into elastic finite 

element analysis to find residual stresses and distortions. The methodology of ISM is 



13 

 

explained in detail in Chapter 6. Their methodology was later used in multiscale LPBF 

simulations to fast the prediction of RS and distortions in several articles [33],[34]. 

Bugatti et al. [35] found inherent strain tensors from a meso-scale simulation. Then, they 

conducted a simplified thermomechanical macro-scale simulation and with modified 

thermal expansion coefficients that were equal to inherent strains to find stresses and 

deformations. Additionality, calibration with experimental results was carried out and 

used for the improvement of ISM by the researchers. A similar methodology was also 

used by Chen et al. [36]. They used a fine scale model with 5 µm mesh size with a line 

heat input to extract related plastic strains. Moreover, certain modifications were made to 

make ISM more suitable for multi-layer AM processes.  

As discussed before, one of the main aims of the modeling efforts is to understand and 

examine the influence of process parameters on the finished part. Porosity, surface 

quality, geometrical accuracy, and mechanical properties are some of the main concerns 

while selecting optimal parameters. Laser power and scan speed are the major parameters 

that directly affect the energy input. Energy input is proportional with laser power and 

inversely proportional with scan speed. Mukherjee et al. [37] stated that energy input had 

a direct correlation with thermal stain and volumetric shrinkage that would influence 

geometrical accuracy.  Panda et al. [38] concluded the same behavior and also stated that 

an increase in laser power increased residual stresses and altering scan speed had the 

reverse effect on RS. A similar conclusion was made by Pohl et al. [39] that high energy 

input resulted in higher deformations and residual stresses thus author suggested using 

low laser power, high scan speed, large hatch distance, and layer thickness. Anderson et 

al. [40] also recommended increasing layer thickness to reduce stresses. By contrast to 

these findings, Mukherjee et al. [41] concluded that thinner layers would minimize the 

RS.  

 

Isotropy of the mechanical properties, distortion rate, and distribution of stresses is also 

dependent on the scan strategy. In a single layer, Parry et al. [23] found that as the single 

scan vector length is increased stresses became larger. They also compared uniform and 

1.5 Effect of process parameters in LPBF 
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zigzag scan patterns and even though both of them resulted in similar RS in magnitude-

wise, the distribution of stresses varied depending on the scan pattern. During an 

investigation of the multi-layer effect, Robinson et al. [42] reported that the chequerboard 

scan strategy where a layer was divided into sub-regions and also alternation of scan 

direction didn’t reduce RS significantly.  

As summarized in the latter section, conclusions were made by several studies on the 

influence of process parameters in LPBF process. However, different findings are present 

in terms of the effect of process parameters on residual stresses, hence literature still 

demands further research. The aim of this work was to develop an accurate meso-scale 

thermomechanical finite element model to predict thermal history, melt pool geometry, 

and residual stresses during the LPBF process. A method was proposed to account for 

surface heat losses including evaporation that can be used in other AM simulations as 

well. The model was developed as a parametric study so that influence process parameters 

such as laser power, scan speed, hatch spacing, and layer thickness on thermal and 

mechanical behavior were investigated. According to the results, certain arguments were 

made on the optimization of parameters. Moreover, a stress-based implementation of the 

inherent strain method was done to reduce computational time while predicting stresses 

with reasonable accuracy.   

In Chapter 2, temperature and phase dependent material properties are given. Next, in 

Chapter 3, the methodology is explained for the development of the thermomechanical 

model.  In Chapter 4, an experimental study that was conducted to validate thermal 

simulation results is presented. In Chapter 5,the discussion is the parametric study that 

was done to determine the influence of process parameters and scan patterns on thermal 

and mechanical results.  In Chapter 6, the original inherent strain theory is discussed, and 

the developed stress based method is described.  

1.6 The objective of the study 

1.7 Thesis layout 
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In this study, Inconel® 718 (IN718 or alloy 718) powder was used as the processed 

material. The composition of it is shown in Table 2-1 [43]. It is a nickel-based superalloy 

mostly used in aerospace and defense industries because of its superior mechanical 

properties such as high yield strength. great creep and corrosion resistance. Due to its low 

machinability, it became popular to be used in AM methods. During the  LPBF process 

temperatures within the material vary from ambient temperature, around 300 K, up to 

evaporation temperature which is around 3000 K depending on the process parameters. 

Hence, the thermal and mechanical properties of the material must be considered as 

temperature dependent to accurately model the material. 

Table 2-1: Chemical composition of Inconel® 718 [43]. 

  % 

Ni 50.00-55.00 

Cr 17.00-21.00 

Fe Balance 

Nb 4.75-5.50 

Mo 2.80-3.30 

Ti 0.65-1.15 

Al 0.20-0.80 

Co 1.00 max. 

C 0.08 max. 

Mn 0.35 max. 

Si 0.35 max. 

P 0.015 max. 

B 0.006 max. 

Cu 0.30 max 

 

2 MATERIAL MODEL  
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In Table 2-2 [44], thermal properties including density, ρ, specific heat,  

𝐶𝑝 and conductivity, k are shown for varying temperature range, and solid and liquid 

phases. Specific heat and conductivity were kept constant after the material is fully melted 

(above 1609 K). Emissivity values are shown in Table 2-3. 

Table 2-2: Temperature dependent thermal properties of Inconel® 718 [44]. 

  T ρ 𝐶𝑝 k 

phase [K] [kg/m3] [J/K/kg] [W/m/K] 

solid 298 8190 435 8.9 

solid 373 8160 455 10.8 

solid 473 8118 479 12.9 

solid 573 8079 497 15.2 

solid 673 8040 515 17.4 

solid 773 8001 527 18.7 

solid 873 7962 558 20.8 

solid 973 7925 568 21.9 

solid 1073 7884 680 23.8 

solid 1173 7845 640 25.8 

solid 1273 7806 620 26.7 

solid 1373 7767 640 28.3 

solid 1443 7727 650 29.3 

liquid 1609 7400 720 29.6 

liquid 1673 7340 720 29.6 

liquid 1773 7250 720 29.6 

liquid 1873 7160 720 29.6 

 

Table 2-3: Temperature dependent emissivity of Inconel® 718 [45]. 

T [K] 543 558 757 873 882 1016 1067 1119 1281 1369 

𝜀(𝑠) [W/m2/K] 0.23 0.24 0.26 0.28 0.28 0.3 0.31 0.31 0.32 0.33 
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Figure 2-1: Linear fitting of temperature dependent density in different material phases. 

 

 

 

Figure 2-2: Linear fitting of temperature dependent conductivity in different material 

phases. 
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The conductivity of the liquid was enhanced by multiplying it with a factor of 2.5, to 

account for Marangoni convection, where the heat transfer rate is increased. For the 

implementation of the material properties into the developed computational model, 

material properties were linearly fitted as functions of temperatures as shown in Figure 

2-1 and Figure 2-2. Moreover, for each phase; solid, liquid, and mushy zone, 3 different 

linear fit equations were used as shown in equation (2-1) for calculation of density. The 

solid fraction of the material during heating or cooling is determined by the values that 

are given in Table 2-4. The corresponding values were also linearly fitted as the function 

of temperature. 

 

 
𝜌 = {

0.3961𝑇 + 8307,                                1440 < 𝑇
−1.9699𝑇 + 10570,          1440 ≤ 𝑇 ≤  1609
−0.9073𝑇 + 8859,                             1609 < 𝑇

 (2-1) 

 

Table 2-4: Solid fraction of the material according to temperature [44]. 

f(s) heating[K]  cooling[K] 

0 1619 1608 

0.1 1614 1605 

0.2 1609 1601 

0.3 1604 1597.5 

0.4 1599 1593 

0.5 1592 1588 

0.6 1584 1583 

0.7 1575 1573 

0.8 1563 1564 

0.9 1552 1550 

1 1523 - 

 

During the LPBF process, the powder is spread on a baseplate. The material of the plate 

is stainless steel 316 (SS316L). Most portion of the baseplate does not experience high 

temperature deviations as the deposited material does, hence constant material properties 

are used as shown in Table 2-5. 
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Table 2-5: Properties of stainless steel 316l [46]. 

ρ Cp ks α E Y ν 

[kg/m3] [J/K/kg] [W/m/K]  [K-5] [GPa] [MPa] - 

7700 481 14 1.17 198.5 282 0.3 

 

During the LPBF process, material experiences three phases that are solid, liquid, and 

powder. The solid and liquid properties were formulated as functions of temperature as 

explained in the latter section. The state of the material phase was determined by the 

temperature.  Modeling of the powder bed properties was very crucial since it affects the 

heat transfer mechanism in the thermal model and the stability of the mechanical model. 

The conductivity of the material reduces drastically in the powder phase because of the 

high porosity. This reduction prevents heat dissipation, and heat energy becomes 

localized, and consequently, temperature gradients become larger.  

 

 

ω = {
−1,             𝑝𝑜𝑤𝑑𝑒𝑟
0,               𝑠𝑜𝑙𝑖𝑑
1,             𝑙𝑖𝑞𝑢𝑖𝑑

 (2-2) 

 

Powder bed conductivity was calculated by the equation (2-3) below [47], in terms of 

porosity, 𝜑, a constant, 𝑓0, scaling factor, 𝑎, and conductivity of the surrounding argon 

gas, 𝑘(𝐴𝑟). 𝜁 is the ratio of conductivity of solid 𝑘(𝑠) over conductivity of Argon gas as 

shown in equation (2-3-3). Calibration constant, 𝑓0, scaling factor, 𝑎 calculated with using 

porosity. Porosity was used as 0.3 in this study, while conductivity of Argon gas was 

taken as 0.016 W/m/K [24]. 

 

 𝑘(𝑝)

𝑘(𝐴𝑟)
= (1 − 𝑎)

𝜑𝑓0 + 𝜁(1 − 𝜑𝑓𝑜)

1 − 𝜑(1 − 𝑓0) + 𝜅𝜑(1 − 𝑓0)

+ 𝑎
2𝜁2(1 − 𝜑) + (1 + 2𝜑)𝜁

(2 + 𝜑)𝜁 + 1 − 𝜑
 

(2-3) 

 

 

2.1 Powder properties 
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 𝑓0 = 0.8 + 0.1𝜑 (2-3-1) 

 

 

 log(𝑎)

= {

−4.898𝜑,                                       0 ≤ 𝜑 < 0.0827 

−0.405 − 3.154(𝜑 − 0.0827),       0.0827 ≤ 𝜑 < 0.298

−1.084 − 6.778(𝜑 − 0.298),        0.298 ≤ 𝜑 < 0.580  
                   

 

(2-3-2) 

 

 
𝜁 =

𝑘(𝑠)

𝑘(𝐴𝑟)
 (2-3-3) 

 

 

Density and specific heat of the powder phase were calculated by using porosity and its 

solid properties as shown below in equations (2-4) and (2-5) respectively. 

 

 ρ(p) = (1 − φ)ρ(𝑠) (2-4) 

   

 𝐶𝑝
(𝑝)
= (1 − φ)𝐶𝑝

(𝑠)
 (2-5) 

 

The equation (2-6) below shows the relation of emissivity of the powder phase with the 

solid phase, 𝜀(𝑠). The  porous area fraction, 𝐴(𝐻), and emissivity of the powder surface 

vacancies, 𝜀(𝐻) are calculated by using equations (2-6-1) and (2-6-2) respectively [21].  

 

 𝜀(𝑝) = 𝐴(𝐻)𝜀(𝐻) + (1 − 𝐴𝐻)𝜀(𝑠) (2-6) 

 

 

 
𝐴(𝐻) =

0.908𝜑

1.908𝜑 − 𝜑2 + 1
  (2-6-1) 
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𝜀(𝐻) =
𝜀(𝑠)[2 + 3.082 (

1 − 𝜑
𝜑 )

2

]

𝜀𝑠 [1 + 3.082 (
1 − 𝜑
𝜑 )

2

] + 1

 (2-6-2) 

 

Table 2-6 shows temperature dependent modulus of elasticity, E, yield strength, Y,  

poisons ratio, ν, and thermal expansion coefficient, α. The properties were linearly fitted as 

functions of temperature as it was done for thermal properties. For the temperatures above the 

melting point (1609 K) modulus of elasticity and yield strength were assumed as constant 

and equal to 1 GPa and 1 MPa respectively. Modulus of elasticity and yield stress of 

powder were calculated by reducing solid-phase properties by a factor of 10-3. Although 

for liquid and powder states these values may still be large, however, since within the 

process high deformations and stresses occur, the values were selected considering also 

the stability of the model.  

 

Table 2-6: Temperature dependent mechanical properties of Inconel® 718 [24], [43]. 

T E Y ν α 

[K] [Pa] [Pa] -  [1/K] 

294 2.08x1011 1.17x109 0.25 1.17x10-5 

366 2.05x1011 1.17x109 0.31 1.28x10-5 

477 2.02x1011 1.12x109 0.31 1.34x10-5 

589 1.94x1011 1.10x109 0.27 1.46x10-5 

700 1.86x1011 1.08x109 0.27 1.51x10-5 

811 1.79x1011 1.07x109 0.27 1.57x10-5 

922 1.72x1011 1.03x109 0.28 1.66x10-5 

1033 1.62x1011 7.58 x108 0.31 1.66x10-5 

1144 1.27x1011 - 0.33 1.42x10-5 

1227 7.80x1011 - 0.34 1.08x10-5 

1609 1.00 x109* 1.00x106* 0.34 7.48x10-5 
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 𝐸(𝑝) = 𝐸x10−3 (2-7) 

 

 𝑌(𝑝) = 𝑌x10−3 (2-8) 

 

In this chapter, considerations for material modeling efforts are presented. Temperature 

dependent thermal and mechanical properties were used for the deposition material 

(Inconel 718®). Moreover, for each phase (powder, liquid and, solid) additional 

considerations were made by using related equations from the literature. Temperature 

dependent properties were linearly fitted to be used in the developed finite element model. 

On the other hand, constant parameters were used to represent the base plate material 

since temperature variations were not dramatic as the deposited material. 

 

 

 

 

 

 

 

 

2.2 Summary 
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In this chapter, thermomechanical LPBF process model is explained. In the beginning, 

governing equations for thermal and mechanical models are presented. Then 

discretization of these for the application of finite element analysis is described. Next, 

procedures for mesh and scan path generation and the decision of the element size are 

explained in detail.  

 The strong form of the transient heat transfer derived from the energy balance equation 

is given in (3-1) below. In equation (3-1), 𝜌 is the mass density and 𝐶𝑝 is the specific heat 

of the material. q is the heat flux vector as a function of time, t, and position, x.  Heat 

input is given by �̇�, and �̇�𝑙𝑜𝑠𝑠 is the heat losses from the system that accounts for 

convection, radiation, and evaporation losses through the surface as shown by equation 

(3-4).  

 
𝜌𝐶𝑝

𝜕𝑇

𝜕𝑡
= −𝛁. 𝐪(𝐱, 𝑡) + �̇�(𝐱, 𝑡) − �̇�𝑙𝑜𝑠𝑠 (3-1) 

The heat flux vector was gathered from thermal gradients in three-dimensional space as 

shown in equation (3-2). 

 
𝐪(𝐱, 𝑡) = −𝐤𝛁𝑇 = −𝐤(

𝜕2𝑇

𝜕𝑥2
+
𝜕2𝑇

𝜕𝑦2
+
𝜕2𝑇

𝜕𝑧2
) (3-2) 

Isotropic conductivity was used in normal directions (x, y, z) as shown below. 

 
k=[

𝑘 0 0
0 𝑘 0
0 0 𝑘

] (3-3) 

 

3 THERMOMECHANICAL LASER POWDER BED FUSION PROCESS 

MODEL 

3.1  Thermal model 
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 �̇�𝑙𝑜𝑠𝑠(𝐱𝐬, 𝑡) = �̇�𝑐𝑜𝑛𝑣 + �̇�𝑟𝑎𝑑+�̇�𝑒𝑣𝑎𝑝 (3-4) 

   

The convective heat transfer loss from the surface was defined as equation (3-5) where h 

is the convective heat transfer coefficient and 𝑇0 is the ambient temperature. It is a 

function of time, 𝑡, and position on the surface 𝐱𝐬. 

 �̇�𝑐𝑜𝑛𝑣(𝐱𝐬, 𝑡) = ℎ(𝑇 − 𝑇0) (3-5) 

The radiative heat loss was gathered from equation (3-6). 𝜀 and 𝐾𝐵 stand for emissivity 

and Boltzmann constant respectively.  

 �̇�𝑟𝑎𝑑(𝐱𝐬, 𝑡) = 𝜀𝐾𝐵(𝑇
4 − 𝑇0

4) (3-6) 

Evaporative heat losses were computed from equation (3-7) shown below, where 𝑇𝑠 and 

𝑇𝑣 are surface and boiling temperatures respectively [48]. ∆𝐻𝑣
∗ and 𝑀 are effective 

enthalpy and molar mass of the metal vapor. 𝑅 is the universal gas constant. The constants 

that were used are given in Table 3-1. 

 
�̇�𝑒𝑣𝑎𝑝(𝐱𝐬, 𝑡) =

0.82∆𝐻𝑣
∗

√2𝜋𝑀𝑅𝑇𝑠
𝑃0exp (

∆𝐻𝑣
∗(𝑇𝑠 − 𝑇𝑣)

𝑅𝑇𝑠𝑇𝑣
) (3-7) 

 

Table 3-1: Constants for surface heat losses [49] 

h KB M R ΔHv
* Tv 

[W/m2K] [J/K] [g/mol] [J/mol/K] [J/g] [K] 

25 1.381x10-23 59.75 8.314 6.4x103 3188 

 

3.1.1 Volumetric Heat Source Model 

To model the laser beam heat source, the volumetric semi-ellipsoid heat source model 

that was proposed by Goldak was used as shown in equation (3-8) [50]. In this equation, 

P is the laser power, 𝜂 is the efficiency factor. 𝑥′, 𝑦′, and 𝑧′ are relative distances with 

respect to center of the laser beam.  𝑟𝑥 and 𝑟𝑦 are radii of the laser beam and  𝑟𝑧 is the 

penetration depth, that are given in Table 3-2. 
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�̇�(𝐱, 𝑡) =

6𝜂√3𝑃

𝜋√𝜋𝑟𝑥𝑟𝑦𝑟𝑧
exp (−

3𝑥′
2

𝑟𝑥2
)exp (−

3𝑦′
2

𝑟𝑦2
)exp (−

3𝑧′
2

𝑟𝑧2
) (3-8) 

 

Table 3-2: Laser beam constants. 

rx, ry rz η 

[µm] [µm] - 

50 150 0.3 

 

The lumped efficiency term, 𝜂, was selected as 0.3 for the solid material but a larger value 

that is 0.66 was used for the powder, to account for the increase in absorptivity. 

In the mechanical model, an elastic-perfectly plastic material model was used. Linear 

momentum balance is given by equation (3-9), where v is the velocity vector. Left-hand 

side (LHS) of the equation states that the linear momentum is conserved over time and it 

is equal to the F, which indicates the total force acting on a body [51]. 

 d

dt
[∭𝜌𝐯]dV =𝐅 (3-9) 

The total force consists of body force b, and traction t, as shown in equation (3-10). 

 
𝐅 =∭𝜌𝐛dV +∬𝐭dA (3-10) 

Traction is expressed as projections of stress tensor on an area normal, n, and it is put into 

equation (3-10). 

 𝐭 = 𝛔. 𝐧 (3-11) 

 

 
𝐅 =∭𝜌𝐛dV +∬𝛔. 𝐧dA (3-12) 

Area integral can be expressed as volume integral by using Gauss’s theorem. 

 

 
∬𝛔.𝐧dA =∭𝛁.𝛔dV (3-13) 

 

3.2 Mechanical model 
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The final form of the weak form of the linear momentum balance is shown in equation 

(3-14). 

 
∭𝜌𝐚dV =∭𝜌𝐛dV +∭𝛁.𝛔dV (3-14) 

 

The integrals can be eliminated since they are all volumetric. If there is no body force or 

acceleration, static equilibrium can be achieved as shown in equation (3-16). 

 

 𝜌𝐚 = 𝜌𝐛 + 𝛁. 𝛔 (3-15) 

 

 𝛁. 𝛔 = 0 (3-16) 

   

Total strain consists of plastic, elastic, and thermal parts as shown in equation (3-17). 

 

 𝝐 = 𝝐𝒑𝒍𝒂𝒔𝒕𝒊𝒄 + 𝝐𝒆𝒍𝒂𝒔𝒕𝒊𝒄 + 𝝐𝒕𝒉𝒆𝒓𝒎𝒂𝒍 (3-17) 

Thermal strain is described with thermal expansion coefficient multiplied by temperature 

difference from the initial, steady-state condition.  

 𝝐𝒕𝒉𝒆𝒓𝒎𝒂𝒍 = 𝛼∆𝑇 (3-18) 

Stress tensor is gathered by double contraction of elastic strains tensor with elasticity 

matrix,  𝐂. 

 𝛔 = 𝐂: 𝝐𝒆𝒍𝒂𝒔𝒕𝒊𝒄 (3-19) 

 

 

𝐂 =  
𝐸

(1 + 𝜈)(1 − 2𝜈)

[
 
 
 
 
 
1 − 𝜈 𝜈 𝜈 0 0 0
𝜈 1 − 𝜈 𝜈 0 0 0
𝜈 𝜈 1 − 𝜈 0 0 0
0 0 0 1 − 2𝜈 0 0
0 0 0 0 1 − 2𝜈 0
0 0 0 0 0 1 − 2𝜈]

 
 
 
 
 

 
(3-20) 

 

Deviatoric stress tensor, 𝝈′, is found by subtracting mean stress from the stress. 

 
𝝈′ = 𝝈 −

𝐈

𝟑
tr(𝛔) (3-21) 

   

The scalar measure of stress, that is Von-Mises stress is described with deviatoric stress 

in equation (3-22) to be used as the criteria of yielding. 
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 𝜎𝑉𝑀 = √
3

2
𝝈′: 𝝈′ (3-22) 

Plastic strain increment can be expressed as in equation (3-23), where 𝐧𝐩 is to determine 

direction of the flow and ∆𝑝 for the magnitude. 𝐧𝐩 can be computed with deviatoric stress 

and Von-Mises stress. 

 ∆𝝐𝒑𝒍𝒂𝒔𝒕𝒊𝒄 = 𝐧𝐩∆𝑝 (3-23) 

 

 
𝐧𝐩 =

3

2
(
𝝈′

𝜎𝑉𝑀
)  (3-24) 

 

The Von Mises function is given in equation (3-25). The yield function uses deviatoric 

stresses, hence hydrostatic stress does not affect yielding. As long as function 𝜓 was 

smaller than zero there will be no plastic deformation occur. Otherwise, the plastic strain 

rate was computed by solving iteratively at each time increment [51]. 

 

 
𝜓(𝝈, ∆𝑝) = 𝜎𝑉𝑀 − 𝑌(∆𝑝, 𝑇)= √

3

2
𝝈′: 𝝈′ − 𝑌(∆𝑝, 𝑇) (3-25) 

The finite element method (FEM) is a numerical method that allows approximating 

analytically unsolvable or difficult problems by discretizing the partial differential 

equations. Since it can give approximate solutions with reasonable accuracy, it is one of 

the most popular numerical methods. A domain is discretized with elements with finite 

and known geometries and elements are connected via nodes as shown in Figure 3-1.  

 

 

 

 

 

3.3 Finite element method 
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Figure 3-1: Example of discretization of a body 

 

 

Interpolation or shape functions are used for mapping the solution over the discretized 

domain to compute values at the nodes. The interpolation of temperature over an element 

is obtained by equation (3-26). 𝐍(𝐱) is the interpolation function of a finite element. 

Temperatures at the nodes, �̂�, can be computed.  

 

 𝑇(𝐱) = 𝐍(𝐱)�̂� (3-26) 

 

The transient energy balance can be expressed in the weak form to be discretized for FEM 

application as described in equation (3-27). 𝐂𝐏 is the heat capacitance matrix, K is the 

global conductivity matrix and Q is the heat load vector. 𝐓t is the temperature at the nodes 

for the former time increment and with a time increment of ∆𝑡, equation can be solved 

for temperature at the nodes for the next time increment �̂� [52]. 

 

 
[𝐊]�̂� + [𝐂𝐏] (

�̂� − 𝐓t̂
∆𝑡

) = {𝐐} (3-27) 

The heat capacitance matrix is computed using the interpolation functions as shown in 

the equation below. 

 
[𝐂𝐏] =∭𝐍T𝝆𝑪𝒑𝐍𝑑𝑉 (3-28) 

Similarly, the conductivity matrix is gathered using the gradient of interpolation 

functions, as shown in equation (3-29). 

1

2
 

 

 

 

 

  
1 

11
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[𝐊] =∭𝛁𝐍T𝐤𝛁𝐍𝑑𝑉 (3-29) 

The heat load vector consists of volumetric heat input and surface heat loss terms. n is 

the surface normal that heat loss occurs. 

 

 
{𝐐} =∭𝐍𝑻�̇�𝑑𝑉 −∬𝐍𝐬

T𝐪𝐥𝐨𝐬𝐬. 𝐧d𝑆  (3-30) 

For the mechanical model discretization of displacements, 𝐮(𝐱), are done as shown in the 

equation using interpolation functions. Hence, the nodal displacements, �̂�, can be mapped 

as follows: 

 𝐮(𝐱) = 𝐍(𝐱)�̂� (3-31) 

The displacements are related to the strains using the strain-displacement coupling, B, as 

shown in equation (3-32). B is the gradient of the interpolation functions. 

 𝝐 = 𝐁�̂� (3-32) 

Finally, equation (3-16), which is static mechanical equilibrium under no body forces, is 

discretized to be used in FEM application, as described in (3-33). 

 
∭𝐁T𝝈𝑑𝑉 = 0 (3-33) 

   

3.3.1 Gauss quadrature numerical integration 

The shown integrals are solved via numerical integration during finite element analysis. 

There are numerical methods such as the trapezoid rule and Simpson’s formula, but the 

most widely used technique in finite element analysis is the Gauss quadrature. 

 

To demonstrate an example, the volumetric integral of a function f, over a 2x2x2 cube is 

given in equation (3-34). The 3-dimensional space is given in directions of r, s, and t. 

 

 
𝐼 = ∫ ∫ ∫ 𝑓(𝑟, 𝑠, 𝑡)𝑑𝑟𝑑𝑠𝑑𝑡

1

−1

1

−1

1

−1

 (3-34) 
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In equation (3-35), the numerical integration procedure is shown. m, n, and p are the 

number of quadrature points in directions r, s, and t respectively. The w term is the weight 

of the functions depending on the Gauss point locations [53]. 

  

 

𝐼 ≈ ∑∑∑𝑤𝑖𝑤𝑗𝑤𝑘𝑓(𝑟𝑖, 𝑠𝑗 , 𝑡𝑘)

𝑝

𝑘=1

𝑛

𝑗=1

𝑚

𝑖=1

 (3-35) 

 

Table 3-3 shows the coordinates of Gauss quadrature points for an 8 node cubic element 

with an edge length of 2 units. The Gaussian points are located with a distance of 0.57735 

(1/√3) to the center in each direction. There are 8 Gauss quadrature points and the weight 

(w) value is 1 for the whole. 

 

Table 3-3: Coordinates of quadrature points for a 2x2x2 cube [53]. 

Points ri sj tk 

1 -0.57735 -0.57735 -0.57735 

2 -0.57735 -0.57735 -0.57735 

3 -0.57735 0.57735 -0.57735 

4 -0.57735 0.57735 0.57735 

5 0.57735 -0.57735 -0.57735 

6 0.57735 -0.57735 0.57735 

7 0.57735 0.57735 -0.57735 

8 0.57735 0.57735 0.57735 

 

 

 

Figure 3-2: A volume finite element with 8 Gauss points 

r

s
tnode

Gauss point
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Figure 3-2 describes a 3-dimensional element with 8 nodes and Gauss points. In terms of 

Gauss points and dimensions, a 2x2x2 cube is given as an example. In this study 

hexahedral (HEX8) elements were used, which is similar to the cube example that is given 

but edge length can have different values in every three directions.   

 

3.3.2 The solution of non-linear problems 

Since temperature dependent material properties were considered in the model as 

presented in Chapter 2, the problem became non-linear. Newton-Raphson method was 

being used during the solution procedure by the commercial finite element solver MSC 

MARC®. In this method, the solution is gathered with first assuming one and then 

improved over the iterations.  

 

In equation (3-36), 𝛋, is the internal force vector, that is a function of an unknown set of 

displacement vector u, and it should be equal to the 𝐑E which is the external load vector. 

 

 𝛋(𝐮) = 𝐑E (3-36) 

The global internal force vector is computed using the mechanical equilibrium that is 

presented in equation (3-37). 

 
𝛋(𝐮) =∑∭𝐁T𝝈dV

𝑒𝑙

 (3-37) 

As shown in equation (3-38), the solution is assumed in ith increment as 𝐮𝐢. Superscript 

‘i’ indicates the solution increment step. ∆𝐮𝐢 is the increment of the solution, and 𝜿𝑻
𝒊  is 

the tangent stiffness matrix that is shown in equation (3-39).  

 

 𝛋(𝐮i+1) ≈ 𝛋(𝐮𝐢) + 𝜿𝑻
𝒊 ∆𝐮𝐢 = 𝑹𝐸 (3-38) 

 

 

𝛋𝑡
𝑖 =

(

 
 
 
 
 

𝜕𝜅1(𝐮
𝑖)

𝜕𝑢1

𝜕𝜅1(𝐮
𝑖)

𝜕𝑢2
⋯

𝜕𝜅1(𝐮
𝑖)

𝜕𝑢𝑛
𝜕𝜅2(𝐮

𝑖)

𝜕𝑢1

𝜕𝜅2(𝐮
𝑖)

𝜕𝑢2
⋯

𝜕𝜅2(𝐮
𝑖)

𝜕𝑢𝑛
⋮ ⋮ ⋱ ⋮

𝜕𝜅𝑛(𝐮
𝑖)

𝜕𝑢1

𝜕𝜅𝑛(𝐮
𝑖)

𝜕𝑢2
⋯

𝜕𝜅𝑛(𝐮
𝑖)

𝜕𝑢𝑛 )

 
 
 
 
 

, ∆𝐮𝐢 = [

∆𝑢1
∆𝑢2
⋮

∆𝑢𝑛

] 
(3-39) 
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The simplified version of equation (3-38) is shown below. ∆𝐮𝐢 can be solved with the 

assumed solution. 

 

 𝜿𝑻
𝑖 ∆𝐮𝑖 = 𝑹𝐸 − 𝛋(𝐮

𝑖) (3-40) 

After calculating ∆𝐮𝐢, with an assumed solution, the next increment’s solution can be 

calculated as follows: 

 𝐮𝑖+1 = 𝐮𝑖 + ∆𝐮 (3-41) 

The residual force in the non-linear solution is computed as shown below [53]. 

 

 𝑹𝑖+1 = 𝑹𝐸 − 𝛋(𝐮
𝑖+1) (3-42) 

Based on the convergence criteria the calculated residual can be assumed as the solution. 

The convergence criteria that was used in this study was 0.1.  

 
convergence =

‖𝐑𝑖+1‖
2

1 + ‖𝐑𝐸‖2
 (3-43) 

Apart from the mechanical solution, convergence for the thermal solution was ensured by 

limiting the temperature update at each iteration to a tolerance value, which was set as 

100 K for the current study. 

 

 

Figure 3-3 Schematic for Newton-Raphson iteration [53]. 
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Figure 3-3 shows the discussed iteration methodology of the Newton-Raphson method 

schematically. At each iteration, tangent stiffness is formed again and the assumed 

solution for displacements is updated until the difference between residual and reaction 

forces is within the tolerance. 

Most of the commercial finite element software requires surface heat fluxes to be 

determined on the free surfaces. However, in AM models layer-by-layer manufacturing 

is often simulated by activating the upcoming layers on top of the deposited material. 

Hence, it is required to define free surfaces again and again for each layer. 

 

 

Figure 3-4: Two arbitrary surfaces and their normal (left), a finite element and surface 

flux from the top (right) [54].  

 

In Figure 3-4 a schematic is given to support the description of Gauss’s (or divergence) 

theorem and its application to the model in the present study. Suppose A is an arbitrary 

function over the surface S as shown in Figure 3-4 on the left-hand side. Then the equation 

(3-44) can be formulated, where 𝐴∗ and 𝐴∗∗ are the values of A on the top and bottom 

surfaces along the x-axis. The change of function A along x over the volume can be 

represented via surface values at two ends. 

 
∭

𝜕𝐴

𝜕𝑥
𝑑𝑉 = ∬(𝐴∗ − 𝐴∗∗)d𝑆 (3-44) 

 

 

 
  

   

dS  

dS 

V

S
 

 h

 

  

 

dy

dx

dz

3.4 Gauss’s theorem  
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The right-hand side of equation (3-44) can be written as  in equation (3-45) via the surface 

normal of top and bottom ends along the x-direction, 𝐧∗ and 𝐧∗∗. Note that minus sign is 

vanished since bottom surface normal, 𝐧∗∗, has the minus sign also. Then the expression 

can be simplified with 𝐧, that is unit normal of surface S along x. Finally, the whole term 

can be represented as the divergence of function A over the volume [54]. 

 

 
∬(𝐴∗. 𝐧∗ + 𝐴∗∗. 𝐧∗∗)dS = ∬𝐴.𝐧d𝑆 =∭∇.𝐴dV (3-45) 

Similarly, for the right-hand side of Figure 3-4, surface heat loss vector, 𝐪𝐥𝒐𝒔𝒔, can be 

written as the divergence of it over the volume as shown below:  

 

 
∬𝐪𝒍𝒐𝒔𝒔. 𝐧d𝑆 =∭∇.𝐪𝒍𝒐𝒔𝒔d𝑉 (3-46) 

 

Since it was assumed that only surface heat loss occurs along build direction (z-direction), 

divergence term was written as the magnitude of surface losses over the thickness of layer, 

∆ℎ. Hence, the surface heat losses were directly given as a negative volumetric heat input. 

This is a very practical methodology for most AM simulations. 

  

 
∇. 𝐪𝑙𝑜𝑠𝑠 =

𝜕𝑞𝑙𝑜𝑠𝑠
𝜕𝑥

+
𝜕𝑞𝑙𝑜𝑠𝑠
𝜕𝑦

+
𝜕𝑞𝑙𝑜𝑠𝑠
𝜕𝑧

,
𝜕𝑞𝑙𝑜𝑠𝑠
𝜕𝑥

+
𝜕𝑞𝑙𝑜𝑠𝑠
𝜕𝑦

= 0,   
𝜕𝑞𝑙𝑜𝑠𝑠
𝜕𝑧

=
𝑞𝑙𝑜𝑠𝑠
∆ℎ

 (3-47) 

The FE model was developed on the commercial finite element software MSC MARC® 

together with user-defined subroutines that were written in the FORTRAN® language. 

All constants and inputs that were necessary for the simulation were given in MATLAB® 

codes. The MATLAB® codes consisted of constants to calculate temperature dependent 

properties, and also inputs related to process parameters such as the number of layers, 

laser power, scan speed, hatch space, layer thickness, and beam radius. Moreover, finite 

element inputs such as dimensions of the hatched area and baseplate, and also the meshing 

scheme was defined in these files as inputs. Then, a procedure file was formed from these 

MATLAB® files which was read by the MSC MARC® to generate the model and store 

3.5 Simulation algorithm      
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the necessary input constants. There were several advantages of using these MATLAB® 

files at the beginning. Firstly, this allowed running a parametric study, since all the input 

parameters can be altered very easily and systematically. Additionally, generating the 

model manually rather than using a procedure file was very time consuming due to the 

complexity of the model generation procedure.  

 

 

Figure 3-5: Block diagram for the model generation and FE analysis. 

 

The relationship between MATLAB® input files, user-defined subroutines, and MSC 

MARC® is given in Figure 3-5. As explained, first, MATLAB® files form a procedure 

file to generate the mesh and model in the MSC MARC®. Then, while the simulation is 

running several user-defined FORTRAN® sub-routines are used. Calculations such as 

those to determine the temperature dependent material properties, the desired time step, 

and the phase determination of the material for each time step were performed using these 

subroutines. MSC MARC® uses all the calculated values to solve the thermomechanical 

finite element analysis with the numerical methods that  described previously and also 
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presented results by creating a result file based on the solution.  A description of the 

subroutines that are used is given below. 

 

• UBINC: This subroutine was used to initializing and updating all the state 

variables at the beginning of an increment. 

 

• UTIMESTEP: This subroutine was to adjust the time step for each increment. 

Although software automatically chooses the time step that was required based on 

the thermal and mechanical convergence criteria, the user still can suggest any 

time step. The algorithm for time intervals and steps that were used is discussed 

in the further section. 

 

• UACTIVE: Since manufacturing in the LPBF process is done layer-by-layer, 

active/deactive element method was used in this study. Mesh was generated for 

the whole part but layers were kept deactivate until the corresponding layer was 

being deposited. This is called layer-by-layer activation. 

 

• INTCRDS: The subroutine was used to gather coordinates of integration (or 

Gauss quadrature) points of every element. 

 

• USPCHT: This subroutine was used to compute specific heat as a function of 

temperature by using the constant and linear equations from the MATLAB® files. 

Also based on the state of the material (powder, liquid or solid) the necessary 

modification was done. 

 

• ANKOND: This subroutine was used to temperature dependent conductivity of 

the material. Moreover, powder conductivity was calculated separately by using 

equation (2-3). 

 

• FLUX: In this subroutine, the amount of total volumetric heat flux was calculated 

and given into integration points by using equation (3-8). The surface losses were 

also given as a negative volumetric heat source as given in equation (3-47). For 

each increment, the position of the moving heat source was updated. 
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• HYPELA2: The sub-routine was used to define the material behavior of the 

material for the mechanical solution. The decision for the yield and elastic-

perfectly plastic material definition was done in this routine and elastic and plastic 

strains were distinguished and stresses were found based on the temperature 

dependent mechanical properties. This subroutine also allowed to define different 

mechanical properties for each phase such as powder, liquid, or solid. 

The FE mesh and boundary conditions (BCs) were shown in Figure 3-6. Thermal BCs 

consist; moving heat source as the input and surface heat losses that were radiation 

convection and evaporation. All of them were given as volumetric input as discussed 

before. The ambient temperature was assumed to be 298 K. The bottom surface of the 

baseplate was fixed at the preheated temperature that was 323 K. This was to account for 

pre-heating of the baseplate and also to create a heat sink to represent the conductivity 

along the build direction. As the mechanical BC, the bottom surface of the baseplate was 

fixed in the displacement degree of freedom. 

 

 

Figure 3-6 Mesh and boundary conditions in isometric view. 

scanned region radiation convection
evaporation

baseplate
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3.6 Mesh scheme and boundary conditions 



38 

 

 

Figure 3-7 shows the FE model mesh from the top view. L0 and W0 were the scan vector 

length and hatched area width respectively. The hatched region was surrounded by a 

uniform fine mesh by a given offset value. The reason for this; since not just the 

deposition region but the whole heat-affected zone should have very fine mesh to avoid 

inaccurate results. The remaining part of the mesh was un-refined with a bias factor in all 

directions to decrease computational time. The hatched area was used as 1 mm2 square in 

the analyzes. The baseplate dimensions were given in terms of the multipliers of the 

deposition volume in each direction. In this study, the baseplate was used 1.5 times larger 

than the hatched area in the x-y plane (1.5x1.5 mm). In the build direction (z-axis), the 

baseplate was 15 times larger than the height of the total deposited part. For example, for 

a single layer with a 40 µm thickness, 600 µm thick baseplate was used. For a single layer 

model consist of 68544 nodes and 62205 elements. 

 

Figure 3-7: Top view of the FE model. 
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The dimensions of the elements in the uniform fine mesh region were decided based on 

a mesh sensitivity study. The study was done for a single track on a single layer. The 

convergence study was conducted based on longitudinal and Von-Mises stresses, and 

maximum and minimum temperatures. Stress values were the average values over the 

deposited region, that were taken after the material cooled down to the steady-state 

temperature. Refinement was done for element dimensions in longitudinal and transverse 

directions. A reference value of 50 µm, which is equal to the radius of the laser beam was 

used. The dimension in the build direction (z-axis) was kept as the layer thickness for the 

elements in the deposited region. 

 

 

 

 

As shown in Figure 3-8, the average Von-Mises was about the same during the refinement 

however, average longitudinal stress settled down to a steady value around %50 of 

refinement which was around 25 µm. The minimum temperature that occurred during 
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3.7 Mesh sensitivity study 

Figure 3-8: Mesh convergence study for average a. longitudinal stress, b. Von-Mises stress, and c. 

maximum and minimum temperatures. 
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deposition was critical for the mesh refinement since it dropped below the baseplate 

temperature (323 K) around the HAZ, as shown in Figure 3-9. This was physically 

impossible due to the conservation of energy law. The reason for that inaccurate result 

was the intense heat source that was creating high thermal gradients over the low 

conductive powder. Considering the computational time, the %60 refinement was applied 

for the uniform fine mesh, which was equal to 20 µm element size in x and y directions. 

Besides, for the consecutive tracks, the minimum temperature was increasing to a 

reasonable value since deposited solid material has a higher conductivity that allowed 

temperatures to dissipate more easily. 

 

Figure 3-9: Heat affected zone with a mesh refinement of %50.  

The simulation consisted of three different time intervals which were scan time, dwell 

time, and recoating time. Scan time was to account for the deposition of a single scan 

vector. Between consecutive tracks, there were dwell time intervals to account for 

repositioning of the laser focus for the following track. After a layer was deposited, there 

was a recoating time that was around 0.1 s to simulate the recoating blade to spread the 

new layer of powder. Although in the real LPBF process, the time it takes for that is much 

longer, 0.1 s was enough for temperatures to become a steady-state value. After the end 

of a recoating time, elements of the following layer are activated. 
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Figure 3-10: Time intervals and stepping scheme.  

 

Scan time was divided into time increments of ∆𝑡𝑠𝑐𝑎𝑛. The maximum ∆𝑡𝑠𝑐𝑎𝑛 could get 

was limited by the criterion that is shown in equation (3-48), to ensure that heat input 

does not skip and leave any undeposited region. 

 ∆𝑡𝑠𝑐𝑎𝑛 <
𝑟𝑥
𝑣

 (3-48) 

Additional to that, the minimum value of the ∆𝑡𝑠𝑐𝑎𝑛 was set by the equation (3-49), where 

e is the minimum element size in the scan direction. This was to avoid the thermal shock 

effect that results in non-physical temperatures. 

 
∆𝑡𝑠𝑐𝑎𝑛 >

𝑒2𝜌𝐶𝑝

𝑘
 (3-49) 

 

Time steps during intervals for the dwell and recoating times were adjusted accordingly 

length of the time. The recoating time was requiring much larger steps compared to 

others, hence it was adjusted accordingly in the subroutine UTIMESTEP, which is 

presented previously. 
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Scan path was generated with an algorithm based on the total simulation time, and size 

of the hatched area. The methodology was valid for scanning rectangular hatches. The 

block diagram for the algorithm is shown in Figure 3-11 below. The algorithm was 

repeated for each time increment. The input was the total simulation time, t, and laser 

source was at the initial position coordinates; x0, y0, and z0. Firstly, coordinate in the 

build direction (z-direction) was decided based on the total layer building time, 𝑡layer. If 

time was greater than 𝑡layer, coordinate of the laser was raised by the amount of the layer 

thickness, ∆ℎ, in the build direction. Next, the total time for scanning a single track 

(including dwell time) 𝑡scan track was used to compute coordinates of the laser beam in 

the x and y-axis at each time increment as described in the figure below. 

 

 

 

Figure 3-11: Scan path algorithm.  
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In this chapter, the methodology that was followed in the development of the FE model 

is described. Transient energy balance that comes from the conservation of energy was 

used as the governing equation for the thermal part of the model. For the mechanical 

model, the mechanical equilibrium condition must be satisfied. Since the problem was 

time-dependent and non-linear, the Newton-Raphson method was used through the 

commercial FEA software. MATLAB®, FORTRAN®, and MSC MARC® were used 

within an interaction. Subroutines that were written in FORTRAN® allowed 

implementations such as temperature dependent material properties, and user-defined 

elastic-perfectly plastic material model. Surface heat losses were represented as a 

volumetric input using Gauss’s theorem, which can be a practical method for other AM 

simulations as well. A mesh sensitivity study was carried on the decision of element size 

in the region with a fine mesh. Lastly, process simulation was divided into different time 

intervals each consisting different time-stepping scheme.  
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To validate the thermal solution of the developed FE model, an experimental study was 

conducted. The experiment was done using the EOS M 290 LPBF machine located at 

Sabancı University Integrated Manufacturing Research and Application Center (SUIMC) 

as shown in Figure 4-1. Single tracks with 40 mm in length were deposited on a single 

layer using different laser power values. Each track was separated by 3 mm to avoid any 

interactions between them. The study was done for laser power values; 160, 190, and 220 

W. On the other hand, scan speed was kept as default that was 960 mm/s.  

 

 

Figure 4-1: a. EOS M 290 LPBF system located in SU-IMC, b. samples after cross-

sectioned with AWJ process. 
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Figure 4-2: Melt pool images from the experimental study. Laser power values a. 160 

W, b.190 W, and c. 220 W. 

 

At first, stainless steel 316l baseplate was prepared and sterilized to avoid any oxidation 

during the process. The baseplate was preheated to 323 K by the machine and build 

chamber filled with argon gas until the required oxygen level was satisfied. The 

deposition material was Inconel 718® as it was used in the simulation. The layer thickness 

was 40 µm. Samples were prepared in Materialise Magics® as an STL file and transferred 

to the EOSPRINT® for adjusting the process parameters. Since laser beam diameter is 

approximately 100 µm, the width of the rectangular box models that were drawn in 

Materialise Magics® must be greater than the beam diameter. Otherwise, there wouldn’t 

be any deposition occur at all.  
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After the samples were deposited, they were cross-sectioned perpendicular to the scan 

directions. This operation was done by the abrasive water jet (AWJ) cutting process. 

Metallographic cold mounting was applied to the cross sectioned samples via mixture of 

epoxy resin and hardener. Next, samples were wet polished with SiC grinding papers and 

then polished with 1 µm Aluminum oxide (Al203) suspension. Lastly, polished surfaces 

were etched with a mixture of hydrogen chloride, acetic acid and nitric acid and melt pool 

images were taken via Nikon LV1000ND optical microscope as shown in Figure 4-2. For 

measurement of the melt pool depth, baseplate level was taken as the reference, as it was 

done in the study by Zhang et al. [19].  

 

 

 

Figure 4-3: Cross-sections of melt pool from simulation results. Laser power values a. 

160 W, b.190 W, and c. 220 W. 

 

In Figure 4-3 melt pool cross-sections from the thermal simulation are shown. To 

replicate the experimental condition, simulations were done for a single track on a single 

layer with 40 µm thickness. Track lengths were kept as 1 mm in the simulation since it 
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was a sufficient distance for melt pool dimensions to reach a steady-state value [55]. The 

melt pool was identified by the temperature contour as shown as grey color in the figure. 

A raster graphics editor was used to compute the dimensions of the melt pool from the 

images from both experimental and simulation results. Experimental data was measured 

10 times to gather the measurement uncertainty and %99 confidence level was used.   

Table 4-1: Comparison of melt pool dimensions, experimental vs simulation. 

laser 

power 

scan 

speed 

layer 

thickness 

width   depth   

exp. sim. err. exp. sim. err. 

[W] [mm/s]  [µm]  [µm] 

 

[µm] %  [µm] 

 

[µm] % 

160 960 40 116 ± 2 122 +5.2 68± 2 74 +8.8 

190 960 40 125 ± 4 128 +2.4 88± 4 81 -7.9 

220 960 40 138 ± 3 144 +4.3 95± 2 89 -6.3 

 

Table 4-1 shows the comparison of experimental and simulation data in terms of melt 

pool width and depth. The maximum error occurred in the prediction of melt pool depth 

while using the laser power as 160 W. It was overpredicted with an amount of %8.8 by 

the model when it was compared to the experimental results. Besides, for all parameters 

predicted melt pool dimensions were within the range of  %10 deviation from the 

experimental data. Considering there could be some small deviations on the laser beam 

radius and in the thickness of the layer as well, the resulting error was acceptable, and the 

thermal model was in good agreement with the experimental results on the prediction of 

melt pool dimensions. 
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In this chapter, analyzes that were made on a single layer deposition are presented. The 

influence of process parameters on the thermal behavior and residual stresses were 

investigated. Four process parameters that were laser power, scan speed, hatch spacing, 

and layer thickness were used for the analysis. Hatch spacing is the space between 

consecutive tracks. Moreover, unidirectional and zigzag scan patterns were compared. 

Parameters were selected as commonly used ones in the LPBF process with EOS M 290 

machine [56]. Parameters are summarized in Table 5-1 shown below. While altering any 

of the parameters, the remaining ones were kept constant to investigate the effect on each 

parameter individually.   

Table 5-1: Parameters that are investigated 

laser power scan speed hatch spacing 
layer 

thickness 
scan pattern 

P v Δd Δh  - 

[W] [mm/s]  [µm]  [µm]  - 

160 600 75 30 unidirectional 

190 1000 90 40 zigzag 

220 1200 100 50   

 

Figure 5-1 and Figure 5-2, show the distribution of temperature and material phase, 

respectively, when simulation time, t, was at 0.00899 s and 8th consecutive track was 

being scanned. Process parameters were laser power as 160 W, scan speed as 1000 mm/s, 

hatch spacing as 90 µm, and layer thickness as 40 µm. A unidirectional scan pattern was 

used along the x-axis. As it is shown, the temperature was concentrated over the deposited 

5 A PARAMETRIC STUDY USING THE THERMOMECHANICAL MODEL  

5.1 Thermal analysis 
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region, rather than dissipating through the powder. The reason for that was the 

conductivity difference between powder and solid phases of the material as highlighted 

before. Especially along the y-direction, high thermal gradients occur because of this 

reason. While undeposited powder was at around the initial temperature (323 K), the 

temperature at the center of the laser beam was exceeding 2000 K. 

  

Figure 5-1: Temperature distribution at t=0.00899 s.  

 

  

Figure 5-2: Phase distribution at t=0.00899 s. 
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The effect of process parameters on the dimensions of the melt pool was investigated as 

shown in Table 5-2. The dimensions were extracted as explained in Chapter 4 with a 

raster graphics editor. However, in contrast to the previous chapter, this time melt pool 

dimensions were extracted while laser scan was at the middle of the hatched region while 

multiple tracks were deposited already. This was to observe the effect of hatch spacing 

parameter as well. Altering the laser power expanded or contracted the melt pool in all 

directions at approximately the same rate. On the other hand, variation in scan speed 

changed the aspect ratio of the melt pool. When the scan speed was increased, total energy 

input decreased, and it caused to depth, width, and length of the melt pool to became 

smaller. However, at the same time since the laser was traveling faster in the scan 

direction (x-axis) and forced the length of the melt pool to increase as well. These two 

effects counteracted each other. The width to length and depth to length ratios of the melt 

pool geometry varied with the scan speed, whereas aspect ratios were almost the same 

while altering the laser power. Depth of the melt pool was slightly increased when hatch 

spacing was decreased because of the overlapping with the previously melted track. 

Increasing the layer thickness did not cause any significant changes in the melt pool 

dimensions.  

 

Table 5-2: Melt pool dimensions for varying process parameters. 

laser 

power 

scan 

speed 

hatch 

spacing 

layer 

thickness 
width depth length 

[W] [m/s]  [µm]  [µm]  [µm]  [µm]  [µm] 

160 1000 90 40 124 77 276 

190 1000 90 40 130 86 333 

220 1000 90 40 149 93 402 

160 600 90 40 160 95 284 

160 1200 90 40 121 68 272 

160 1000 75 40 122 81 274 

160 1000 100 40 127 78 281 

160 1000 90 30 121 72 265 

160 1000 90 50 123 76 283 
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Figure 5-3: The melt pool from the top view. 

 

The top view of the melt pool and temperatures within it are shown in Figure 5-3 above. 

The influence of laser power, scan speed, and layer thickness on the maximum 

temperature that was achieved during deposition are shown in Figure 5-4, Figure 5-5, and, 

Figure 5-6 respectively. There was a direct proportionality between maximum 

temperature, 𝑇𝑚𝑎𝑥, and the laser power as it is expected. Altering the power from 160 to 

220 W caused approximately 400 K increase in the maximum temperature. A similar 

variation in the maximum temperature was observed when the scan speed was doubled, 

from 0.6  to 1.2 m/s. Increasing the layer thickness decreased the maximum temperature 

slightly since the same energy input was applied to a larger volume. On the other hand, a 

significant change was not observed while the hatch spacing was changed. 
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Figure 5-4: Maximum achieved temperature during deposition against varying laser 

power. 

 

Figure 5-5: Maximum achieved temperature during deposition against varying scan 

speed. 
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Figure 5-6: Maximum achieved temperature during deposition against varying layer 

thickness. 

Residual stresses that were left within the material after the deposition was completed 

were analyzed for varying process parameters. Only normal components of stresses in the 

longitudinal (𝜎𝑥𝑥) and transverse (𝜎𝑦𝑦) directions were involved in the discussion since 

other components were relatively small in magnitude as shown in Figure 5-11. Moreover, 

Von-Mises stresses were also compared according to altering parameters. The mentioned 

stress components were extracted from the surface of the deposited area and they were 

the average values. Figure 5-7, Figure 5-8,  Figure 5-9, and Figure 5-10 show the impact 

of laser power, scan speed, hatch spacing, and layer thickness on the residual stresses 

respectively. Longitudinal stresses were the same and around the yield stress for almost 

all the process parameter combinations. The only exception was the layer thickness where 

both longitudinal and transverse stresses decreased when a thicker layer was used. The 

reason for this is; although similar thermal loads were applied for all layer thickness sizes, 

since their volumes differed among themselves, due to the nature of FEA, the stresses 

varied inversely with this volume change. Average transverse stresses increased with the 

laser power since thermal gradients became even greater with larger temperatures 
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occurring within the melt pool. Similarly, with a lower scan speed, the magnitude of 

transverse stresses got larger. Although alternation of the scan speed drastically 

influenced the total energy input and maximum temperatures as discussed before, its 

effect on transverse stresses was smaller compared to the effect of the laser power. Since 

the thermal gradient mechanism was also dependent on the melt pool geometry. As 

mentioned, the geometry of the melt pool was sensitive to the scan speed, the aspect ratio 

of the melt pool was directly affected by the parameter scan speed. The variation in the 

aspect ratio of the melt pool and HAZ, was influencing the thermal gradient mechanism 

independent of the energy input. According to the simulation results, no clear relationship 

was found between hatch spacing and stresses. However, it should be noted that 

metallurgical bonding and microstructure effects were excluded in this meso-scale model. 

Von-Mises (or equivalent) stresses followed a similar trend with the longitudinal and 

transverse stresses since they were the dominant components as also can be seen in Figure 

5-11. The reason for that was the constraints in longitudinal and transverse directions 

were strong due to surrounding deposited and material and prevent contraction and causes 

residual tensile stresses to build up. This mechanism is discussed in the next chapter in 

more detail. For all the parameter combinations, stresses parallel to scan direction were 

around 1.5 times larger than the ones in the perpendicular direction, as also concluded in 

other studies [42], [57].  

 

Figure 5-7: Longitudinal, transverse, and Von Mises stress against varying laser power. 
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Figure 5-8: Longitudinal, transverse, and Von Mises stress against varying scan speed. 

 

 

Figure 5-9: Longitudinal, transverse, and Von Mises stress against varying hatch 

spacing. 
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Figure 5-10: Longitudinal, transverse, and Von Mises stress against varying layer 

thickness. 

 

 

All the six stress components are shown in Figure 5-11 below. These were the stresses 

that were left after the deposition of the first layer and the material was cooled down to a 

steady-state temperature. The deposition was done with the parameters as follows; laser 

power as 160 W, scan speed as 1 m/s, hatch spacing as 90 𝜇m, and layer thickness as 40 

𝜇m. A unidirectional scan pattern was used. As mentioned, longitudinal and transverse 

components were much greater than the remaining stress components. The normal 

component of stress along build direction and shear stresses were very low in magnitude 

over the deposition region. The only places that they were getting relatively greater were 

boundaries of the solidified deposition region and powder. The powder phase of the 

material had a very low modulus of elasticity, so it could deform very easily and did not 

carry any stresses at the same time. However, boundaries of the deposited region where 

transitions occurred from stiff deposited Inconel 718® to soft powder phase, which created 

some kind of stress concentrations due to high deformation of powder elements. 

However, they did not have any impact on the hatched region, hence were not included 

in the discussion. 
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Figure 5-11: Stresses after the deposition of the first layer a. 𝜎𝑥𝑥[MPa] b. 𝜎𝑦𝑦[MPa]      

c. 𝜎𝑧𝑧[MPa], d. 𝜏𝑥𝑦[MPa]  e. 𝜏𝑦𝑧[MPa]  f. 𝜏𝑥𝑧[MPa]. 
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A comparison was made on the unidirectional and zigzag scan patterns based on the 

residual stresses as shown in Figure 5-12. Both scan patterns formed similar stresses in 

terms of magnitude. On the other hand, there were slight deviations in terms of the 

distribution of these stresses, especially at the near ends of scan tracks. The reason for 

that is the changing thermal gradient mechanism with the scan pattern. While scanning 

with a zigzag pattern, the following scan track begins nearby at where the latter track is 

ended. Therefore, thermal gradients become smaller due to the previously heated region, 

and stresses are slightly reduced. By contrast, the region that this following track ends, 

cools down until the laser source. As a result, this time thermal gradients get larger 

because of the relatively cooled down surroundings. This mechanism was repeated for 

every two scan tracks which resulted in altering high and low stress fields at near ends of 

the scan tracks. 

 

 

 

Figure 5-12: Stress results using different scan patterns. a. σxx from unidirectional, b. σxx 

from zigzag, c. σyy from unidirectional, and d. σyy from zigzag patterns. 
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A parametric study that was conducted on the developed thermomechanical finite element 

model is described in this Chapter. The analyzed parameters were laser power, scan 

speed, hatch spacing, and layer thickness. Moreover, a comparison was made between 

unidirectional and zigzag scan patterns. The parameters were compared with respect to 

the maximum temperature that was achieved during the process, melt pool dimensions, 

and residual stresses that were left after the deposition. All these four parameters are often 

used together to formulate the total energy input. However, according to results, laser 

power and scan speed were the primary parameters that influenced the maximum 

temperature that occurred during deposition. Laser power and scan speed also 

significantly shifted the dimensions of the melt pool. Not only the size, but the geometry 

of the melt pool also got affected with alternation of the scan speed. Normal components 

of stresses in longitudinal and transverse directions were dominant components over the 

other components of stress. According to the simulation results, the selection of layer 

thickness and laser power could significantly affect residual stresses. There were no 

significant differences between unidirectional and zigzag scan patterns in terms of the 

magnitude of stresses, but stress distribution varied slightly.   

 

 

 

 

 

 

 

 

 

 

 

 

 

5.3 Summary 
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Computation of stresses with a thermomechanical elastic-plastic analysis could be 

accurate but computationally costly. Moreover, due to the soft powder material phase, 

computations could get even more challenging. As a result, often new methods and 

applications are sought by researchers to predict these stresses without conducting a full 

simulation. In this chapter, at first, the original inherent-strain method for welding 

simulations is discussed. Then a practical stress-based modified approach is presented 

which was developed for the quick prediction of residual stresses using only thermal 

analysis. The results of the method were compared with the fully elastic-plastic 

thermomechanical solution. 

The inherent strain method (ISM) was developed to be used in the welding simulations 

as discussed in Chapter 1. In this sub-section, the methodology that was presented by Luo 

et al. is explained [58]. The incompatible strains that cause stresses in thermally induced 

processes such as welding and the LPBF are often called inherent strains. They are used 

to estimate deformations and residual stresses. In this method, inherent strains, 𝜖𝐼𝑆, are 

computed based on the maximum achieved temperature 𝑇𝑚𝑎𝑥 of a material point as shown 

in equation (6-1), where 𝛽 is the constraint at each direction, which is a value between 0 

to 1, depending on the stiffness. Constraints restrict the expansion and contraction of a 

material point during a thermal cycle. 𝑇1 and 𝑇2 are the temperature criteria that are 

dependent on the material properties and constraint as shown in equation (6-2).  

6 FAST PREDICTION OF RESIDUAL STRESSES USING STRESS BASED 

INHERENT STRAIN METHOD 

6.1 Inherent strain method 
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𝜖𝐼𝑆 =

{
 
 

 
 

0, 𝑇𝑚𝑎𝑥 ≤ 𝑇1

−𝛼𝑇𝑚𝑎𝑥 +
𝑌

𝐸𝛽
, 𝑇1 < 𝑇𝑚𝑎𝑥 ≤ 𝑇2

−
𝑌

𝐸𝛽
, 𝑇2 < 𝑇𝑚𝑎𝑥

 (6-1) 

 

 
𝑇1 =

𝑌

𝐸𝛼𝛽
+ 𝑇0 , 𝑇2 = 2𝑇1 (6-2) 

 

The theory behind equation (6-1) comes from the mechanism that is illustrated in Figure 

6-1 below, which shows a stress-strain diagram of a material point under the heating-

cooling cycle. During heating compressive elastic strains develop since surrounding 

constraints prevent thermal expansion of the material. The material does not experience 

any plastic deformations or residual stresses until point P1, where 𝑇𝑚𝑎𝑥 equals to 𝑇1. 

 

 

Figure 6-1: Stress-strain diagram of a material point under thermal cycle with 

constraints. 
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However, when 𝑇𝑚𝑎𝑥 exceeds 𝑇1, material yields and deforms plastically. Then, at the 

cooling stage material contracts but since surrounding constraints restrict shrinkage, 

tensile stresses build up and are left within the material as tensile residual stresses and 

compressive plastic strains. The magnitude of tensile residual stresses and compressive 

inherent strains increases with 𝑇𝑚𝑎𝑥, since thermal expansion and shrinkage rate becomes 

greater. However, at the instant when 𝑇𝑚𝑎𝑥 reaches to the criteria 𝑇2, material yields and 

deforms plastically also during the cooling stage. Hence residual stress and inherent strain 

become equal to the yield stress and strain respectively, independent of 𝑇𝑚𝑎𝑥.  

 

The theory is used to calculate inherent strains in the longitudinal direction, 𝜖𝐼𝑆𝑥𝑥, as 

shown in Equation (6-3). Longitudinal is referred to as welding or scan direction and 𝛽𝑥 

is the constraint in that direction. Similarly, to compute inherent strains in the transverse 

direction, 𝜖𝐼𝑆𝑦𝑦, equation (6-4) is used. In this equation, A is an unknown constant and C 

equals to 𝑇2. The latter comes from the continuity condition of the equation. The 

difference in the formulation to compute transverse inherent strains comes from the fact 

that constraint along the transverse direction is much looser than the one in the 

longitudinal direction (𝛽𝑥 ≫ 𝛽𝑦). Consequently, temperature criteria also differ for each 

direction, such as 𝑇1𝑦 is greater than 𝑇2𝑥. Hence, 𝑇𝑚𝑎𝑥 is assumed to be either less than 

𝑇1𝑦, or between 𝑇1𝑦 and 𝑇2𝑦 for transverse direction. As a result, inherent strains are 

always a function of 𝑇𝑚𝑎𝑥, as described in equation (6-4). Inherent strain in the build 

direction (z-direction) can be computed from incompressibility condition. In the original 

method, inherent strains are computed and extracted from an elastic-plastic 

thermomechanical simulation and then an elastic FE analysis is carried to predict residual 

stresses. 

 

 

 
𝜖𝐼𝑆𝑥𝑥 =

{
 
 

 
 

0, 𝑇𝑚𝑎𝑥 ≤ 𝑇1𝑥

−𝛼𝑇𝑚𝑎𝑥 +
𝑌

𝐸𝛽𝑥
, 𝑇1𝑥 < 𝑇𝑚𝑎𝑥 ≤ 𝑇2𝑥

−
𝑌

𝐸𝛽𝑥
, 𝑇2𝑥 < 𝑇𝑚𝑎𝑥

 (6-3) 

 

 
𝜖𝐼𝑆𝑦𝑦 = {

0, Tmax ≤ T2
−Aα(Tmax − C), T2 < Tmax

 (6-4) 
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In the present study, a different approach was taken for the application of the inherent 

strain method. This method uses the same theory that is explained in the previous sub-

section with Figure 6-1. Here, residual stresses were directly predicted using 𝑇𝑚𝑎𝑥 values 

of each integration point of a finite element. The normal components of residual stresses 

in longitudinal and transverse directions were computed from equations (6-5) and (6-6) 

respectively. As discussed, residual stresses become yield stress when 𝑇𝑚𝑎𝑥 exceeds 𝑇2𝑥. 

Since for the deposited material, 𝑇𝑚𝑎𝑥 is always larger than 𝑇2𝑥, residual stresses in the 

scan direction, 𝑆𝑥𝑥 , were assumed to be always yield stress on the hatched region. The 

normal stresses in the transverse direction, 𝑆𝑦𝑦, were function of 𝑇𝑚𝑎𝑥. They were in the 

region between P1 and P3 that are shown in Figure 6-1, where both residual stresses and 

inherent strains increased with 𝑇𝑚𝑎𝑥. The stresses in the build direction was relatively 

small due to loose constraints in that direction, which was shown in the previous chapter 

from the results of the thermomechanical simulation. 

 

 
S𝑥𝑥 = {

0, 𝑇𝑚𝑎𝑥 ≤ 𝑇1𝑥
𝑌, 𝑇2𝑥 < 𝑇𝑚𝑎𝑥

 (6-5) 

 

 
S𝑦𝑦 = {

0, 𝑇𝑚𝑎𝑥 ≤ 𝑇2𝑥
𝐴𝑠𝐸𝛼(𝑇𝑚𝑎𝑥 − 𝐶), 𝑇2𝑥 < 𝑇𝑚𝑎𝑥

 (6-6) 

 

𝐴𝑠, is another unknown that was found by calibration with elastic-plastic 

thermomechanical simulation. The calibration was done for three different laser power 

values which were 160, 190, and 220 W. For each analysis, the maximum normal stress 

in transverse direction plotted against 𝑇𝑚𝑎𝑥. At the end, 𝐴𝑠 was computed as a function 

𝑇𝑚𝑎𝑥. Then, the magnitudes of maximum residual stresses could be computed in the scan 

and transverse directions using 𝑇𝑚𝑎𝑥. However, for the distribution of them along the x-

y plane, additional consideration had to be done, since stresses were distributed over 

deposited area as could be seen from thermomechanical results in Chapter 5. The 

6.2 Stress based approach  
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distributions of residual stresses were extracted from the thermomechanical simulation 

result, which is shown in Figure 6-3. Longitudinal stresses were assumed to be varying 

only through scan direction and do not change along the transverse direction. On the other 

hand, the variation of transverse stresses in both longitudinal and transverse directions 

was considered. Variations of stresses were captured by plotting in terms of normalized 

stresses (𝜎𝑥𝑥
∗ , 𝜎𝑦𝑦

∗ ) over the normalized scan vector length (L∗), and normalized hatched 

area width (W∗), as shown in Figure 6-3. This allowed to gather the distribution of 

stresses along scan vector length and hatched area width. 

 

Figure 6-2 summarizes the procedure of the stress based inherent strain method that was 

used in this study. Firstly, magnitudes and distribution of residual stresses were extracted 

from the fully elastic-plastic thermomechanical simulation. Next, constant 𝐴𝑠 was 

calibrated using three different laser power values to relate 𝑇𝑚𝑎𝑥 with 𝑆𝑦𝑦. These 

processes were done only once. Then, for any process parameter combination, only 

thermal analysis was needed to be solved to gather 𝑇𝑚𝑎𝑥 so that magnitudes and 

distribution of residual stresses were obtained for a hatched area. 

  

 
𝜎𝑥𝑥
∗ =

𝜎𝑥𝑥
𝜎𝑥𝑥
𝑚𝑎𝑥 , 𝜎𝑦𝑦

∗ =
𝜎𝑦𝑦

𝜎𝑦𝑦
𝑚𝑎𝑥 , L∗ =

L

L0
,          W∗ =

W

W0
 (6-7) 

 

 

Figure 6-2: ISM application procedure. 
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Figure 6-3:  Variation of stresses; a. σxx in longitudinal direction, b. σyy in longitudinal 

direction, c. σyy in transverse direction. 
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Figure 6-4: Comparison of ISM and thermomechanical solutions in terms of stress 

distributions. a. σxx from ISM,  b. σxx from thermomechanical c. σyy from ISM, and d. σyy 

from thermomechanical solutions. 

 

Figure 6-4 above shows a comparison between results from ISM and elastic-plastic 

thermomechanical analysis. Comparison was done using laser power as 160 W, scan 

spacing as 1 m/s, hatch spacing as 90 µm, and layer thickness as 40 µm. The stresses were 

residuals that were left after the material cooled down to steady-state temperature. 

Distributions and magnitudes of both longitudinal and transverse stresses that were from 

ISM results showed consistency with the thermomechanical solution.  

 

To investigate the accuracy of the ISM on the prediction of stresses a study was done with 

ten different process parameter combinations as shown in Table 6-1. Error plots are 

shown in Figure 6-5. The average values of normal stresses in longitudinal and transverse 

directions were extracted from the surface of the hatched area. As explained before, the 
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longitudinal stresses were assumed to be the same for every parameter in the ISM theory. 

It can be seen that this assumption was reasonable based on the results of the 

thermomechanical solution. Moreover, it was found that transverse stresses had a 

correlation with the 𝑇𝑚𝑎𝑥, as formulated in the ISM. As a result, ISM predicted the 

residual stresses with a less than %10 error with respect to the thermomechanical solution, 

except for the variation of the parameter layer thickness. As mentioned in Chapter 4 

before, variation in layer thickness directly alters the volume of the elements that were 

being deposited. ISM method uses only 𝑇𝑚𝑎𝑥 to predict stresses and there was no 

significant change in 𝑇𝑚𝑎𝑥 by alternation of the deposition volume, but stresses were 

highly influenced. Hence, the difference in the prediction of stresses between ISM and 

thermomechanical solution increased while the layer thickness was altered. On the other 

hand, by the ISM method computational time is decreased by six times compared to 

elastic-plastic thermomechanical simulation.  

 

Table 6-1: Comparison of average stress results from ISM and thermomechanical 

solution for varying process parameters. 

P v Δd Δh ISM  
Thermo

mech.  
err.[%] ISM  

Thermo

mech.  
err.[%] 

[W] [m/s] [µm] [µm] σxx MPa    σyy MPa    

160 1 90 40 1100 1066 +3.2 654 661 -1.1 

190 1 90 40 1100 1082 +1.7 704 703 +0.1 

220 1 90 40 1100 1085 +1.4 733 736 -0.4 

160 0.6 90 40 1100 1082 +1.7 717 669 +7.2 

160 1.2 90 40 1100 1060 +3.8 632 658 -4.0 

160 1 75 40 1100 1082 +1.7 671 660 +1.7 

160 1 100 40 1100 1080 +1.9 635 689 -7.8 

160 1 90 30 1100 1174 -6.3 651 763 -14.7 

160 1 90 50 1100 972 +13.2 665 578 +15.1 

260 1.5 90 40 1100 1103 -0.3 718 788 -8.9 
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Figure 6-5: Error plots. a. laser power b. scan speed c. hatch spacing d. layer thickness  

In this chapter, the theory of the original inherent strain method is discussed. Then, a 

modified stress-based version of the inherent strain method is described. This method 

used the same theory with the inherent strain method, however not inherent strains but 

residual stresses were directly predicted using the maximum temperatures that were 

achieved during the process. Thermomechanical results were used for calibration 

purposes and to extract distributions of stresses. Finally, a comparison was made between 

ISM and thermomechanical solution results. The study was done for ten different process 

parameter combinations. The maximum difference between the predicted stresses was 

%15.1 and it occurred while altering the layer thickness. For the other parameter 

combinations where layer thickness was constant and 40 µm, the maximum error was less 

than %10. By ISM computational effort was decreased by six times and also any 

numerical error that may occur in the elastic-plastic mechanical model was avoided since 

ISM only solves for thermal analysis to get the maximum temperatures. However, the 

method has some limitations. First of all, calibration may need to be done for each layer 

 2 
 1 
 1 
  
 
 
1 
1 
2 

1  1  22 

 
 e
rr
o
r

Laser power    

long. stress

transv. stress

 2 
 1 
 1 
  
 
 
1 
1 
2 

 . 1 1.2

 
 e
rr
o
r

Scan speed  m/s 

long. stress

transv. stress

 2 
 1 
 1 
  
 
 
1 
1 
2 

    1  

 
 e
rr
o
r

Hatch spacing   m 

long. stress

transv. stress

 2 
 1 
 1 
  
 
 
1 
1 
2 

      

 
 e
rr
o
r

Layer thickness   m 

long. stress

transv. stress

a. b.

c. d.

6.3 Summary 



69 

 

thickness value separately, because stress variation while altering the layer thickness was 

independent of 𝑇𝑚𝑎𝑥 but was directly related to the volume change. Secondly, the method 

could give reasonable results for a broad range of process parameters that are applicable 

for the process as shown in Table 6-1. On the other hand, deviation from 

thermomechanical solution would increase if exceptional process parameters are used. 

For instance, if the scan speed is increased to a very high value while keeping the other 

parameters constant, transverse stresses that are predicted from ISM would decrease 

drastically as a function of  𝑇𝑚𝑎𝑥. However, according to thermomechanical analysis, the 

influence of scan speed on transverse stresses is small and stresses would not decrease 

significantly. Yet, as long as the process parameters are chosen within the regular range 

as selected in this study, the ISM can be used to predict stresses with reasonable accuracy 

with respect to the thermomechanical solution. 
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The Laser Powder Bed Fusion process is promising for industries where metal 

components with complex and customized designs are demanded. However, since it is 

relatively a recent manufacturing method when it is compared to conventional 

manufacturing techniques, optimization of process parameters demands further 

investigation. Efficient computational modeling of the process is critical to observe the 

relationship between process parameters and residual stresses that occur during the 

process. 

 

In this thesis, the LPBF process was simulated with a computational finite element model. 

Material properties were used as a function of temperature and state to increase the 

accuracy of the model. Certain treatments were made to account for varying properties 

depending on the material phase (powder, liquid, and solid) as explained in Chapter 2. 

The size of the domain was selected for a meso-scale modeling approach with a moving 

volumetric heat source. The size of the elements in the mesh was decided based on a mesh 

sensitivity analysis. It was found that it is crucial to have a fine mesh around the heat-

affected zone, otherwise, non-physical temperatures can be achieved around HAZ. The 

element size was selected also considering the computational time. Subroutines were 

written in FORTRAN® language to compute temperature and state dependent material 

properties during the analysis. Moreover, these user-defined routines were used to 

determine element activation, time step, heat source coordinates, and material model.  

 

Accounting for surface heat losses is an issue in additive manufacturing simulations since 

most of the commercial finite element software requires a free surface in the model to 

define surface fluxes. However, with the layer by layer manufacturing, free surfaces 

always vary during the process. To resolve this difficulty a methodology was developed 

to represent surface heat fluxes as a volumetric input by using Gauss's (also known as 

divergence) theorem. 

7 CONCLUSIONS AND COMMENTS FOR FUTURE WORK 
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A parametric study was performed on a single layer deposition in which laser power, 

scanning speed, hatch spacing, and layer thickness parameters were examined. The results 

were compared in terms of melt pool sizes, maximum temperatures and residual stresses. 

According to the results, the dimensions of the melt pool were influenced most by the 

variation of laser power and scan speed. Melt pool dimensions almost uniformly changed 

in all directions with the laser power. On the other hand, while scan speed was altered, 

the aspect ratio of the melt pool was affected as well. Longitudinal residual stresses were 

found to be around the yield stress level for every studied process parameter combination. 

However, transverse stresses were increased when scan speed was decreased, or laser 

power was increased. Variation of layer thickness significantly influenced the stresses in 

both directions. Additionality, zigzag and uniform scan patterns were compared in terms 

of residual stress development. Although magnitudes were similar, there were deviations 

in terms of distributions of stresses between these scan strategies. 

 

Based on the original inherent strain theory, a modified stress-based version was 

developed to predict stresses with solving only thermal analysis. Calibration was done 

using results from the thermomechanical solution. Results from fully thermomechanical 

solution and ISM were compared along ten different process parameter combinations. 

ISM predicted the stresses with a maximum of %15 error compared to the 

thermomechanical solution. Moreover, computational time was reduced by six times 

compared to the fully thermomechanical analysis. 

 

For the future studies, presented stress based inherent strain method can be developed 

further to also include stress relaxation affect that occurs when a new layer is deposited 

on to the top of a layer. ISM uses only the maximum temperatures to predict stresses. In 

this study, these temperatures were gathered from the detailed meso-scale thermal 

simulation with a moving heat source. However, thermal history and these temperatures 

can be computed by using more simplified heat input assumptions such as line or layer 

heating methods. In these methods, heat input is given to a whole scan track or layer to 

reduce computational time drastically [59]. Hence, with a combination of these heat input 

methods and current ISM, prediction of stresses can be made through multi-layer part-

scale simulations almost instantly. 
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