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Abstract: Screening for cervical cancer is a critical policy that requires clinical and managerial vigilance because of its serious health consequences. Recently the practice of conducting simultaneous tests of cytology and Human Papillomavirus (HPV)-DNA testing (known as cotesting) has been included in the public health policies and guidelines with a fixed frequency. On the other hand, personalizing medical interventions by incorporating patient characteristics into the decision making process has gained considerable attention in recent years. We develop a personalized partially observable Markov decision process (POMDP) model for cervical cancer screening decisions by cotesting. In addition to the merits offered by the guidelines, by availing the possibility of including patient-specific risks and other attributes, our POMDP model provides a patient-tailored screening plan. Our results show that the policy generated by the POMDP model outperforms the static guidelines in terms of quality-adjusted life years (QALY) gain, while performing comparatively equal in lifetime risk reduction.
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1. Introduction

Cervical cancer is the fourth most common cancer type among women worldwide [1]. Every year, more than half a million women are diagnosed with cervical cancer and over 300,000 cases result in death worldwide [2]. In nearly all of the cervical cancer cases an infection by Human Papillomavirus (HPV) is identified [3,4]. HPV is a sexually transmitted virus and spans a wide range of strains [5]. Two specific strains of HPV namely 16 and 18 are persistent in the body while the majority of the other strains are acute (non-persistent), harmless and cleaned from the body without medical interventions [6]. In this regard, spontaneous regression is a unique characteristic of the disease distinguishing it from most of the other cancer types.

The preclinical phase of cervical cancer is long; the virus remains silent for a long time and an infected woman may remain asymptomatic for several years before developing cancer [7]. Hence, the extended period from infection until the infected cells become cancerous creates a relatively high opportunity for detection and treatment of the cancer [8]. During the long asymptomatic period of the disease, it is critical to detect the infection and precancerous symptoms early enough in order to reduce the disease burden. Accomplishing this goal is possible either by preventive methods such as vaccination or by organized screening programs [9]. From the medical point of view, the uptake of HPV vaccine provides partial immunity against certain high risk strains and does not obviate the need for routine screening programs [10–12]. Hence, screening with one of the common tests namely cytology, HPV-DNA testing, and the practice of conducting both tests simultaneously (known as cotesting) should still remain in practice to prevent the disease.
Cytology-based screening (including conventional Pap smear and recent liquid based cytology) makes use of cytology to identify women at increased risk of cervical pathology by taking samples from the cervix and checking for precancerous abnormalities [13]. HPV-DNA testing on the other hand, refers to a broad class of testing methods, which rely on identification of HPV viral DNA. Specifically, qualitative methods detect only the presence or absence of HPV DNA; quantitative methods estimate the viral load as the quantity of virus in a given volume and some methods detect the degree of integration of HPV into the host genome [14].

Selection of the appropriate screening method depends on multiple attributes including age, prior screening records, availability of resources and test characteristics defined by its sensitivity and specificity [15]. Sensitivity of a test represents the fraction of patients with cancer having a positive test result and specificity of a test represents the fraction of healthy patients having a negative test result. A cytology test has a higher specificity but lower sensitivity compared to the HPV-DNA testing [16]. Low sensitivity results in a higher number of false negatives; hence, missing many precancerous lesions. To compensate this shortcoming of cytology, more frequent screenings at shorter intervals must be exercised, which could be infeasible in many countries and settings [17]. Conversely, HPV-DNA testing is more sensitive and hence, more suitable to detect the precancerous lesions that may be missed by cytology screening. HPV-DNA testing allows extending the screening intervals longer than those by cytology screening [18,19]. However, the lower specificity of HPV-DNA testing results in an increase in the number of false positive cases, which subsequently increases the costs by too many unnecessary follow-up tests [20,21]. Achieving a reasonable trade-off becomes even more challenging, knowing that in many cases, the precancerous lesions that are missed by cytology and found by HPV-DNA testing are clinically important [10]. Therefore, in many countries, the recommended screening modality is cotesting, which helps to maintain high sensitivity at longer intervals.

Since the disease evolves through time, women need to undergo screening regularly. There is now substantial and consistent evidence that the incidence of the disease has decreased sharply in the countries where regular population-based screening programs are implemented [22]. Such countries provide guidelines to inform the population about the frequency and timings of the screening rounds. In the US, the current guidelines of the American Cancer Society (ACS), the American Society for Colposcopy and Cervical Pathology (ASCCP), the American Society for Clinical Pathology (ASCP), and US Preventive Services Task Force (USPSTF) agree that regardless of the vaccination status, screening should start at the age of 21, and until 29 cytology to be conducted every three years. From age 30 until 65 cotesting every 5 years is preferred [23,24].

There are several advantages to following such static guidelines, including simplicity of implementation and effectiveness in reducing mortality. While guidelines create a distinct advantage by reducing the disease burden in many countries, they also suffer from several drawbacks. First, it is widely acknowledged that screening the whole population with the same intensive frequency is costly to the healthcare system and requires considerable availability of diverse resources and infrastructure [25]. Second, it must be recognized that the clinical understanding of cervical cancer is not static, rather it is exposed to fast-paced changes with the new emerging technologies [23]. Consequently, the population based guidelines very often evolve with the emergence of new data and evidence regarding the natural history of the disease and the optimal screening strategies [15]. In the United States, since the introduction of the first guideline, the guidelines have gone through several revisions [26]. This creates complexity and challenges to implement such guidelines in a context where a long chain of patients, healthcare providers, clinicians, gynecologists as well as healthcare payers have to continuously adapt to the frequent updates of the recommendations from the multiple guidelines [27].

As an alternative to the guidelines, personalized screening programs provide many advantages including the identification of the optimal intervention choice for distinct patient profiles, preventing adverse effects and reducing the overall healthcare costs [28].
Given that the current cervical screening guidelines are inflexible to differentiate between patient groups with distinct risk factors, we aim to develop a personalized model that can incorporate the cancer risk as well as test characteristics to create a patient-tailored screening program. Since a number of studies address the positive effect of applying cotesting as the primary screening test [29,30], we consider cotesting as the primary screening test for the personalized screening programs.

Recently, personalized medicine has gained attention in the medical and public health community and is being incorporated into the cancer screening programs. Ayer and Chen [28] characterize personalized medicine (PM) as interventions that are organized based on the needs of individual patients in contrast to one-size-fit-all population based methods. According to the authors, the differentiating characteristics of a PM rely on restricting the treatment to those who are more likely to benefit from a particular intervention. Konecny [31] and Robertson and Ladabaum [32] address the required settings and the challenges to shift from population based guidelines to personalized screening programs.

Several studies have focused on the design and planning of screening and treatment decisions for various types of chronic diseases, including cardiovascular, cancer and diabetes, using the framework of partially observable Markov decision processes (POMDP). Güneş and Örmeci [33] present a detailed overview of disease screening problems and operations research applications on different aspects of the problem. Alagoz et al. [34] and Steimle and Denton [35] provide a review of MDP models applied to different chronic diseases and address the challenges and opportunities of applying them for medical decision making. For some examples of (PO)MDP models specifically applied to chronic diseases see [36–42].

Multiple examples of applying personalized MDP and POMDP models that capture the general characteristics of the patients including age, education or the disease specific characteristics in different disease contexts can be found in the literature. Interested readers can look at [43–47]. Personalized POMDPs are also able to incorporate the adherence behavior of the patient in the decision making process. An adherence issue arises when patients undergoing screening tests are not complying with the prescribed procedures. Examples include studies by Ayer et al. [48] and Li et al. [49]. Both studies suggest that low adherence results in shorter screening intervals and more aggressive screenings than those recommended by the current guidelines. Generally, the popularity of personalized POMDP models relies on the power of these models to reflect the real world. A survey of the recent literature exhibits the rising trend in the usage of personalized (PO)MDP frameworks for medical decision making, and specifically for screening decisions.

The most similar studies in the literature to ours include the studies by Ayer et al. [50] and Akhavan-Tabatabaei et al. [51]. Ayer et al. [50] aim to optimize breast cancer screening decisions via a POMDP model, the output of which is the optimal screening schedule for the patients stratified based on their risk. Cevik et al. [52] extend Ayer’s study and develop a constrained POMDP that has a restriction on the number of available screenings both in patient and cohort level and their reported results for the unlimited model reflect the results obtained in the former study. Our approach is similar to the study of Ayer et al. [50], yet our model differs from their model in the context of the disease.

Akhavan-Tabatabaei et al. [51] develop an MDP model for cervical cancer screening policies in Colombia. Their optimal policy shows how frequently patients in different age groups with different risk profiles must undergo screening. Despite similarities in the context, our model differs in multiple aspects. Our model addresses making screening decisions using a POMDP approach, which is capable of incorporating the sensitivity and specificity of the screening tests. We consider cotesting as the primary screening test whereas the intervention modality in their study is cytology and colposcopy. Finally, in their model the intervention outcomes are measured in terms of monetary costs, while the objective function of our POMDP model maximizes the quality-adjusted life years (QALY), which is a measure of health outcome that varies between 0 and 1.
To the best of our knowledge, the present work is the first study to apply the POMDP approach to cervical cancer screening, incorporating the patient’s risk characteristics and history of screening into the decision making process. We implement our model and compare the optimal policy against multiple real-world guidelines and scenarios and present insights on the frequency of screenings and its relation to the risk and QALY gain or loss.

The rest of this paper is organized as follows. First, in Section 2, we formulate our proposed POMDP model. In Section 3, we present our optimal policy and compare it against some currently practiced policies and discuss our numerical results. Finally, in Section 4, we discuss the significance of our results, limitations and conclude with possible extensions to our model.

2. Materials and Methods

Over a certain period in a patient’s lifetime, the decision maker (e.g., physician) aims to choose an optimal action from the feasible set of actions such that the expected total reward is maximized. We model this problem as a discrete-time finite horizon partially observable Markov decision process (POMDP) while at any point in time, the state of the patient evolves according to the underlying Markov chain. We model the natural history of the disease starting with the state of no-cancer (NC), which represents all the possible cases when the patient is perfectly healthy, has no HPV infection nor any cervical lesions. Newly infected patients or patients with a persistent HPV infection may develop precancerous lesions. We denote the state of such patients with (PL). HPV infections/precancerous lesions may regress to the healthy state or progress to a more severe disease state and lead to invasive-cancer denoted by state (IC). The complete set of states in the Markov chain are depicted in Figure 1. We explain and motivate the remaining states in the Markov chain while discussing the decision process in our model.

![Figure 1. State transition diagram.](image-url)

The decision process can be described as follows: in each of the decision epochs in the planning horizon, for the patients in any of the states (NC), (PL) or (IC), the decision maker faces a decision problem: either to test or wait. Consistent with most of the guidelines, we assume that the planning horizon in our model starts from age 21 and ends at age 69, and decisions are made annually. In many countries 21 is the earliest age to start screening for cervical cancer, and screening stops at age 69. We use $t$ to denote the decision epochs and as a convention $t = 0$ corresponds to age 21. We use $N$ to denote the terminal age when
the decision process ends ($N$ corresponds to $t = 49$ and age 70); the last decision will be made at $N - 1$, i.e., at $t = 48$.

At decision epoch $t$, if wait action is decided, the next decision will be made at $t + 1$. Otherwise, if cotesting is conducted and the result is negative, the patient waits again until $t + 1$. If the test is positive, a diagnostic test, i.e., biopsy (Bx), which is assumed to be perfectly accurate, is conducted. Biopsy reveals the correct state of the patient. If she has no cancer (state (NC)), the biopsy result will be negative. If she has lesions (state (PL)), the biopsy will show precancerous lesions. Similarly, if the patient has invasive cancer (state (IC)), the biopsy will show cancer. Those patients whose biopsy results show either precancerous lesions or invasive cancer enter the post-cancer states and start the corresponding treatment. We represent the treatment states for precancerous lesions with (PoC1) and for invasive cancer with (PoC2). For patients who undergo treatment, the follow up procedure includes more aggressive screenings [53]. Hence, we assume that those patients leave the decision process once they enter (PoC1) or (PoC2). In all states (NC), (PL) and (IC) patients may die from noncancerous reasons. Additionally, patients in state (IC) may die from cancer. An absorbing death state (DT) will represent all such transitions. Figure 2 shows the decision process at epoch $t$. The decision maker will face the same problem at $t + 1, t + 2, \ldots$ until the decision horizon is reached (i.e., $t = N$).

![Figure 2. Timeline of the decision process.](image)

After a cotesting, the outcome of the test will help us to gain information about the actual state of the patient. However, despite its increased sensitivity compared to standalone cytology and HPV-DNA testing, cotesting does not provide exact information about the state. That is, when the test outcome is positive, still there is little yet non-negligible chance that the test is falsely alarming the existence of the disease, while in reality the patient is disease free. Similarly, a negative test outcome does not provide 100% confidence against the existence of the disease. As a result, even though the test outcome provides good indication of the real state of the patient, the true state might be different than the one revealed by the test. To account for this uncertainty caused by the test performance, a common approach is assigning probabilities of occupying each state accordingly. These probabilities form the so-called belief states, corresponding to the partially observable states. For instance, a belief state $b_t = [0.9, 0.065, 0.035]$, shows that the probability of being in state (NC) at a given time $t$ is 0.90 (i.e., $P(\text{NC}) = 0.9$), the probability of being in (PL) is 0.065 (i.e., $P(\text{PL}) = 0.065$), and the probability of being in (IC) is 0.035 (i.e., $P(\text{IC}) = 0.035$). It must be noted that states (PoC1), (PoC2) and (DT) are observable states. The components of the POMDP model are listed and described below.

State space: $S = S_d \cup S_a$ including partially observable states $S_d$ and absorbing states $S_a$, where $S_d = \{ \text{NC, PL, IC} \}$ and $S_a = \{ \text{PoC1, PoC2, DT} \}$. For simplicity, we use numbers 1, · · · , 6 to denote the states NC, PL, IC, PoC1, PoC2, and DT, respectively.

Action space: $A = \{ \text{CT, W} \}$, $a_t \in A$ denotes the action taken at time $t$. CT stands for cotesting and W stands for waiting until the next decision epoch. Death and post-cancer states are absorbing and no decision is associated with these states.
Observation space, $\Omega$: is the set of all observations. After conducting an action $a$, an immediate observation $\theta$ is received. We assume that cotesting will result in either a positive ($CT+$) or a negative ($CT−$) result. Hence, $\Omega = \{\theta_{CT}, \theta_W\}$ with $\theta_{CT} = \{CT−, CT+\}$ and $\theta_W = \emptyset$.

Transition function, $T_t(s, s′, a, \theta)$: defined by $p_t^a(\theta) (s′|s)$, which denotes the conditional probability of ending up at state $s′$ at time $t + 1$ given that at time $t$, the states is $s$, action $a$ is conducted and an immediate observation $\theta$ is obtained. Transition probabilities vary with the age of the patient. Younger patients are more prone to new infections, and at the same time the regression rate of the infections is also higher at younger ages. With increasing age, the infection rate of the patient decreases, but the progression rate of the persistent infections into invasive cancer increases. Death due to both cancerous and noncancerous reasons occur at a higher rate with the increasing age of the patient.

Observation function, $O(\theta, s, a)$: defined by $k^a(\theta|s)$, which denotes the conditional probability of observing an outcome $\theta$ upon taking an action $a$ in state $s$. In cancer screening, observation probabilities are determined by test sensitivity and specificity [54]. As an example, $k^{CT}(CT−|s = 1)$ is the probability of observing a negative cotesting when the patient is disease free. This probability is equivalent to the specificity of the test denoted by $spec(CT)$. We also use $sens(CT, s)$ to denote the sensitivity of the test in state $s$, noting that the sensitivity depends on the state of the patient [54,55]. Similarly, we use the following relations to specify the observation probabilities in our model:

\[
\begin{align*}
 k^{CT}(CT−|s = 1) &= spec(CT), \\
 k^{CT}(CT+|s = 1) &= 1 - spec(CT) \\
 k^{CT}(CT−|s = x) &= 1 - sens(CT, s) \quad x \in \{2, 3\} \\
 k^{CT}(CT+|s = x) &= sens(CT, s) \quad x \in \{2, 3\}.
\end{align*}
\]

Sensitivity and specificity of screening tests may vary with age [56]; however, due to the lack of reliable data, we assume that they are independent of age.

Belief space, $B$: which denotes the entire space of belief states.

$B = \{b \in \mathbb{R}^{|S|} : b(s) \geq 0, \sum b(s) = 1\}$. Given three partially observable states 1, 2 and 3 in our model, the belief space is a two-dimensional simplex (triangle), as shown in Figure 3.

![Figure 3. Belief simplex and update of belief states.](image)

Immediate rewards, $r_t(s, a, \theta)$: which represents the reward of being in a state $s$, taking an action $a$ and receiving an observation $\theta$. Consistent with the literature, we reward the implementation of each action by its consequent quality-adjusted life years (QALYs). Sonnenberg and Beck [57] argued that on average, transitions occur halfway through each decision epoch and proposed the half cycle correction method. In this method, it is assumed that if the patient dies between two decision epochs, half the length of the cycle contributes to the expected number of QALYs [54]. By doing so the reward of action $W$ is obtained from $r_t(s, W, \emptyset) = P(\text{alive at } t|s) + 0.5 \times P(\text{dies at } t|s)$. While assigning rewards for a screening test, it is common to incorporate the discomfort due to medical interventions into the reward function [28,54]. The calculation of rewards for action $CT$ relies on the disutility.
score due to the discomfort caused by conducting a cotesting and possibly disutility of a biopsy test if cotesting turns out positive. Let \( \zeta_t^{(\text{CT}, \text{CT}-)}(s) \) be the disutility associated with a screening action with outcome \( \theta \) for the true health state \( s \) at time \( t \), and \( \zeta_t^{\text{bx}} \) denote the disutility of biopsy testing,

\[
\begin{align*}
    r_t(s, \text{CT}, \text{CT}-) &= r_t(s, W, \emptyset) - \zeta_t^{(\text{CT}, \text{CT}-)}(s) \quad \text{for} \quad s \in S_d \\
    r_t(s, \text{CT}, \text{CT}+) &= r_t(s, W, \emptyset) - \zeta_t^{(\text{CT}, \text{CT}+)}(s) - \zeta_t^{\text{bx}} \quad \text{for} \quad s \in S_d
\end{align*}
\]

Lump sum rewards, \( R_t(s) \): denote the post treatment life expectancy. For patients who have been treated for cervical cancer, the screening program of asymptomatic population are not considered. For those patients, despite treatment, the risk of developing a post-treatment recurrent cancer remains high. Those patients undergo close surveillance with more frequent screenings every six months [58]. Therefore, we assign a lump sum treatment reward in the absorbing states 4 and 5. Let \( e_t(s) \) denote the life expectancy of a patient in state \( s \) at time \( t \). The lump sum reward \( R_t(s) \) can be calculated by:

\[
    R_t(s) = \begin{cases} 
        e_t(s) & \text{if } s \in \{4, 5\} \\
        0 & \text{if } s = 6
    \end{cases}
\]

Terminal reward, \( r_N(s) \): We define the terminating reward \( r_N(s), s \in S \) to represent the reward of ending up at state \( s \in S \). Terminal rewards are equal to the life expectancy of the patients at terminal time \( N \). For \( t = 49 \),

\[
    r_N(s) = \begin{cases} 
        e_t(s) & \text{if } s \in \{1, 2, 3, 4, 5\} \\
        0 & \text{if } s = 6
    \end{cases}
\]

Belief update function, \( \tau(b, a, \theta) \): While the decision at time \( t \) was based on \( b_t \), conducting action \( a \) and receiving test result \( \theta \) provides new information to the decision maker to make his decision at time \( t + 1 \). For any belief state \( b_t \), after performing an action and receiving the observation at time \( t \), the updated belief state at time \( t + 1 \) denoted by \( b_{t+1} = \tau(b, a, \theta) \) can be calculated from the Bayesian belief update:

\[
    b_{t+1}(s') = \frac{\sum b(s)p_t^{a,b}(s'|s)}{\sum \sum b(s)p_t^{a,b}(s'|s)} \quad \text{if} \quad a = \text{W}
\]

\[
    b_{t+1}(s') = \frac{\sum b(s)p_t^{a,b}(s'|s)k^2(\theta|s)}{\sum \sum b(s)p_t^{a,b}(s'|s)k^4(\theta|s)} \quad \text{if} \quad a = \text{CT}, \theta = \text{CT}+
\]

\[
    b_{t+1}(s') = \frac{\sum b(s)p_t^{a,b}(s'|s)k^4(\theta|s)}{\sum \sum b(s)p_t^{a,b}(s'|s)} \quad \text{if} \quad a = \text{CT}, \theta = \text{CT}-
\]

Figure 3 shows the belief space and updated belief state for each action and observation pair.

Value function, \( J_t^*(b) \): represents the maximum total expected QALY at belief state \( b \) at time \( t \). If at time \( t \), the patient is in one of the absorbing states with probability one, then the value equals the lump sum reward of that state.

\[
J_t^*(b) = \begin{cases} 
    R_t(4) & \text{if } b_t(s) = [0, 0, 0, 1, 0, 0] \\
    R_t(5) & \text{if } b_t(s) = [0, 0, 0, 0, 1, 0] \\
        0 & \text{if } b_t(s) = [0, 0, 0, 0, 0, 1] \\
    J_t(b) & \text{if } b_t(s) = [b', 0, 0, 0] \land b' \neq [0, 0, 0]
\end{cases}
\]

where \( J_t(b) = \max\{J_t^*(b), J_t^{\text{CT}}(b)\} \) and the boundary condition at the end of the horizon is:

\[
J_N(b) = \sum_{s \in S_d} b(s)r_N(s)
\]
\[ f^W_t(b) \text{ and } f^{CT}_t(b) \text{ are computed using the following equations:} \]

\[ f^W_t(b) = \sum_{s \in S_d} b(s) \left( r_t(s, W, \emptyset) + \sum_{s' \in S_d} p^W_t(s'|s) f^W_{t+1}(\tau[b, w, \emptyset]) \right), \quad t = 1, \ldots, N \]

\[ f^{CT}_t(b) = \sum_{s \in S_d} b_t(s) \left[ k^{CT} \left( CT - |s| \right) \left( r_t(s, CT, CT-) + \sum_{s' \in S_d} p^{CT}_{t}(s'|s) f^{CT}_{t+1}(\tau[b, CT, CT-]) \right) \right] + b_t(1) \left[ k^{CT} \left( CT + |1| \right) \left( r_t(1, CT, CT+) + \sum_{s' \in S_d} p^{CT+}_{t}(s'|s) f^{CT+}_{t+1}(\tau[b, CT, CT+]) \right) \right] + \sum_{s=2}^3 b_t(s) \left[ k^{CT} \left( CT + |s| \right) \left( r_t(s, CT, CT+) + \sum_{s' \in S_d} p^{CT+}_{t}(s'|s) f^{CT+}_{t+1}(\tau[b, CT, CT+]) \right) \right], \quad t = 1, \ldots, N \]

Defining The Value Function in Terms of Alpha Vectors and Solving The POMDP Model:

The value functions given in Equations (4) and (5) can be computed using Bellman’s dynamic programming. One approach is the backward recursions of value iteration [59]. However, it should be noted that both equations are defined over the belief simplex, which is a continuum with uncountably many belief states. Hence, it is computationally intractable to use this method for computing the value of each and every belief state in \( B \). Furthermore, as it can be seen from Figure 3, the number of action-observation histories grow exponentially with the planning horizon; this problem is also known as the curse of history [60]. Therefore, for POMDP problems, the classic dynamic programming recursions have often been considered impractical [61].

Sondik [62] and Smallwood and Sondik [63] were the first to explore the structure of the POMDP value function and showed that the optimal value function is piecewise linear and convex (PWLC) in belief at every time \( t \). This means that, for any time \( t \), the value function \( f^*_t(b) \) can be represented using a finite set of \( |S_d| \)-dimensional vectors (hyperplanes). Those vectors are called alpha vectors. Using alpha-vector representation, the value iteration algorithm reduces to the computation of the alpha-vectors for every time \( t \). In other words, instead of evaluating the value function over a continuous space of belief states, one only needs to find the set of vectors \( \Gamma_t = \{ a^j_t \}_{j=1}^{|S_d|} \) such that

\[ f^*_t(b) = \max_k \left\{ \sum_{s \in S_d} b_t(s) a^j_t(s) \right\} \quad \text{for some } \{ a^1_t, a^2_t, \ldots, a^{|S_d|}_t \} \]

where each \( a^j_t \) is a vector of dimension \( |S_d| \), i.e., \( a^j_t = [a^j_t(s)]_s \). Equation (6) infers that the value at a certain belief state \( b_t \) is obtained by taking the maximum of the dot product of \( b_t \) with each vector in \( \Gamma_t \). The merit of the algorithm is that given \( \Gamma_t \), we can generate the set of alpha vectors, which together constitute the value function at time \( t + 1 \), i.e., \( \Gamma_{t+1} \) [64]. Furthermore, each alpha vector is associated with an action \( a(\alpha^j_t) \in A \), and the reflection of each optimal alpha vector over the belief space creates a partitioning over which the action associated with the vector is the optimal action. For the belief state \( b_t \), the value-maximizing alpha vector from the set \( \Gamma_t \), denoted as \( \alpha^*_{t}(b) \) can be obtained from

\[ \alpha^*_{t}(b) = \arg\max_{\alpha} \left\{ \sum_{s \in S_d} b_t(s) \alpha^j_t(s) \right\} \quad \text{for } \alpha^j_t \in \Gamma_t \]

The optimal policy \( \pi : B \rightarrow A \) is a mapping from belief \( b_t \in B \) into an action \( a_t \in A \). The policy at \( b_t \) is given by \( \pi(b) = a(\alpha^*_{t}(b)) \). This implies that the set of alpha vectors encodes both the value and the optimal policy [65].

An example of the PWLC value function with the optimal alpha vectors in two-state POMDP is illustrated in Figure 4. The x-axis represents the belief space over the core state space with two states \( s_1 \) and \( s_2 \). The belief space is a one-dimensional unit interval and each point on the horizontal x-axis is a belief state. The y-axis is the value of each belief state. The belief space is covered with five alpha vectors, \( a^1, a^2, a^3, a^4, \) and \( a^5 \), while only
four vectors contribute to the optimal value function. At any belief state $b_t$, the optimal value $J_t^*(b)$ is the upper surface of four vectors $\alpha^1, \alpha^2, \alpha^3$ and $\alpha^5$.

![Four vectors diagram](image)

**Figure 4.** Alpha vectors over belief space in a two-state partially observable Markov decision process (POMDP); bold segment of the alpha vectors constitute a piecewise linear and convex (PWLC) value function. $\alpha^4$ is a redundant vector and can be eliminated.

We also use $\alpha_i^{l(b,W)}$ to denote the value-maximizing alpha vector for a belief given an action $a$. We proceed to write $\alpha_i^{l(b,W)}$ and $\alpha_i^{l(b,CT)}$.

$$\alpha_i^{l(b,W)}(s) = r_t(s, W, \emptyset) + \sum_{s' \in S_t} p_{t}^{W}(s'|s)\alpha_i^{l(b,W,\emptyset)}$$

$$\alpha_i^{l(b,CT)}(s) = \begin{cases} k^{CT}(CT - |s) \left( r_i(s, CT, CT-) + \sum_{s' \in S_t} p_i^{CT,CT-}(s'|s)\alpha_i^{l(b,CT,CT-)} \right) + k^{CT}(CT + |s) \left( r_i(s, CT, CT+) + \max_k \left( \sum_{s' \in S_t} p_i^{CT,CT+}(s'|s)\alpha_i^{l(b,CT,CT+)} \right) \right) & \text{if } s = 1 \\ k^{CT}(CT - |s) \left( r_i(s, CT, CT-) + \sum_{s' \in S_t} p_i^{CT,CT-}(s'|s)\alpha_i^{l(b,CT,CT-)} \right) + k^{CT}(CT + |s) \left( r_i(s, CT, CT+) + \sum_{s' \in S_t} p_i^{CT,CT+}(s'|s)R_{i+1}(s) \right) & \text{if } s = 2, 3 \end{cases}$$

where

$$i(b,a,\theta) = \begin{cases} \arg\max_k \left\{ \sum_{s \in S_t} b(s) \sum_{s' \in S_t} p_i^{a,b}(s'|s)\alpha_i^{l(b,CT,CT-)} \right\} & \text{if } (a, \theta) = (W, \emptyset), \\ \arg\max_k \left\{ \sum_{s \in S_t} b(s)\alpha_i^{l(b,CT,CT+)}(\theta|s) \sum_{s' \in S_t} p_i^{a,b}(s'|s)\alpha_i^{l(b,CT,CT+)} \right\} & \text{if } (a, \theta) \in \{(CT, CT-), (CT, CT+)\}. \end{cases}$$

Multiple exact solution algorithms for POMDPs, including Sondik’s one-pass algorithm [62], Cassandra’s witness algorithm [66], Monahan’s enumeration algorithm [67], Cheng’s linear support algorithm [68], and Cassandra’s incremental pruning [69] have been proposed in the literature. These solution methods differ mainly in the way that they generate the alpha vectors at time $t + 1$ given the set of alpha vectors at time $t$. It can be seen from Equations (7) and (8) that alpha vectors at time $t$ are formed by a transformation of the vectors at time $t + 1$. Smallwood and Sondik [63] showed that the transformation preserves the PWLC property of the value function. To compute Equations (7) and (8), one needs to use Equation (9) to find the optimal alpha vector at time $t + 1$ for belief state $b_t$. The well-known algorithm of Monahan [67] simplifies the solution procedure by generating all possible alpha vectors instead of checking the maximizing alpha vector for every pair of action and observation. Enumerating all the possible alpha vectors creates a maximum of $|\mathcal{A}| |\Gamma_i|^{[1]}$ vectors for $\Gamma_{i+1}$ [70]. Of course, many of the generated vectors are dominated by other vectors and are not useful. Therefore, in the pruning phase, the algorithm eliminates the vectors that are not part of the value function by checking whether there exists a belief point where that specific vector is dominant or not. Such vectors are easily identified using a direct linear programming (LP) approach. The most straightforward LP method introduced by Monahan [67] is defined as: for $\alpha_i^1, \alpha_i^1 \in \Gamma_i$,
\[
\begin{align*}
\max \ & \sigma \\
\text{s.t.} \ & \sum_{s \in S_d} b_t(s)(a^j_t(s) - a^i_t(s)) \geq \sigma, \ \forall j, a^j_t \neq a^i_t \\
& \sum_{s \in S_d} b_t(s) = 1, \\
& b_t(s) \geq 0, \ \forall s \in S_d
\end{align*}
\]

(10)

Other pruning methods including Lark’s filtering algorithm [71], Skyline algorithm [72] and accelerated pruning method [73] can also be found in the literature.

For POMDP problems with a small set of states, actions and observations, Monahan’s algorithm is proven to be efficient, as implemented in studies by Ayer et al. [50] and Cevik et al. [52] to solve the POMDP models for breast cancer screening policies and by Otten et al. [45,54] to solve the POMDP model developed for the follow up planning of the patients already treated for breast cancer. Li et al. [49] also applied this algorithm to solve their proposed POMDP model for the colorectal cancer screening policies.

We also implement Eagle’s reduction [74] phase, which is speeding up the pruning phase by eliminating element-wise dominated vectors. In Figure 4, \(a^4\) is not element-wise dominated by \(a^2\), but it is element-wise dominated by \(a^1\) and \(a^3\). Hence, it can be eliminated from the set of alpha vectors.

The solution procedure is summarized in Algorithm 1. Our model is coded in MATLAB, and implemented on a machine with Intel(R) Core(TM)i7-8700 processor. We use Gurobi to solve the linear programming problems.

**Algorithm 1** Compact representation of solution method with Monahan’s algorithms and Eagle’s reduction phase

1. **Initialization:** \(a_N(s) = r_N(s), \forall s \in S_d, \Gamma_N = \{a_N\}\)
2. **For** \(t = N - 1, \text{ until } t = 0, \text{ do:}
3. **Apply Monahan’s enumeration phase:** Generate all the possible alpha vectors (using Equations (7) and (8), without trying to find the maximizing vector from \(t + 1\)) and mark the generated vectors. Create the set \(\Gamma_t = \{a^1_t, a^2_t, a^3_t, \ldots, a^{[t]}\}\).
4. **Apply Eagle’s reduction phase:**
   - For every marked vector \(a^i\) in \(\Gamma_t\), do
   - Unmark the vector and check if there exists a vector \(a^j\) s.t. \(a^i \leq a^j, \forall s \in S_d\), if so, remove \(a^i\) from \(\Gamma_t\).
5. **Apply Monahan’s pruning phase:**
   - Mark the remaining vectors in \(\Gamma_t\) after Eagle’s reduction phase.
   - For every marked vector in \(\Gamma_t\), do
   - Unmark the vector and use Equation (10) to check if LP has a solution \(\sigma \leq 0\), if so, remove \(a^i\) from \(\Gamma_t\). Otherwise, there exists a belief state at which \(a^i\) is useful.

3. **Results**

In this section, we present our computational examples and show how our proposed decision making process is implemented. We then compare our results with the recommendations of the guidelines and discuss the trade-offs. At the end of the section, we also test the sensitivity of our results to the input parameters. The sources of the input data used in our computational experiments are presented in the Appendix A.

3.1. Optimal Belief-Based Screening Policy

We begin with an example that helps to illustrate how the optimal policy is generated for any patient. Suppose a patient at age 21 with \(b_0 = [0.99, 0.0071, 0.0029]\), meaning that she has a 0.71% chance of being in state 2 and 0.29% chance of being in state 3. Based on her age and risk profile, she is expected to undergo screening at age 21. Determining the
sequence of following actions throughout the patient’s lifetime requires the knowledge of the current and subsequent action’s outcome. If the test result is negative, $b_0$ is accordingly updated with $(a, \theta) = (CT, CT-)$. The output $b_1$ is then multiplied by each alpha vector in the set of alpha vectors of $t = 1$ created using the procedure explained in Algorithm 1 of Section 2. This procedure is repeated for every $t$ until the terminal decision epoch.

Under the POMDP policy, for a patient whose belief state at age 21 is $b_0 = [0.99, 0.0071, 0.0029]$, nine screenings with cotesting are recommended throughout her lifetime at ages 21, 25, 30, 35, 44, 49, 55, 63 and 67.

Patients who start late to screen are exposed to higher risks of lifetime cancer. According to Table 1, a perfectly healthy patient with belief state $b_0 = [1, 0, 0]$ at age 21 who has no history of screening ends with an increased risk of developing infections or lesions. Waiting until age 41 leads to the belief state $b_{20} = [0.714, 0.251, 0.035]$.

Table 1. Impact of starting late to screen on the health state of a 41 year old patient who has been healthy at age 21.

<table>
<thead>
<tr>
<th>Age</th>
<th>$b_1(1)$</th>
<th>$b_1(2)$</th>
<th>$b_1(3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>22</td>
<td>0.971</td>
<td>0.026</td>
<td>0.003</td>
</tr>
<tr>
<td>23</td>
<td>0.944</td>
<td>0.050</td>
<td>0.006</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>41</td>
<td>0.714</td>
<td>0.251</td>
<td>0.035</td>
</tr>
</tbody>
</table>

Generating the optimal policy for a patient who was perfectly healthy at age 21, but has not undergone any screening until age 41, is similar to those starting at age 21 with the only difference that the initial belief state of the patient at age 41 would be equal to $b_{20} = [0.714, 0.251, 0.035]$. According to our POMDP policy, screening for such a patient involves six cotestings. That is only one less than the screening frequency for a low risk patient who starts screening at age 21.

High risk of cancer is not solely correlated with a late start of screening rounds. Sexually active young patients are also subject to higher risks of new or persistent infections. In this part, we aim to evaluate the impact of the patient’s initial risk profile on the optimal screening policy. We consider three patients starting at age 21 with distinct risk profiles, i.e., low risk, medium risk and high risk. Their initial belief vectors are as follows:

- Low risk patient: $b_0 = [0.995, 0.0029, 0.0021]$,
- Medium risk patient: $b_0 = [0.99, 0.0071, 0.0029]$,
- High risk patient: $b_0 = [0.75, 0.2, 0.05]$.

One of the risk measures introduced by the medical community of cervical cancer is the risk of being in any of the states of severe cervical dysplasia (in-situ) and invasive cancer, which together are referred to as CIN3+ risk. In our POMDP model CIN3+ risk is equivalent to the belief of being in states 2 and 3. We also introduce two additional measures of risk in our study: five-year and lifetime average risk of cancer, which are the arithmetic means of the CIN3+ risks. Figure 5 illustrates the difference in the 5-year average CIN3+ risks for three cohorts of patients with low, medium and high risk.

Even though the initial CIN3+ risk between three groups is considerably different (i.e., 0.005 for low risk, 0.01 for medium risk, and 0.25 for high risk patients), the observed gap in risk is not directly reflected on the number of screenings. That is, 25 times higher risk of cancer for a high risk patient compared to a medium risk patient, leads to only 30% more screenings. Average re-screen interval length is the longest for low risk patients. This observation can possibly be explained by the higher length of the time which is required for the low risk patients to develop a large enough risk of cancer to enter the screen-required zone. For each patient group, the optimal age of screening is depicted in Figure 5. Our analysis also shows that for the high risk patients, the lifetime average risk of cancer is
considerably higher than low risk patients. The impact of the patient’s risk profile on the screening schedule and the lifetime average risk of cancer is summarized in Table 2.

![Figure 5](image.png)

**Figure 5.** Five-year average risk of cancer for patients with different risk profiles. Colored dots show the screening ages of each risk profile.

<table>
<thead>
<tr>
<th>Risk Profile</th>
<th>Lifetime No. of Screenings</th>
<th>Avg. Screening Interval Length</th>
<th>Lifetime Avg. Risk of Cancer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>7</td>
<td>6.86</td>
<td>0.0849</td>
</tr>
<tr>
<td>Medium risk</td>
<td>9</td>
<td>5.33</td>
<td>0.125</td>
</tr>
<tr>
<td>High risk</td>
<td>12</td>
<td>4</td>
<td>0.209</td>
</tr>
</tbody>
</table>

### 3.2. Comparison of Multiple Policies and Guidelines

To evaluate the performance of our POMDP model, we compare its resulting optimal policy with a set of static policies or guidelines.

*No screening:* The base case for our comparison is a patient with the same risk of cancer as given in Section 3 who has performed no screening tests during her lifetime and all of the actions are assumed to be a \( W \) action. We call this *no screening* policy.

*Modified US practice:* represents a policy that recommends screening with cotesting every five years. Screenings start at the age of 21 and end at age 65. We have modified the US guidelines to make them comparable with our cotesting action, since they start with cytology at age 21, repeating every three years until 30, and shifting to cotesting until age 65 with cotesting repeated every 5 years.

*Aggressive plan:* In order to show that the policies with more frequent screening do not necessarily improve the QALY, we define a screening policy called *aggressive plan*. Under this plan, a patient is screened first at age 21 and repeats screening every three years until age 66.

*Alternative policy 1:* In order to study the effect of age at which screenings are conducted, we defined a static policy with the same number of screenings as suggested by our optimal POMDP policy (i.e., nine screenings throughout the lifetime), but distributed at equal intervals.

*Alternative policy 2,* and *Alternative policy 3:* Closely related to the real-world scenarios in which patients start late to undergo screening, we defined two static policies under which patients wait until age 41 and 51, respectively, to begin screening. Under
Alternative policy 2, the patient starts screening at age 41 as her first screening round and continues screening every 5 years until age 66. Under Alternative policy 3, the patient starts screening at age 51 as her first screening round and continues screening every 5 years until age 66. Such patients carry a higher risk of remaining undetected. Hence, their lifetime risk of cancer might be higher than those who start early.

In the following part, the focus of the comparison analysis will be on both the expected QALY gains under the POMDP policy with other practices and on the lifetime risk of developing cancer under the POMDP policy with those of the other static policies.

3.2.1. QALY-Based Policy Comparison

To maximize the expected QALY gains throughout the patient’s lifetime, the POMDP policy chooses optimal actions at every age of the patient. The sequence of such actions for a specific patient is discussed in Section 3.1. Under no screening, assuming that such a patient survives until age 70, we observe that the expected QALY gain will be 56.346, whereas the POMDP policy creates 57.228 QALY gains, an approximate 1.57% increase relative to the no screening policy. We also observe that Alternative policy 1 creates 57.05 QALYs and is outperformed by POMDP policy. Aggressive plan with the highest screening frequency, creates 57.156 QALYs, lower than that of POMDP policy. Table 3 presents the expected QALY gain under various policies for a 21 years old patient.

Table 3. Comparison of performance across different policies for a 21 year old patient with no test history.

<table>
<thead>
<tr>
<th>Start Age</th>
<th>Screen Interval Length</th>
<th>Screen Rounds</th>
<th>Stop Age</th>
<th>Exp. False Results</th>
<th>Exp. QALY Gain</th>
<th>Improve In QALY(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No screening</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>-</td>
<td>56.346</td>
<td>-</td>
</tr>
<tr>
<td>Modified US practice</td>
<td>21</td>
<td>5</td>
<td>10</td>
<td>66</td>
<td>56.119</td>
<td>0</td>
</tr>
<tr>
<td>Aggressive plan</td>
<td>21</td>
<td>3</td>
<td>16</td>
<td>59</td>
<td>57.156</td>
<td>1.4</td>
</tr>
<tr>
<td>Alternative policy 1</td>
<td>21</td>
<td>6</td>
<td>9</td>
<td>69</td>
<td>57.075</td>
<td>1.3</td>
</tr>
<tr>
<td>Alternative policy 2</td>
<td>40</td>
<td>5</td>
<td>6</td>
<td>66</td>
<td>57.004</td>
<td>1.18</td>
</tr>
<tr>
<td>Alternative policy 3</td>
<td>50</td>
<td>5</td>
<td>4</td>
<td>66</td>
<td>56.824</td>
<td>0.87</td>
</tr>
<tr>
<td>POMDP policy</td>
<td>23 variable</td>
<td>9</td>
<td>67</td>
<td>0.162</td>
<td>57.228</td>
<td>1.57</td>
</tr>
</tbody>
</table>

3.2.2. Comparison of Lifetime Cancer Risk across Different Policies

The POMDP model can also be used to study the risks associated with the current guidelines or benchmark practices. Figure 6 illustrates the risk performance of different policies considered. As expected, the risk of doing nothing and waiting is outranking all the other policies. Therefore, Alternative policy 2 and Alternative policy 3 accrue a higher risk until age 40 and 50, respectively, which start to decline as soon as the screening begins. Compared to the other policies, including our POMDP policy, Alternative policy 2 and Alternative policy 3 behave similar to no screening and carry a significantly higher risk until the first screening round. Moreover, one can conclude that Alternative policy 2 exposes the patient to a lower lifetime cancer risk compared to Alternative policy 3 as it is observed in Figure 6, yet there is not much risk difference between Alternative policy 2 and Alternative policy 3 after age 52 until 70. In fact, two patients with the same initial risk, one following Alternative policy 2 and the other following Alternative policy 3 end up at age 70 with the same risk even though in the latter case the patient starts screening 10 years later.
3.3. Sensitivity Analysis

In this section we analyze the model’s behavior with respect to different initial belief states. In other words, this study aims to investigate how our personalized POMDP model behaves while varying the initial belief. This can be interpreted as follows: For a pool of patients at age 21 with different initial cancer risk, what will be the life expectancy? To answer this question, we are looking at two sets of initial belief points.

- **Set 1**: high risk patients who are 99% healthy and their invasive cancer risks vary between 0.25% and 0.90%. This case is shown with a red line in Figure 7.
- **Set 2**: medium risk patients who are 99.3% healthy and their invasive cancer risks vary between 0.05% and 0.70%. This case is shown with a blue line in Figure 7.
As it is shown in Figure 7, one intuitive interpretation is that healthier patients are expected to gain more life expectancy under the POMDP model. For the patients in Set 1, the higher the risk of invasive cancer, the lower the expected QALY gain. The sudden drop in both graphs can be attributed to the age factor in QALY gain. That is, younger patients on average are gaining more life expectancy up to a certain age.

4. Discussion

“One size fits all” screening guidelines have recently been challenged by the newly introduced personalized screenings. In this study, using a POMDP approach, we developed a personalized screening policy for cervical cancer, which stratifies risk and generates a policy to follow. We showed that our proposed POMDP policy compared to the guidelines, in addition to being more patient representative, improves the life expectancy of the patients. The objective function of our POMDP model maximizes the quality adjusted life years (QALY), which indirectly includes the lifetime risk of cancer as part of the life-quality of the patient. Excessive testing increases the chance of false positive results, which in turn reduces the life quality of the patient due to unnecessary follow ups. By maximizing QALY, we simultaneously reward the lifetime cancer risk reduction and penalize the impact of false positive results. Therefore, the proposed policy by our POMDP model balances the benefits of the testing and the disutility of excessive testing and hence, results in a slightly higher lifetime cancer risk but increasing the overall life-quality of the patient.

Early screening and detection is critical to reducing the future cancer risk of the patients. As we show by one instance, starting screening at the age of 21 versus 41 can relatively reduce the cancer risk while applying only one extra screening on the patient in her lifetime. This highlights the impact of starting screening at an early age on the healthcare system both in terms of effectiveness and costs. Our analysis of the impact of the patient’s risk profiles on the screening frequency and the five-year average risk of cancer shows that the screening frequencies are not proportionate to the cancer risk.

One of the important observations made from our result is the lower QALY gain of aggressive plans compared to the POMDP policy. Therefore, we can safely conclude that performing more frequent screening does not necessarily lead to higher total QALY gains. Such policies, besides being more costly, could be less reliable too. Reliability of a policy is reduced when the policy results in a higher number of false results. False results of the tests, namely false negative and false positive results are crucial factors to consider while studying the performance of a specific policy and they can be considered as the secondary performance measures. Our results suggest that even though aggressive screening practices result in QALY close to that of the POMDP model, this is achieved with the increase of false test results compared to the POMDP policy.

Our analysis of lifetime risk exhibits that even though no policy is dominant in reducing the lifetime risk, it is clear that the POMDP policy has a slightly higher risk, which can be explained by the lower number of screening tests compared to most of the practices considered. We observe that, as the screening interval gets longer, the risk increases. Therefore, policies with longer screening intervals including the POMDP policy create higher risks. Another important observation made in risk analysis is that the policies that start their first screening later, end in relatively similar risk when the patient reaches age 70. This is due to the fact that a test with negative outcome hugely impacts our belief that the patient is healthy in reality.

A major issue that pervades most of the similar studies is the lack of reliable or abundance of conflicting data. Post treatment survival rates for different treatment types, which is common for cervical lesions and cervical cancer, are rarely studied in the literature. It should be noted that an important aspect of the recommendations obtained by a POMDP solution is how accurately a generated belief state represents the state of the patient. In this regard, an important limitation of this study is the lack of a risk estimation module similar to the Framingham Risk Score for cardiovascular disease or the Gail model for breast cancer.
Future research will consider the problem of a generative model for belief states, which receives two types of inputs: the disease attributes and biomarkers specific to HPV and cervical carcinoma, which altogether shape the body of knowledge of the decision maker. Identifying pertinent biomarkers requires the assistance of a cytopathologist, which will render a more reliable belief state if such information is supplied to the generative model. The second type relates to the patient attributes. The more such attributes are included, the more precise the belief estimates will be. In addition, by taking over the role of the Bayesian belief update approach, the generative model approach can remove the dependency on a pure probabilistic update procedure.

Author Contributions: Conceptualization, M.E.; Data curation, M.E.; Formal analysis, M.E. and R.A.-T.; Investigation, M.E.; Methodology, M.E. and R.A.-T.; Supervision, R.A.-T.; Validation, M.E.; Visualization, M.E.; Writing—original draft, M.E. and R.A.-T.; Writing—review and editing, M.E. and R.A.-T. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data sharing not applicable. No new data were created or analyzed in this study. Data sharing is not applicable to this article.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A. Data Sources and Data Collection

The primary source of inputs in our model is the literature of cervical cancer, which is summarized in Table A1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>State transitions</td>
<td>JC et al. [75], Campos et al. [76]</td>
</tr>
<tr>
<td>Sensitivity and specificity of cotesting</td>
<td>JC et al. [75]</td>
</tr>
<tr>
<td>Probability of cancerous death</td>
<td>JC et al. [75]</td>
</tr>
<tr>
<td>Probability of noncancer death</td>
<td>McLay et al. [77]</td>
</tr>
<tr>
<td>Disutility of Biopsy</td>
<td>Velanovich Velanovich [78], Hanmer et al. [79]</td>
</tr>
<tr>
<td>Survival rates</td>
<td>SEER data [80]</td>
</tr>
<tr>
<td>Life expectancy</td>
<td>SEER data [80]</td>
</tr>
<tr>
<td>Quality of life</td>
<td>US life tables [81]</td>
</tr>
</tbody>
</table>

Based on the method explained in Arias and Xu [81] and the US life tables, we use the following terminating rewards in our calculations; \( r_T(1) = 11, r_T(2) = 11, r_T(3) = 9.75, r_T(4) = 10, r_T(5) = 10, r_T(6) = 0 \). The method estimates the age-specific life expectancy based on the current state and mortality rate. According to the table, the life expectancy of a patient at age 69 who is in state 1 is 11 years. For the cotesting action, we use the following scores as the disutility in our model. One day for a negative test result, two weeks for a true positive test result and four weeks for a false-positive test result. We assume the initial disutility of doing biopsy is 2 weeks [50], which is increasing over time, meaning that disutility of biopsy for older patients is higher. This is mainly due to the increased risk of adverse side effects of biopsy in older ages. We assume that the disutility associated with biopsy is inversely proportional to the age-specific EQ-5D scores, a utility-based measure of health status widely used in clinical and economic evaluation of health care. These scores reflect varying negative impacts of biopsy on women’s health at different ages. We use the estimates of Hammer et al. [79]. Table A2 summarizes the age-specific EQ-5D scores and our estimates of disutility of biopsy.

Similar to the approach proposed by Ayer et al. [28], we use the age-specific post cancer mortality rates from SEER data and apply the method described in Arias [81] to
calculate these rewards. The mortality rate data in SEER is reported based on the cancer stage of localized, regional and distant. According to our definition of states in our Markov chain, those stages are part of our cancer state 3. Hence, we combine all those stages into one stage. Table A3 summarizes the data related to the test characteristics used in our model.

Table A2. Age dependent disutility of biopsy.

<table>
<thead>
<tr>
<th>Age Group</th>
<th>20–29</th>
<th>30–39</th>
<th>40–49</th>
<th>50–59</th>
<th>60–69</th>
<th>70–79</th>
<th>80–89</th>
</tr>
</thead>
<tbody>
<tr>
<td>EQ-5D values</td>
<td>0.913</td>
<td>0.893</td>
<td>0.863</td>
<td>0.837</td>
<td>0.811</td>
<td>0.771</td>
<td>0.724</td>
</tr>
<tr>
<td>Disutility of biopsy (weeks)</td>
<td>2</td>
<td>2.04</td>
<td>2.12</td>
<td>2.18</td>
<td>2.25</td>
<td>2.37</td>
<td>2.52</td>
</tr>
</tbody>
</table>

Table A3. Data related to test characteristics and observation probabilities.

| Age | Sens(CT,2) | Sens(CT,3) | Specificity | CIN3+ Threshold | $k^{CT}(CT-|s)$ | $k^{CT}(CT+|s)$ |
|-----|------------|------------|-------------|-----------------|-----------------|-----------------|
| 21–69 | 0.625 | 0.991 | 0.991 | 0.991 | 0.375 | 0.009 | 0.009 | 0.625 | 0.991 |
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