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ABSTRACT

Multi-access relay (MAR) assisted communication appears in various applications such as
hierarchical wireless sensor networks (WSN), two-way relay channels (TWRC) etc. since it
provides a high speed and reliable communication with considerably large coverage. In this
thesis, we develop the optimal power allocation, network coding and information fusion
techniques to improve the performance of MAR channel by considering certain criterion (e.g.,
minimizing the average symbol error rate (SER) or maximizing the average sum-rate. For this
purpose, we first derive optimal information fusion rules for hierarchical WSNs with the use of
complete channel state information (CSI) and the partial CSI using channel statistics (CS) with
the exact phase information. Later, we investigate the optimization of the MAR channel that
employs complex field network coding (CFNC), where we have used two different metrics during
the optimization: achievable sum rate and SER bound of the network under the assumption of
receiver CSI. After that, we formulate the optimal power allocation problem to maximize the
achievable sum rate of the MAR with decode and forward relaying while considering fairness
among users in terms of their average achievable information rates under the constraints on the
total power and network geometry. We show that this problem is non-convex and nonlinear, and
obtain an analytical solution by properly dividing parameter space into four regions. Then, we
derive an average SER bound for the CFNC coded MAR channel and aim to jointly optimize the
CFNC and the relay power by minimizing SER bound under the total power constraint, which we
prove as a convex program that cannot be solved analytically since the Karush-Khun-Tucker
(KKT) conditions result in highly nonlinearity equations. Following that, we devise an iterative
method to obtain SER optimal solutions which uses the information theoretical rate optimal
analytical solution during the initialization and we show that this speeds up the convergence of

the iterative method as compared to equal power allocation scheme. Next, we integrate CFNC

v



into WSNss that operate over non-orthogonal communication channel, and derive optimal fusion
rule accordingly, combine the SER bound minimization and the average rate-fairness ideas to
come up with an approximate analytical method to jointly optimize CFNC and the relay power.
Simulation results show that the proposed methods outperform the conventional methods in terms

of the detection probability, achievable average sum-rate or average SER.



OZET

Coklu erisimli role (CER) destekli haberlesme kanallari, yiiksek hizda glivenilir haberlesme ve
oldukca genis kapsama alani1 saglamasi nedeniyle hiyerarsik kablosuz duyarga aglar1 (KDA) ve
iki yonlii role kanallar1 gibi uygulamalarda kullamilmaktadir. Bu tezde, belli kriterleri dikkate
alarak (sembol hata oranini (SHO) en azlamak, veya ortalama toplam ulasilabilir veri hizini en
coklamak gibi) CER kanala performansim artirmak i¢in en uygun giic paylastirma, sebeke
kodlama ve bilgi tiimlestirme teknikleri gelistirdik. Bu sebepten ilk olarak hiyerarsik KDAlar icin
en uygun bilgi tlimlestirme kuralini, eksiksiz kanal durum bilgisi (KDB) ve tam faz bilgisi ile
kanal istatistigi (KI) durumlari igin ayr1 ayr tiirettik. Sonra, alicilarin KDBye sahip olduklar
varsayimi altinda, ulasilabilir toplam veri hiz1 ve sebekenin SHO fist sinir1 en iyileme Ol¢iilerini
kullanarak, kompleks alan sebeke kodu (KASK) kullanan CER kanalin en iyilemesini inceledik.
Daha sonra, ¢oz ve ilet aktarma kullanan CER i¢in kullanicilar arasinda ortalama ulasilabilir veri
hiz1 agisindan adil olan ve ulasilabilir toplam veri hizin1 en ¢oklayan gii¢ paylastirma problemini
toplam gii¢ kisitin1 ve sebeke geometrisini hesaba katarak formiilize ettik. Bu problemin digbiikey
ve dogrusal olmadigim1 gosterip, parametere uzayini uygun bir sekilde dort bolgeye bolerek
analitik bir sonug elde ettik. Ardindan, KASK kodlanmig CER icin ortalama bir SHO iist smir
tirettik ve KASK ve role gii¢ degerlerini toplam gii¢ kisit1 altinda SHO st sinirin1 en azlayacak
sekilde ortaklaga en iyilemeyi hedefledik ki bu problemin Karush-Kuhn-Tucker kosullarindaki
yiiksek dogrusalsizlik nedeni ile analitik olarak ¢oziilemeyen bir digbiikey program oldugunu
gosterdik. Bunun iizerine, ilklendirme sirasinda veri hizini agisindan en uygun olan analitik
¢Ozlimii kullanan yinelemeli bir metod tasarladik ve bunun esit gii¢ paylasimina gore yinelemeli
sistemin yakinsamasini hizlandirdigin1 gordiikk. Ardindan, KASK1 dikey olmayan kanallar
iizerinden calisgan KDAlara entegre ettik ve en uygun tiimlestirme kuralim tiirettik; SHO {ist

sinrin1 en azlama ve ortalama veri hizi adaleti fikirlerini birlestirerek KASKi1 ve réle giliciinii

VI



birlikte en iyileyen yaklasik bir analitik metod Onerdik. Benzetim sonuglar1 6nerdigimiz
methodlarin geleneksel metodlara gore sezim olasiligi, ulasilabilir ortalama toplam veri hizi ve

ortalama SHO ac¢isindan iistiin oldugunu gosterdi.
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1. INTRODUCTION

The growth of wireless communication industry continues to increase day by day with the help of
advances in the communication theory and hardware technologies, and also due to its widespread
use in internet connectivity, multimedia and data transfer, web-based applications such as
Youtube, Twitter and Facebook etc. [1]. As a result of an enormous increase in the multimedia
traffic, people demand for a high-rate and power efficient wireless connectivity. However,
satisfying the quality of service (QoS) requirements of the numerous users or wireless devices in
these high-speed wireless links is hindered by several degradations: path loss, multipath fading
multi-user interference, shadowing, path loss, and receiver electronics noise etc [2].

Firstly, information carrying electromagnetic signals in wireless medium experience a reduction
in their strengths or powers, which increases proportional to the distance they travel, and is
referred as “path-loss” [2]. Secondly, the transmitted signal reflect from the obstacles (e.g.,
buildings, plantation, vehicles) in the wireless environment, and a bunch of signals possibly with
different delays, amplitude and Doppler shifts arrive to the receiver. The superposition of these
signals results in another phenomenon called “fading”, which is another source of degradation
that affects the wireless system performance. Due to mobility of users, and the changes in the
surrounding medium from time to time, the transmitted signal may not be “heard” from the
receiver, this situation is called deep fading.

Therefore, researchers and system designers in wireless communications field should come up
with new design ideas in order to satisfy QoS demands of users for reliable, efficient and high
speed communications under these degradations while exploiting the limited resources in wireless
systems well.

For example, diversity concept is proposed in literature [2] to overcome deep fading. Basically,

diversity is achieved by transmitting the same signal over different channels that fade in an



uncorrelated fashion; consequently this decreases the deep fading probability. Diversity can be
realized in different forms such as time, frequency, spatial and cooperative diversity [2], [3] ,[4].
Time diversity can be realized, for example, with the use of an error control code and interleaver
[5]. Spatial diversity can be implemented by using space-time codes and multiple antennas at the
transmitter and/or receiver [6]. Frequency diversity is done by transmitting the replicas of the
information bearing signal through different frequency bands. In cooperative diversity, the
information bearing signal of a specific user reaches the destination with the help of both the
direct transmission and the relayed signaling, where other user(s) in the network act as relay(s)
and the exchange of data between users relies on the broadcast nature of the wireless channel [4].
Actually, the main concept behind cooperative diversity based on the relay assisted
communication channel is first introduced by Van Der Meulen [7], where there is one source, one
receiver and a single relay node that helps the source transmit its data to the destination more
reliably. In a more general setting, there may be more than one source or user, which get benefit
of the relay assistance to transmit their data more reliably to a predetermined destination, and this
system is referred as “ a multi-access relay (MAR) network”, which is proposed to overcome
basic problems in multi user wireless communications as illustrated in Figure 1-1.

In a MAR network, there are essentially two classes of relaying: analog relaying and digital
relaying [8], [9]. In the analog relaying, the relay amplifies the signal it receives and forwards it
to the destination. Hence, the analog relaying decreases the amount of processing performed at
the relay but it causes that the noise due to the electronics of the relay is also propagated to the
destination. Contrary to the analog relaying, the relay in digital relaying first cleans the message
from the noise by decoding or estimating the message, and then it re-encodes the decoded
message and forwards it to the destination, in which the decoding or estimation errors result in
incorrectness in the relayed message. Note that some relaying protocols existing in the current
literature such as amplify-and-forward (AF) falls into analog relaying whereas decode-and-

forward (DF) and estimate and forward (EF) policy are examples of digital relaying.



Basic problems to cope with

» User Demands
o High speed
o Reliability

> SOLUTION Relay Assisted Communication

Wireless Channel
o Fading

o Pathloss
o Coverage

Figure 1-1. The relay assisted communication is useful to solve the basic problems in wireless
communications

Moreover, error and outage probability analyses of relay assisted networks are investigated in
[50]-[53]; capacity and power allocation for single user relay channels are addressed in [54]-[59].
In literature, there are some important examples of MAR channel such as hierarchical wireless
sensor networks [10], [11] and two-way relay channels [12] , which are subsequently explained in

detail.

1.1 Hierarchical Wireless Sensor Networks (WSNs)

Conceptually, sensor nodes in a WSN are assumed to be simple and low powered devices with
signal processing and transmission capabilities. They cooperatively try to make a decision about a
phenomenon in the region of interest (ROI). Directly transmitting the raw sensor observations to
a central unit is not wise since the transmission of the raw data consumes excessive power and
sensors have low power. Therefore, each sensor first makes its own decision, which is called local
decision, and then transmits this local decision to the nearest central unit. Lastly, a central unit

called fusion center (FC) combines all the useful information coming from sensors and makes a



final decision, which is referred as “distributed detection” [10] and it is an instance of the MAR
channel.

The distributed detection is conventionally handled over orthogonal channels, which can be
realized by using time division multiple access (TDMA) or frequency division multiple access
(FDMA) etc [2].

In general, WSNs can have different deployment topologies such as serial, parallel and
hierarchical as depicted in Figure 1-2. In a serial topology, each sensor combines its observation
with previous sensor's decision to make a local decision. Therefore, the last node in the network
which can be considered as FC, makes the final decision. On the other hand, in parallel topology,
sensors send their decisions directly to the FC, which combines the sensor signals and arrives at
the final decision.

When a large number of sensors are randomly deployed in a large ROI, the serial topology cannot
be applicable in practice since performing the serial distributed detection of large numbers of
sensors increases the delay too much. The parallel topology is not viable for the case of a large
ROI because sensors are low powered and the FC may not be in the direct transmission range of
sensor nodes. On the other hand, the hierarchical topology is preferable to increase the coverage
of the network when the ROI is large, in which the WSN is composed of clusters as shown in
Figure 1-2-c, and each cluster has a cluster head (CLH) that acts as a relay, and each CLH fuses
the local sensor decisions within its cluster to reach an intermediate decision to send to the global
fusion center (GFC), which makes the final decision. Hence, applying this layered strategy in a
hierarchical WSN presents a practical solution for the case of a large ROI since it can be covered
with a low delay. Therefore, developing distributed detection and fusion methods for hierarchical

WSNss are very useful for many practical applications.
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1.2 Two-Way Relay Channel

Suppose two parties are not in the coverage of each other and aim to exchange their information
through a relay node. Assuming that the communication is half-duplex [2] (i.e., only one node
sends information at a time), a serial relay network in Figure 1-3 illustrates the way of
exchanging information between the users, where the relay node R first receives the information

symbol X, of the user S; and forwards it to the user S, in the second time slot, and then the user .S,
in the third time slot transmits its symbol x, to the relay node R that forwards it to the user S;in

the fourth time slot. Consequently, the whole process of exchanging information between two

users requires for time slots in total. Hence, the throughput of the serial relay network in terms of

the number of symbols per source per channel use (sym/s/cu) is % Therefore, the spectral

efficiency of the classical relaying with half-duplex communication is low since one
transmission period is divided into two time slots [13] .
To increase throughput of the network, two-way relay (TWRC) channel protocols are proposed in

[12] ,[13] and [18] , where the user S; and the user S, transmit their symbols x, and x, ,in the

first and the second time slots, respectively, and subsequently the relay node decodes the user

symbols and then forwards ,for example, their modulo-2 sum, x, @x, , in the next time slot as

depicted in Figure 1-4. Hence, the exchange of user messages is completed in three time slots in

TWRC, which provides a throughput of % sym/s/cu instead of % sym/s/cu of the classical

relaying. Consequently, this TWRC protocol provides a higher spectral efficiency since the relay
combines the user messages and forwards that combination of the user signals instead of sending
them separately [13].

It is an important to note that the TWRC is a special case of a MAR channel where the source

nodes and the destination nodes are the same. Also, the way of combining the user messages at



the relay node is called network coding (NC), which will be thoroughly explained in the next

section.
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Figure 1-3. Classical Relaying for a Serial Relay Network
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Figure 1-4. Two-way Relay Channel

1.3 Wireless Network Coding

Early works of the network coding focus more on wire-line communications where each source
communicates with a relay node over an orthogonal channel that is assumed to be error free[14].
In contrast to wire-line channels, wireless channels allow the superposition of the transmitted
signal in the “air” [8] thanks to its broadcast nature, which can be used to increase the throughput
of the TWRC that employs modulo-2 (or XOR) network coding. Consequently, physical layer
network coding (PNC) is proposed [15], where the users S; and S, simultaneously send their

information signals x, and x, to the relay node in the first time slot, and the relay node
experiences the superimposed signal x, +x, the because of the additive nature of wireless

channels, and the relay node obtains an estimate of the superimposed signal, x, , that is



broadcasted to both of the users in the second time slot (as illustrated in Figure 1-5). Hence the

throughput of PNC becomes % sym/s/cu instead of % sym/s/cu of modulo-2 (or XOR) network

coding over orthogonal channels. Note that PNC uses the multi-access nature of the wireless

channel in the first time slot to improve the network throughput.

Si
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Figure 1-5. Physical Layer Network Coding for TWRC

. 1 . .
Even though PNC achieves the throughput of 5 sym/s/cu, it is applicable for only TWRC. For a

general MAR channel where the sources and destination nodes are different, PNC is not useful
since the relay cannot uniquely decode the user messages, and this deteriorates the error
performance of the system.

To remedy that, the complex field network coding (CFNC) has been proposed [20] as illustrated
in, where each of N users is first assigned to a unique pre-determined complex number
6, fori=1,2,..,N that is referred as signature. Then, each user weights its message by its
signature and then simultaneously broadcast them in the first time slot, which are superposed at

both the relay and destination nodes. In the second time slot, the relay decodes each of the user

messages from the superposed signal and estimates the noise-free CFNC

symbol 6x, +6,x, +..+06\x, , which is then forwarded to the destination node in the second

time slot. Finally, the destination node jointly decodes each of the user messages from the signals
it has received in two time slots. Note that each user messages (assuming they are drawn from a

finite constellation) can be uniquely decoded from the CFNC symbol 6x, +6,x +...+6yx, as



long as 6, # 0, fori# j. Hence, CFNC uniquely allows decoding of user messages under multi-

access interference (MAI) which is introduced due to the non-orthogonal communications, and
. 1 . e
provides a throughput of 5 symbol per source per channel-use. Moreover, it has also ability to

provide full diversity irrespective from signal-to-noise-ratio (SNR) and the type of employed
modulation [20]. Because of these nice features, in this thesis, we consider the CFNC as a

network coding scheme.
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Figure 1-6. Complex Field Network coding

Diversity gain of network coding in wireless networks is analyzed in [60]. Also, practical
implementation problems such as network layer issues, symbol and carrier phase asynchronies

and channel coding-decoding strategies for network coding are investigated in [61]-[66].

1.4 Problem Definition and Related Literature

In this section, we give a literature overview regarding the issues throughout the thesis.



1.4.1 Distributed Decision Fusion

Early works of distributed decision fusion with multiple sensors goes back to early 80’s. In the
first works of this literature, the distributed decision fusion rules for WSNs are derived both under
Bayes and Neyman-Pearson criteria, when the sensors have conditionally independent
observations [21]-[26]. Then, authors in [27]-[32] analyzed how distributed decision fusion can
be performed when sensor observations are correlated. Up to this point, aforementioned works
was interested in optimally fusing the decisions of the sensors and they do not take the limitations
on the communication resources into account. Therefore, the studies in [33]-[37] consider the
communication constraints while performing distributed decision fusion. Also, authors in [38]
included the communication errors during the decision fusion process, and the optimal decision
fusion strategy under Bayes criterion is obtained for non-ideal communication channels in [39].
Channel-aware optimum and sub-optimum fusion rules are derived in [40] and [41] by
considering wireless channel imperfections.

Thus far, the referred works regarding the distributed decision fusion assume that sensors are
deployed in a parallel topology. However, a hierarchical topology is more practical to serve in a
large ROI as mentioned in Section 1.1. Hence, the distributed decision fusion in hierarchical
WSNs becomes crucial, which was analyzed in [42] and [43] by considering only the noise
without taking the fading into account. Therefore, developing distributed decision fusion rules

over fading channels in a hierarchical WSN is useful to be used in practical applications.

1.4.2 Wireless Network Coding & Optimal Power Allocation

As mentioned in Section 1.3, network coding is to combine data of several users and then send
the resultant combination to the destination(s) to overcome bandwidth inefficiency of the multi-
user communications, which is first proposed in [17] for wired networks. Then the first practical
network coding strategy that is performed at the relay node is XOR method proposed in [18].

Eventually, PNC was proposed in [15] to increase the throughput of wired and wireless
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channels. Although XOR method and PNC are efficient protocols for TWRC, they cannot be used
for exchanging information among more than two users and for the case where the destination
nodes are different from the source nodes. On the other hand, the complex field network coding
(CFNC) proposed in [20] allows uniquely decoding of user messages as long as their signatures
are distinct, which makes the CFNC be robust against multi-access interference (MAI) due to the
simultaneous transmission of the user messages ,and thus it achieves a throughput of 1/2 symbol
per user per channel-use irrespective from the number of users in the network.

Therefore, the signature selection becomes an important issue for the CFNC coded MAR system.
Wang et.al. [20] select signatures based on linear constellation precoding, which are purely
complex exponential and distinctively rotates the constellation of each user. In contrast to [20],
one can also employ signatures with non-unity magnitudes, and optimize them according to
certain criterion (e.g., minimizing the average symbol error rate (SER) bound or maximization the
total information rate under the average rate fairness) to enhance its performance by keeping the
average transmit power of the network limited, which results in the optimizing the constellation
and power of the users simultaneously. In addition to signature optimization, the performance of
the system can be further improved by appropriately allocating the relay power. Hence, joint
optimization of the user signatures and the relay power is an important problem to research for.
To best of our knowledge, there are a few studies in the context of power optimization in network
coding. In [71], authors propose a constellation optimization method based on instantaneous CSI
of users for TWRC which applies PNC where users apply QPSK modulation and relay uses
denoise and forward relaying. Also, Zaidi et.al. [72] optimized the mapping at the relay in a way
that maximizes the achievable sum rate of an orthogonal additive white Gaussian noise (AWGN)
MAR channel which employs PNC. Last, Wang et. al. [73] investigated a special network with
two sources, two destinations and a relay where PNC is applied and destinations cannot directly
receive from their corresponding sources. They proposed a power adaptation method to maximize

the achievable rate of the network under peak power constraint for sources and relay and

11



assuming that CSI of communication channels are available at each node.

Besides theory, RAC take its part in the standards of fourth generation (4G) communication
networks like Long Term Evolution — Advanced (LTE-Advanced) [74]. In June 2013 “world’s
first publicly available LTE-Advanced network™ which applies relays with decode and forward
capability is deployed by SK Telecom in South Korea [75]. These developments show that future
generation communication networks will need RAC to satisfy customers’ data and speed
demands.

In this thesis, we shall also consider CFNC coded MAR system and devise performance booster

strategies, which are summarized in the next section.

1.5 Scope of the thesis and Contributions

This thesis is organized as follows:

In Chapter 2, we consider WSNs which are a specialized usage of wireless technology to handle
environmental monitoring and surveillance applications. For a WSN with hierarchical topology
we investigated optimum fusion rules using exact channel state information (CSI) and exact
phase knowledge with the envelope statistics. We show that even the fusion rule with exact CSI
performs better in terms of detection performance; it is much more complex when compared to
the fusion rule with exact phase knowledge with the envelope statistics. Hence, we confirm that
when processing power is crucial for a WSN, fusion rule which uses exact phase knowledge with
the envelope statistics become a good choice with a little detection performance degradation. We
also show that, when the total number of sensors is constant preferring small clusters sizes have
positive impact on detection probability regardless of fusion rule.

We introduce a power optimization problem for complex field network coded relay assisted
communication (CFNC-RAC) channel which uses decode and forward for relaying in Chapter 3.

We propose a power optimization method for users and relay which fairly maximizes information

12



rate. In detail, we define an optimization problem to maximize the average sum capacity of the
users while considering fairness in information rate under a total power constraint. By portioning
the parameter space we come up with an analytical solution to this problem which is non-linear
and non-convex. Also, we give bit error rate (BER) performance of this proposed system,
compare it with a non-optimized system and show its performance superiority.

Chapter 4 introduces upper bound for symbol error probability (SER) of users at destination node
for CFNC-RAC. Then, we propose to choose complex signatures in a way that minimizes this
SER upper bound considering a total power constraint over users. We define a convex
optimization problem and using Krush-Kuhn-Tucker (KKT) conditions we find the condition that
argument of each complex signature have to satisfy. Besides, we obtain a highly non-linear
relation between absolute values of complex signatures of each user which cannot be solved
analytically. Then using the result we obtained in Chapter 3 as initial values of user power, we
obtained the optimum power allocation for users using Taylor expansion around this initial point.
We give BER performances of this proposed power and signature optimization and show that it
has better BER performance when compared to the non-optimized system.

In Chapter 5, we first derive SER upper bound under the assumption that relay power is
adjustable. Then we jointly optimized the signature powers and angles of users and relay power
using this upper bound. Again, the relationship between user signature powers and relay power is
highly nonlinear and analytic solutions cannot be found. Hence we select solution that we
obtained in Chapter 3 as initial point and used Sequential Quadratic Programming (SQP) where
we can write each step analytically, to obtain the optimum solution. Then, we show BER
performance of proposed power and argument selection method to quantify the performance
improvement of the proposed method.

In Chapter 6, first we give some background information about classical distributed detection.
Then, we propose to use CFNC in distributed detection in WSNs and introduce system model for

CFNC assisted distributed detection. We derive SER upper bound at the destination under the
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assumption that relay power is adjustable and symbol probabilities are not equal. We propose to
choose signatures which minimize SER at destination in order to decrease communication errors
in detection process and define the optimization problem which minimizes the SER upper bound
at fusion center under total power constraint. Since we have a more complicated optimization
problem when compared to previous chapters, we end up more complicated relations between
user powers and relay power. For this case, we come up with another initial point selection
method where we model all users as a one super node. We derive this super node’s pair wise
error probability at destination and we obtain power value of this super node and relay by
minimizing the worst case PEP. Finally, we give receiver operating characteristic and error
performance curves for proposed method and show its supremacy over classical distributed
detection.

We conclude and give possible future work in chapter 7.

14



2. Distributed Decision Fusion over Fading Channels in

Hierarchical Wireless Sensor Networks

As we introduced in Chapter 1, in distributed detection local sensor nodes make their own
decisions and then send these decisions to the nearest CLHs and CLHs send their decisions to the
GFC. Since sensor nodes transmit their decisions instead of transmitting their raw observation
data distributed detection is more reasonable for the networks with limited resources and it is
preferable for WSN with limited resources [10]. In this chapter, we study distributed decision
fusion problem for WSNs with hierarchical topology.

In the literature, the distributed detection problem in a WSN using Bayes or Neyman-Pearson (N-
P) criterion has been investigated comprehensively by deriving fusion rules and detection
techniques [22]- [26] under the assumption of conditional independence. Additionally, the
decision fusion based on correlated observations has been analyzed in [27]-[32]. Some studies
have been dedicated to distributed detection under communication resource constraints [33]-[37].
All the above-mentioned works assume the communication between the sensor nodes to the
fusion center to be error- free. To relax this assumption, Thomopoulos and Zhang [38] have
come up with the idea of distributed detection over non-ideal communication channels under the
N-P criterion. They have only considered the effect of the noise and assumed that the
communication channel between each sensor and the fusion center is binary symmetric channel
(BSC). Then, they have employed person-by-person optimization to determine the optimal LRT
thresholds for both the local sensor and the fusion center. Later, Chen and Willet [39] have shown
that the local sensor decisions obtained through LRTs are also optimal using the Bayes criterion.
Unfortunately, in addition to noise, fading is also present as another source of degradation during
the signal transmission and information fusion in a practical WSN. To address that, Chen et. al.
[40] have derived optimum and sub-optimum fusion rules for noisy and Rayleigh faded WSN

with parallel structure when the channel state (CSI) information (i.e., fading coefficient) is
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exactly known at the fusion center. The work in [40] has later been extended by Niu et. al. [41]
to derive optimal and sub-optimal fusion rules when exact phase information along with the
envelope statistics of the fading coefficient is exactly known at the fusion center, which is
referred as channel statistics (CS) based fusion rule.

All previously mentioned studies have derived the fusion rules for WSNs with the parallel
topology, in which sensors send their local decision directly to the fusion center. While the
parallel topology is theoretically important and analytically tractable, it may not realistically
present the way a practical WSN operates. In most WSN applications, sensors have irreplaceable
power supply, which limits the transmission range of each sensor. To increase the coverage of the
network, the hierarchical topology is preferable, in which the local sensors send their decisions to
the local fusion centers called cluster heads (CLHs) and each CLH fuses these local sensor
decisions to reach an intermediate decision to send to the global fusion center (GFC), which
makes the final decision.

Recently, the distributed detection for a hierarchically configured network has been analyzed in
[42] and [43] by assuming that the communication links are degraded only by noise, for which
BSC model is used. In [43], the majority voting fusion rule has been employed, which assigns the
same weight to all communication links, participating in the fusion at each CLH or at the GFC,
regardless of their individual reliabilities. Because of that, a heuristic weighting rule has also been
proposed in [43] to improve the performance of the majority rule, which gives relatively higher
weights to more reliable links. In [42], the optimal decision fusion policy for BSC has been
shown to be weighted order statistics whose weights are positive integers and obtained according
to the reliabilities of the links. In addition, the uniform clustering has been considered in [42]
while the non-uniform clustering has also been analyzed in [43].

Authors in [42] and [43] have fused hard decisions of the sensors under the BSC model, which
causes loss in information [43]. As pointed out in [43], a BSC model may not be the best

modeling choice for a wireless communication link, which experiences fading in addition to
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noise. Hence, in this chapter, we have the fading and noise together taken into account and

proposed signal level fusion methods for a hierarchical topology. Specifically, our contributions

can be summarized as follows.

Under the knowledge of the complete fading channel state information (CSI), we develop
likelihood ratio test (LRT) based optimal fusion rule referred as LRT-CSI. For this
purpose, we obtain optimal weights of CLHs in terms of probability of detection and
probability of false alarm by deriving the probability density functions of LRTs of all
CLHs.

We analyze the computational complexity of LRT-CSI and state that it requires many on-
line computations.

To devise a fusion rule with lower complexity, we utilize the exact phase with envelope
statistics (CS) of the fading channel and develop optimal LRT based fusion rule called
LRT-CS. During its development, we derive the probability density functions of LRTs of
all CLHs in order to determine their optimal weights in terms of their probability of
detection and probability of false alarm.

We analyze the computational complexity of LRT-CS and show that the on-line
computations of LRT-CS are less than that of LRT-CSI and most of the computationally
intensive steps in LRT-CS can be done off-line , which makes it practically attractive.
Finally, we investigate the performance of LRT-CSI and LRT-CS through extensive
numerical simulations , where the effects of various parameters such as signal-to noise
ratio (SNR), number of clusters and/or number of sensors per cluster, types of clustering
(i.e., uniform and non-uniform clustering) , false alarm and detection probabilities of

sensors are evaluated extensively.

In the next section, we describe the WSN model with a hierarchical configuration, while we

derive LRT based fusion rules using CSI in Section2.2. After that, the LRT based fusion rule
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using CS is given in Section 2.3. In Section 2.4, the computational complexity of the proposed
detection methods are analyzed and their performance evaluations are investigated through
numerical experiments in Section 2.5. Finally, our conclusions are summarized in Section 2.6.

2.1 The System Model of a Hierarchical WSN for Distributed
Detection

In this section, we present a system model of the hierarchical WSN configuration, which
considers the fading and noise during the data communication and distributed detection. For this
topology, we assume that there are N clusters each with K sensors' and all the sensors in each
cluster work collaboratively to distinguish two or more hypotheses and send their decisions to the
associated cluster head for intermediate data detection. Following that, cluster heads send their
decisions to the global fusion center in order to reach a final decision.

In this work, we focus on binary hypotheses: H, and H, (e.g., they may represent the existence
and absence of a target respectively) at region of interest. As depicted in Figure 2-1, the /" sensor

in the m™ cluster acquires an observation z}, and quantizes it to reach a local decision of binary 0
or 1. Then these decisions are modulated through Binary Phase Shift Keying (BPSK) to obtain
the signalx7', which is assumed to take values of -1 and 1 for decision 0 and decision 1
respectively. The modulated signal x7' is later sent to the m™ CLH over the flat fading channel.

By employing phase-coherent detection, receiver eliminates the phase of the signal therefore the

amplitude of the received signal at m™ CLH becomes

rt=h'x} +n, 2.1

where A4} is the gain of the Rayleigh fading channel between the ™ sensor and m" CLH, and

n, is the additive white Gaussian noise (AWGN) sample that is assumed to be zero-mean and

! Although we have assumed clusters with equal size K, the expressions and derivations are still same for the case of clusters with
different sizes. Specifically, it is enough to replace K with K,,, which denotes the size of the m™ cluster.
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variance of o~
After the m"” CLH acquires all the signals from the sensors within the associated cluster, it arrives

at an intermediate decision, which is sent through BPSK modulated signal, s _, to the GFC over

an another wireless link. Under the coherent detection at GFC, the amplitude signal from the m”
CLH becomes

ym :ngm +nG (22)

where g is the fading coefficient of the channel between the m” CLH and the global fusion

center, and n,, represents an AWGN noise source that has a mean of zero and a variance of o”.

Finally, GFC reaches a final decision by combining all signals from CLHs. Using the
hierarchical WSN model explained above, the LRT fusion rules based on Neyman-Pearson (N-P)
formulation will be derived in the following two sections, where the instantaneous CSI of all

wireless communication links within the m™ cluster and the instantaneous CSI of all GFC-CLH
communications are denoted by a vector h, A =[A",h),... ,h¢], and g=[g,,.g,,..- .&v],

respectively. Also, in the subsequent developments, the vectors y=[y,...,r,]and

r, =[r",r",..,ri"] show the received signal vector at the GFC and at the m" CLH, respectively.
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Figure 2-1. A wireless sensor network in hierarchical topology with two cluster heads and a global fusion
center
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2.2 Likelihood Ratio Test (LRT) Based Fusion Rule under Perfect
Channel State Information

In this section, we assume that instantaneous CSI of all wireless communication channels in the

network, namely, g =[g,,g,.... .gy]and h=[h . h,,... }h,]are known at GFC. Moreover, the m"
CLH is supposed to have only the knowledge of the CSI vectorh,, . Because of the conditional

independence assumption, the optimal detection rule at both the GFC and each CLH is LRT
based monotone threshold rule [44]. Therefore, LRT based global fusion rule in log-domain for

the hierarchical structure can be expressed as

2

() (mtem)
f(y|H19h9g) u PD (hm)e 207 +|:1_PD (hm ):'e 2
A =log—-—"SL=) 1| 2.3
G(y) ng(y|HO,h,g) mZ:; o8 (g (n*&n)’ 2.3)

P.(h,)e 27 +[1-P.(h,)]e >

where P, (h,, ) and P, (hm )are detection and false alarm probabilities of the m" CLH with CSI

vector h, . It is important to note that there is a major distinction between the fusion rule in Eq.

(2.3) and the channel-aware decision fusion developed in [40] for the parallel topology. That is
both probability of false alarm and the probability of detection at each CLH change over the time
since it is assumed that the fading coefficient of the wireless channel changes independently from
symbol to symbol.

In order to use Eq. (2.3), GFC needs to determine the performance indices of the all CLHs
namely P, (h,)and P, (h,) for 1<m< N, which also depend on the fusion rule employed at
the CLHs. As mentioned above, the optimal network performance requires that each CLH
performs LRT during the fusion of the decisions transmitted by the sensors within that cluster.

Therefore, the log likelihood-ratio (LLR) performed at m” CLH with CSI vector h, is given by

f(rm Hl’hm) _ S m
7(r,|Hyh,) _;W(r’ ) @4

where the LLR of the received signal »" under the complete information on the channel fading

A, (r,)=log
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coefficient A" is represented by y/(zfj’”) and defined as

(r'/-"’ 711;-” )2 (r,"’ +hj'v" )2

aLw) | ppe 2T A (1-Py)e

2 2
m_pm mpm
7(7/- ] ) (r/- +hj )

m 202 _ pm 22
PF_, e +(1 PF, )e

(2.5)

where F;' =P (x;.” = 1|H 0) and P, =P (x;.” = 1|H 1) are false alarm and detection probabilities of

the /" sensor in the the m"” cluster respectively.

The performance indices of the m” CLH under the LRT based fusion rule can be determined as

HO}
Hl,hm):P(zt//(rj’")>tm HIJ
j=1

where ¢ is the optimal threshold used by the m™ CLH in order to perform the LRT and it is

P.(h,) :P(Am (r,)>t, |H0,hm)

J

P[Zw(r}")>tm

(2.6)
Py(h,)=P(A,(r,)>1,

dependent on the CSI vector h . However, due to notational simplicity, we have let its
dependence on h,, be implicit.

The determination of the false and detection probabilities in Eq. (2.6) necessitates knowing the

conditional distribution of A, (r,) for each hypothesis. The calculations of these conditional
probability density functions (pdfs) amount to the determination of the conditional pdf of l//(rj”’)
for each hypothesis since they are conditionally independent random variables under H, or H,.
With this motivation, we have derived the conditional pdfs of l//(rj'") under H, and H, as

stated in the following theorem.
Theorem 2-1: For notational simplicity, let us drop the subscript and superscript of all variables

(rhy 7(r+h7)2
Pye @ +(1-P))e >
(r-h)* (r+h)

PFe_ 207 +(1—PF)e 20°

in Eq. (2.5) and obtainy =log

. The conditional pdfs f (1// | Hl) and
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f(w|H,)are given as

i)
VIm)= 2\27h[1-P,~¢" (1-P.)|(¢"P. - B,)

1 2 1 2
> (po—h) ——(po+h)

Pe 2 +(1-P))e (2.7)

L ] pozilog{u—PD)—wu—Pp)}
2h

&' PP,
1-P P
Ulw-lo D\ |-U|w-log| £
{l// g[l_PFJ] [W ¢ PFJJ]

And
oe” (P, - F;)
H =
f(vit,) 22zh[1-P,-¢" (1-P.)|(¢" P. - P,)
- T
pe =" L1-p)e " (2.8)

2 [(1-p,)-¢" (1-P,
L B p(,:o——lo (1-Fp )=e" (1-Fr)
2h &' P-—Pp

enle) i)

where U (x) is unit step function, which equals to one for x >0 and zero for x<O0.

Proof of Theorem 2-1: For simplicity, we drop the subscript and superscript of all variables in

(k) (r+ny’
Pye * +(1-P))e >
Eq. (2.5) and obtainy =log| —2 © = (1=5)e T and 7=hx+n. The conditional pdf

Pe * +(1-P.)e >
f(l//|H1) and f(w|H,) , can be derived using the conditional pdf f(r|H1) and f(r|H0)

respectively together with the Jacobian transformation [5] as

f(r|Hl-)‘

flyl|H,)= zk: i) fori=0,1 (2.9)
dr o

where P represents the k" root of r for a given ¥ .

Given the CSI /4, the conditional pdf /(| H,)can be determined as
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F(riH)=2f (rx[H)= f(r|xH)f (x| H)

X

=f(rlx=LH )P+ [(rlx=-LH)(1-F,)
=f(rlx=1)P, + f(r|x=-1)(1-F,) (2.10)
) 1 (r+h)’

1
=P 200 4 (1- P,
D\/27r0'e ( )\/ To

where we used the fact that f(r|x, H,) does not depend on H, for given decision x. Similar to

e 207

that, (| H,)can be obtained as

(r—h)’ (r+h)’
1 > 1
flrit)=h e 0 (=B

To perform Eq.(2.9), the derivative of i with respect to » is needed and it can be derived as

(2.11)

—2rh

dy 2h(P,-F,)e

52 —2rh —2rh
(72|:PD +(1-Py)e MPF +(1-P)e” }

which is greater than zero for 0< P, <P, <1 and -oo<r/" <o. Therefore, LLRy is

(2.12)

monotonically increasing function of r for0 < P, < P, <1. The infimum and supremum of the

can be obtained as

Wie = hm 1//( )=log =5 (2.13)

1-P.

PD
Vap = 111111//( )—log — (2.14)

F

. 1-P, P,
Therefore, the support of the y is | log P ,log| —= I for P. <P,. As a result of the

—F F

monotonicity of i, the root of r for a given  exists and is unique for

log =5 <y <log 5 , which can be obtained as
1-P, P.

2 1-P 1-P.
0,=Z log (=h)=e( ) for log| —=2 =5 <y <log ) (2.15)
1-P, P,

2h ¢'P. P,
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By combining Egs. (2.9)-(2.15), we derive the conditional pdfs f (v |H,)and f(y|H,) as in
Eq.(2.7) and (2.8), respectively.

. QED.
Using the result in Theorem 2-1 together with the conditional independence of l//(rj”’) , the

conditional pdfs of A, (rm ) in Eq.(2.4) can be calculated under H,and H, as

/(A (rm)HO):f(l//(l’im)HO)*."*f(l//(rIgz)
F (A (e ) =1 (v (), e (v (1)

where * denotes the convolution operation.

) (2.16)

)

By combining Egs. (2.6) and (2.16), the false alarm and the detection probabilities of the m” CLH

can be determined as

()= [ £(A,(x,)| Hyh, ) dA,
. (2.17)
Py(h,)=[f(A,(r,) H.h,)dA,

Thus, we can calculate each CLH’s false alarm and the detection probabilities using Eq.(2.17)
and then these probabilities are used to employ the optimal LRT test using global fusion rule in

Eq. (3) as

Ag(y) 2 1 (2.18)

where ¢ is the decision threshold and x,, is the decision made at the GFC, which is 1 if the fusion
rule is greater than the threshold and is otherwise zero. Note that both A, (y) and ¢, depend
instantaneously on the CSI vectors gand h .Therefore, the global threshold value need to be

optimized for each of CSI vectors to achieve a fixed false alarm probability P, expressed below.

P.=P(Ag(y)>15 | Hy) (2.19)
Hence, using the optimal threshold value, the instantaneous detection probability at GFC can be

determined as
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P,(g.h)=P(A;(y)>t,| H,) (2.20)

where P, (g,h) denotes the instantaneous detection probability of the GFC. The overall detection

capability of the network can be measured by determining the average detection probability 13D as

P,=E,,[P,(gh)] @221

where E,, [] represents the expectation operator with respect to CSI vectors gand h.

Although the LRT-CSI fusion rule is optimal, it requires to use the complete CSI of all
communicating nodes and performance indices of CLHs in terms of their detection and false
alarm probabilities for all time instants. Therefore, its computational demand is expected to be
high (please see Section 2.4 for details).

Also, it is important to note that, CSIs between sensor nodes and CLHs have to be known by
GFC to perform this fusion rule. Namely, CLHs have to transmit these CSIs to GFC before the
calculation of Eq.(2.3). However, these CSIs can take any value between zero and infinity since
they are assumed to be Rayleigh random variables therefore in practice they have to be quantized
before transmission. Due to this quantization, GFC cannot have the complete CSI values and
transmitting the quantized CSIs increases the communication burden of the WSN [5].

To reduce the computational complexity of the LRT-CSI and to save the resources, we relax the
requirement of using complete CSI, in the next section, and derive a channel envelope statistics

(CS) based fusion rule for the hierarchical topology.

2.3 LRT Based Fusion Rule under Channel Statistics

The phase-coherent detection used in the signal model (refer to Eq.(2.1)) requires the knowledge
about the exact phase of fading coefficient, which can be obtained either by employing a first
order Phase Locked Loop( PLL) that assumes slow fading, or by using a preamble symbol [42].
After having the fading phase, one can also estimate the fading envelope. However, the use of

fading envelope directly leads to LRT-CSI, which is computationally expensive and resource
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consuming (please see Section 2.4 for details). Therefore, in order to devise a fusion rule with
lower complexity, we develop LRT based fusion rule, which uses only the exact phase
information with channel envelope statistics (CS) for a hierarchical WSN. For this purpose, we
first average the conditional distribution of the received signal over channel envelope statistics for
each hypothesis and then perform LRT afterwards, which is referred as LRT-CS. Hence, LRT-CS
based fusion rule at the GFC can be written as

& | [ algnH) f(2.)dg, | & T ruim)
_Z jf Y| &urHo) S (80)d8, =21 g{f(ymHo)} (2.22)

m=1
The conditional pdfs needed to perform Eq. (2.22) can be determined in similar lines with the
parallel topology [45] and be stated as

2
Ym

7 Ho)zmeww | 2. -0(a,¥,) N27a,p,e

=
Ny
T

(2.23)

Vo (agy,,, ’

2 )
M)yt (1l el e

f (v

where P, and P, denote the false alarm and detection probabilities of the m" CLH under CS

respectively, and20'§ is the average power of each channel between the GFC and every CLH,

and a, =(Jg/0',10'§ +02).
By combining Egs. (2.22)-(2.23), the LRT-CS based fusion rule at GFC can be derived as

N 1+[P - (a ym)]\/ﬂaye 2

A, (v)= Zlog

m=1

(2.24)

a ym)

1+[P (a ym)]\/ ra,y,.e *
Similar to the above development, the following LRT-CS based rule for the m™ CLH can be

written as
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SO [ CyH) £ () an (" 1#,)

where the conditional pdfs of the signals received by the m” CLH under each hypothesis can be

e [ 7 (1t (h;")dh;"} i [M} 225

obtained respectively as

o (ry)
707 )=y el -l Namare
7 2 (2.26)
20_ 7£ (ahr;ﬂ)

:me 207 1+[P5’j (ah r )]x/_a,l

where 20, is the average power of every channel between each sensor and the m™ CLH, and

a, =(o*h/0«/0,f +02)

Therefore, the LRT-CS based fusion rule at the m™ CLH can be obtained through Egs. (2.25)-

(2.26) as

(ar)
i (rm)=ZKl:10g 1+[PD/ (ah )]\/_a;,r e( ;)2
" 1+[P Q(ah )}/_ahr e ?

However, it is important to note that the global LRT-CS rule at the GFC in Eq. (2.24) requires the

(2.27)

calculation of the false alarm and detection probabilities of all CLHs (i.e., £ and

P, respectively) before fusing the information. These probabilities can be determined as

P = (A, ()57 |H,)- (z%( o7, |HJ
Hl)zP(jZ;t//m(rj’")>t HIJ

where 7 _1is the optimal threshold and the LRT of the signal sent from the j" sensor to the m"

(2.28)
P, =P(A,(r,)>i

m

CLH when CS is known, is denoted by y (r.’") and can be written as

J
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("‘f’im)2
1+[PL;"j—Q(ahrj’”)]\/gahrjme 2

)
1+ [PF’:’ - Q(ahrj’" )] \/Eahrjme 2

Hence, the determination of the false alarm and detection probabilities of each CLH necessitates

(2.29)

the conditional pdfs of y (’”,-m) for each hypothesis, which we derive in the following theorem.

m

Theorem 2-2: For the sake of notational simplicity, we denote v (rj ) as y_ . The conditional

pdfs f (l//m |H0) and f (l//m |H1) can be obtained as

20 e’
27[(0,? +o’ )(PL’)’: - )ah

f(‘//cs H1)=

Po ’

% e(cr,fﬂrz) [Pg: \/Eahpo + C(Clhpo )]

P
X U(y,)-U|y, ~log| —
PF/

Po ’

20 ’
ol )[(Pzgnj _l)mahpo +C(a,p, )J

1

-1 ev -
e {[(PD"; A (PF”J‘I)WJ

U tog| 2 ||y
Vo ~log) T, (ve)
: (2.30)

where U(x)is unit step function, which equals to one for x>0 and is zero for x<0, g~ (x)is

and C(x) = e~ | x|\270(| x|).

the inverse of the function g(x) =

C(x)

Similarly,
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2 o e_‘//c.\

27[(0,? + 02)(PL;'; —PF';’)ah

s

H,)=

Po

X (Uhm |:Pm\/_ahp0 +C(ahp0):|3

pr
U(%)—U[V/w —log{Pm B

2
Po

2,52 3
] (P2 -1W2za,m, + Clap,)]
- el
70 [[( B 1) (2l —1)}/5 J

U P U
Vo ~log| T (Vo)
" (2.31)

In order to derive the results of Theorem 2-2, we first prove the next two lemmas.

Lemma 2-1: y__ in Eq. (2.29)is a monotonically increasing function of 7" for 0<F' <F; <1

. . 1-P, P .
and —oo<r"<oo, and its support 1s[log(l PD],log(FDD. Also, = satisfies

F F
thaty >O0for /" >0,y =0for r"=0andy <O forr"<O0.
Proof of Lemma 2-1:

The derivative of y_ with respect to r;" can be obtained given as

(ahrl[”)z p" —p"
dWcs _ ,271'61,16 ( [j/' F/') :
d}"-m (ahr ) (ahr )h

j 1+[ng (ah r )]«/_ah r 1+[PF’7 (ah r )]«/_ah

Now, let us consider the following function with parameter @ as
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2

f(x)=1+[a)—Q(x)]\/Exe% for —oo<x<wand 0<w<1 (2.33)

1

N27wx

It is well known that Q(x) < e for x>0 [5]. Using this property, it is clearly obvious

1

N27mx

that f(x) positive for x>0and 0<w<1. For x<0, we can obtain Q(x)<1-|— e by

using the fact that O(x)=1—Q(—x), and then the bound on f'(x) can be determined as

f(x)>(a;—1)ﬂxex7 (2.34)

Since @ is between zero and one, (@—1)+/27x is greater than or equal to zero forx <0, which
makes f'(x) is positive for x <0. Hence, f(x)is always positive for all x and @.

Let us now define f (x,a)) as f (x) with parameter @, which is nonnegative and less than one.
The denominator of Eq. (2.32) can be written as f (ahr/.’”,PIS'j )x f (ahrjf”,PF":) which is strictly

positive for all values of 7", ng and PF':’ . The numerator of Eq. (2.32) is strictly positive for

m

PF':’ < P,;’j . Hence, v in Eq. (2.29) is a monotonically increasing function of r" for

OSPF’;’ <P[’,’: <land —0 <7 <.
Since y_ is a monotonically increasing function with y (0) =0, it should also satisfy the

following equation

> 0 for rj'" >0
=0 for rj’" =0 (2.35)
<0 for rj”’ <0

m

The infimum and supremum of the y (rj ) can be obtained as

1-P7
(7). = () 250
F./

1t ==
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pr
v (" )p = jlmim v ()= log{;; J (2.37)

" - Pl <P
Thus, the support of the Ve (r’ )is (log(i b j,log(%n for

-.QED.

As aresult of Lemma 2-1, we have proved that the root of r" for a given y_ in Eq (2.29) does

exist and is unique fory e [log(i_i D J,log(%n. However, a closed-form solution to find
—F F

the root is not possible directly from Eq.(2.29). Instead of determining a closed form solution, one
can numerically obtain the root by finding the inverse of the function y_ , for which one may
employ a curve-fitting algorithm such as the Levenberg—Marquardt algorithm [46] that has
complexity of O(n’) [47] . However, since the inverse of . also depends on P,;’j and PF'f, we
obtain different curves with regard to the inverse for various values of P,;’j and PF'f

Consequently, this approach can be very exhaustive and impractical to implement. Therefore, we

need a way to determine the root of r", which should work for any ng and PF'f and be

practically simple to employ. For this, we propose a method in Lemma 2-2.

Lemma 2-2: The root of r" forany v, P[’,'I' and P;:’ can be obtained as

1 . e’s —1
a_hg 1 (Pgl/ - Pg)\/ﬂ fory 20
Po = | |
1 . e’ —1
P |G T ) B

C(x)=e""~|x|\270(| x))

and .

-1
where & () is the inverse of the function g(x)=

C(x)
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Proof of Lemma 2-2:

Let us consider the following well-known asymptotic approximation of Q(x) [5]

1

N27mx

1

N27wx

where we have used the fact that Q(—x)=1-0(x).

e '? forx>3

IR

0(x)

(2.38)

1+ e " forx<-3

This equation can be re-written alternatively as

(2.39)

eh V27xQ(x) for x >3
e =
V27xQ(x)—~27x forx<-3

Note that the approximation in Eq.(2.39) is very accurate for |x|>3 but it is otherwise

72 .
*2in terms

inaccurate . To obtain more accurate results, we express the quadratic exponential e
of Q(x) and add a correction function C (x) so that for all values x, Eq.(2.39) can be re-written

with an exact equality as

e _ x\/ﬁQ(x) +C(x) forx>0 (2.40)
x\/EQ(x) —x27 + C(x) forx<0
The correction function C (x) can be obtained from Eq.(2.40) as
2 _x\2 for x>0
c(x)=1° w270(x) o (2.41)
e’ —x\/EQ(x) +xv27 forx<0

which can be shown to be an even function of x and is always positive. The correction function

C (x) in Eq.(2.41) is a decreasing function of |x| and has also the following limits: 1irr(}C (x) =1

and lim C(x)=0.

The function f (x) in Eq.(2.33) can be put in an alternative form by expressing Q(x)x/ 27x in

terms of quadratic exponential and the correction function using Eq.(2.40) as
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1+ a)\/27rx—[ 2—C(x)He2 forx>0

f(x)=1 ¢ § (2.42)
1+ a)\/gx—[ez— ()+\/_xH 2 forx<0

This equation can be further simplified as

(a)\/ngrC(x))e% forx>0
(%)= i (2.43)
[(a)—l)x/gx+C(x)]e7 forx<0

By utilizing the approximation in Eq. (2.40) and using Egs. (2.33), (2.43), v in Eq (2.29) can

be re-written as

o)
o)
o +cEajj”’m§]

J

v, (r")=log

forr" 20 (2.44)

\\

log

(P’” —I)J_ahr +C(ah for <0
(P”’—l)\/_a,r”’JrC(ahrj) s

where ! (x, a)) denotes ! (x) with parameter ®.
Fortunately now, handling Eq.(2.44) to find the inverse of y _ is easier as compared to Eq.

(2.29) since it just depends on the correction function C(x) and x where x=a,r/

. By using Eq.
(2.35) and by elaborating Eq. (2.44), we come up with the following expression
e’s —1
fory >0
. (B —e"= Py N2x

h'j J J

— = (2.45)

C(ahrj’") '//cs _1
fory <0
[(P,;’j —1)-e" (P - 1)}/2;; |

The left-hand side of Eq. (2.45) can be expressed using the following function
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g(x)= (2.46)
The function g(x) is an odd function of x, and therefore its derivative is an even function,

which can be obtained as

oy dlox ] 1 C'(x)
“=glaty e e 24

Since forx>0,C’(x) is negative and C(x) is positive, g'(x)is clearly positive forx>0.
Also, g'(x)is positive for x<O because of the evenness ofg’'(x). Hence, g(x) is a
monotonically increasing function of x for-ow < x <, and therefore its inverse g_l(x) does
exist, which is also a monotonically increasing odd function.

Therefore, the root of r/" for a given w_ can be derived by combining g™ (x) in Eq. (2.49) and

Eq.(2.45) as

I e’s —1

—& fory >0

ah (ng _ eV/CS Pﬁ'{l )\/E [

00 = (2.48)

1 e’ —1

—g fory <0

a, [(P,; —1)-e" (P2 —1)}/%

Combining the results of Lemma 2-1, and Lemma 2-2 yields the conditional pdfs f (1//CS |H0) and
f (1//6,5 |H1 ) as stated in Theorem 2-2.

Note that although g(x)in Theorem 2-2 can be analytically written, we cannot find a closed form

expression for its inverse. However, g'(x)can be numerically expressed by employing a curve-
fitting algorithm. For this purpose, we have applied the Levenberg—Marquardt algorithm [46] to

approximate g~'(x) as
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~1.598[ log (1+] x )] +1.391 forx<-2.5

0.7327
()= —~0.6583 log 1+ x|) | for -2.5<x<0 (.49
0.6583[log(1+x[)]"™  for0<x<2.5

1598 log (1+ | x[) ] ~1.391 for 2.5 < x

Thus, the conditional pdf of /~\m given the hypothesis 4, or H, can be calculated using the fact
that l//m(r/.'”) terms are conditionally independent random variables with the pdfs stated in

Theorem 2-2. Finally, the detection and false alarm probabilities of the m” CLH can be

determined using Eq. (2.28) for the optimal threshold ¢ , and these probabilities are then put in

Eq. (2.24) to calculate the optimal CS based global fusion, which is finally used to perform the

following LRT:

Ag(y)2y i (2.50)
where 7, is the threshold used at the GFC when CS is known, and this threshold value does not
rely on the instantaneous channel state information and just depends on the desired false alarm

probability P, as

P, =P(Ag(y)>i,| H,) (2.51)
Hence, the detection performance of the network with the LRT-CS, 13D , can be determined as

B, =P(Aq(y)>i, | H,) (2.52)
It is important to notice that although we assume clusters of the same size K, the expressions and
derivations throughout the manuscript are still valid by replacing K by K, in order to account for
different cluster sizes where K,, denotes the size of the m™ cluster. The reason for this is that the
decisions of CLHs have already different weights in terms of detection and false alarm
probabilities of CLHs, which are dependent on the cluster size K,,, for the proposed fusion rules.
Hence, the derived LRT-CSI and LRTCS fusion rules inherently weight the CLHs’ decisions, and
there is no need for an additional weighing strategy as proposed in [43], where the majority

voting fusion rule has been employed. Note that since the majority rule assigns same weights to
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all CLHs regardless of their individual reliabilities, a heuristic weighting rule is proposed in [43]
to improve its performance, which gives higher weights to more reliable CLHs.

After having pointed out that we devote the next section to examine the computational

complexities of the proposed detection methods for the hierarchical topology.

2.4 Computational Complexity Comparison between LRT-CSI and
LRT-CS

In this part, we analyze the computational complexities of LRT-CSI and LRT-CS. During our

analysis, we count a division operation as a multiplication and a subtraction operation as an

addition. In addition, we have assumed that the complexities of functions log(x) and e are the

same.
It is critical to note that all computations regarding LRT-CSI should be performed on-line. Hence,
we need to perform the following operations in LRT-CSI for each realization of CSI vectors

gandh:

Calculation of LLR per cluster per sensor expressed in Eq.(2.5) requires 9 multiplications , 6
additions, 3 exponential operations. Hence, we need 9K multiplications, 6K additions and 3K
exponential operations to evaluate the LLR per CLH in Eq.(2.4).

(i) Determination of the pdf per cluster per sensor in Eqs(2.7) and (2.8)demands 15
multiplications, 7 additions and 3 exponential operations. So, there is a need of 15K
multiplications, 7K additions and 3K exponential operations to calculate the pdf of sensors’
LLR for each cluster

(i1)) We need to run 2(K-1) convolutions at each CLH in order to determine the pdf of its LLR in
Eq.(2.16).

(iii) For each CLH, the determination of the performance indices in Eq. (2.17) necessitates 2

numerical integrations.
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(iv) At the GFC, we need 9N multiplications, 6N additions and 3N exponential operations to
evaluate its LLR in Eq.(2.3).

(v) There is a need of 15N multiplications, 7N additions and 3N exponential operations to
calculate the pdf of CLHs’ at the GFC.

(vi) In order to calculate the false alarm probability at GFC , which is subsequently used to
determine the optimal threshold, we need to run N-1 convolutions for the pdf of LLR at the
GFC under H,.

(vii) We need 1 numerical integration to determine the optimal threshold value at the GFC for the
desired false alarm probability.

(viii) Since we have N clusters each with K sensors, in total, 24 (NK+N) multiplications, 13
(NK+N) additions, 6 (NK+N) exponential function evaluations, 2NK-1 convolution operations
and 2N +1 numerical integrations are needed.

It is important to note that we need to re-do the operations summarized in (ix) on-line to obtain

the fusion result for every realization of CSI vectors gandh. In addition, the CSI vector h

should be transmitted from the CLHs to GFC, which consumes the communication resources.
Contrary to LRT-CSI, the most of the computationally intensive steps in LRT-CS can be
performed off-line just once before the fusion: (a) determination of the pdf per cluster per sensor
in Egs. (2.30) - (2.31); (b) determination of pdf of each CLH’s LLR ; (¢) the determination of
CLHs’ performance indices in Eq. (2.28) ; (d) the determination of the optimal thresholds at
CLHs and GFC. Additionally, we perform the following on-line computations during the
execution of LRT-CS.

(i) Calculation of LLR per cluster per sensor expressed in Eq.(2.29) requires 5 multiplications, 4
additions, 3 exponential and 2 Q(x) operations. Hence, we need 5K multiplications, 4K
additions, 3K exponential and 2K Q(x) operations to evaluate the LLR per cluster.

(i) At the GFC, we need 5N multiplications, 4N additions, 3N exponential and 2N QO(x)

operations to evaluate its LLR in Eq.(2.24).
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(iii) Since we have N clusters each with K sensors, 5 (NK+N) multiplications, 4 (NK+N)
additions, 3(NK+N) exponential and 2(NK+N) Q(x) function evaluations are needed in total.

We summarized the on-line computations required by LRT-CSI and LRT-CS in Table 2-1. Hence,
the on-line computational complexity needed to run LRT-CS is much less than that of LRT- CSI
since the number of operations in LRT-CS is smaller and a convolution operation and numerical
integration in LRT-CSI are computationally more intensive than a Q(x) function evaluation in
LRT-CS. In contrast to LRT-CSI, LRT-CS does not need to have the CSI vector h at the GFC,
and therefore extra communication resources are not spent to transmit it.

In the subsequent section, we investigate the performance of fusion rules we have developed via

simulations.

Table 2-1. On-line computational complexity comparison of LRT-CSI and LRT-CS for each channel
realizations

# of 4 of
Detection # of # of Exponential #of Q(.) # of Numerical
Method | Multiplications | Additions Function Evaluations | Convolutions .
. Integrations
Evaluations.
13
LRT-CSI | 24 (NK+N) 6 (NK+N) - 2NK-1 2N +1
(NK+N)
LRT-CS | 5 (NK+N) 4(NK+N) | 3(NK+N) 2(NK+N) - -

2.5 Simulation Results

In this section, through extensive numerical experiments, we evaluate the performance of the
proposed CSI and CS based fusion rules: LRT-CSI and LRT-CS. Throughout our discussion, we
suppose that sensors observe a DC + AWGN noise signal to determine the presence or absence of

a target at the region of interest. Mathematically, the sensor measurements can be expressed as
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+vI H
zmz{“ Vit (2.53)

/ vt H,

J

where 4 is the level of DC signal to be detected that is assumed to be 1, v is zero mean AWGN

with its variance of o which is taken to be 0.3696 as in [40].

We also assume that unit power Rayleigh fading channel is available between all communicating

nodes and we define the average signal-to-noise ratio (SNR) as

SNR (dB)=10log,, (sz (2.54)

o
In the subsequent LRT-CSI simulations, the optimal values of the thresholds at CLHs and GFC
are determined using Eq. (2.19) in order to achieve a desired false alarm probability, P,., for each

of the channel realizations via exhaustive search to obtain the best instantaneous detection

performance at GFC using Eq. (2.20). Then, the receiver operating characteristics (ROC) curve
for the LRT-CSI rule is obtained by plotting the average detection probability,}_’D , using
Eq.(2.21) versus the desired false alarm probability .. Contrary to LRT-CSI, the optimal
thresholds for the LRT-CS method are determined once employing exhaustive search using Eq.
(2.51) since they do not depend on the CSI vectors. Then, we produce the ROC curve for LRT-
CS by sketching f’D , which is calculated by Eq.(2.52), as a function of P, .

We first obtain the receiver operating characteristics (ROC) curves of the global fusion rules as
depicted in Figure 2-2 for a hierarchical WSN with N=4 clusters each with K=4 and 8 local

sensors under SNR of 5 dB. For this experiment, we have adjusted the local threshold of all
sensors in order to have their performance indices as PF’:_’ =0.05and ng’_ =0.5. As seen from this
figure, LRT-CSI outperforms the LRT-CS for the same number of sensors per cluster.
Specifically, for the false alarm probability of 107, LRT-CSI results in detection performance

improvement of 10.91% and 21.05 % over LRT-CS for k=4 and K=8 respectively. Similarly,

for the target false alarm probability of 107, the detection performance of the networks gets better
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by utilizing LRT-CSI compared to LRT-CS with a factor of 19.7% and 30% for K=4 and K=8
respectively. Also, when the number of sensors per cluster is increased from 4 to 8, the detection
performance of LRT-CSI or LRT-CS gets improved because of the increased amount of
cooperation obtained by employing more sensors while keeping the average transmit power of the
network the same . For the false alarm probability of 107 the detection probabilities of the LRT-
CSI and LRT-CS become better by 12.3% and 12.7% for the network with clusters of 8 sensors
instead of 4 sensors respectively. As observed from this figure, if we decrease the false alarm
probability down to 107, the detection probability of LRT-CSI is higher than that of LRT-CS by
3.7% and 4.1% for K =4 and K = 8 respectively.

Next, for a network employing four clusters each with eight sensors and global false probability
of 0.01, we obtain the detection performance of LRT-CSI over LRT-CS as in Figure 2-3 under
various SNR values. For detection probability of 0.9, LRT-CSI provides SNR gain of 0.7 dB
over LRT-CS. For this case, we have also calculated the percentage increase in detection
performance by employing LRT-CSI rather than using LRT-CS , which we refer as the detection
performance improvement , and have plotted it as a function of SNR in Figure 2-4. As seen from
this figure, improvements of 52.8%, 30.2%,31%, 27.9%, 13.5% and 5% are obtained for SNR of -
4.5 dB, -2 dB, 0.5 dB, 3 dB, 5.5 dB and 8 dB, respectively. At very high SNR, the improvement
is negligible or not observed since both fusion rules operate well. Similarly, LRT-CSI and LRT-
CS cannot function reliably at very low SNR region, and no improvement can be seen in the
Figure 2-4 for these SNR values.

After that, we have assigned different false alarm and detection probabilities to sensor nodes by
changing their local thresholds. @We select the thresholds of sensors by dividing the

interval[¢ ]into NK equally separated numbers where #,;, and 7,,,x represent the minimum

min > tmax

and maximum threshold values respectively, and each of numbers is assigned randomly to the ;”

sensor of the m” cluster uniquely as its threshold, t7'. During this experiment, we let ¢, =0and
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3 . e
t =7’u. Then the false alarm and the detection probabilities of the sensors are generated as

m

t !
P’ = Q[4J and P = Q[ : ﬂ} respectively, which is according to the observation model in
J o J

o

o 0

Eq.(2.53). Following that, we obtain ROC curves of LRT-CSI and LRT-CS fusion rules in Figure
2-5 for a WSN with N =4clusters each with K=4 and 8 local sensors under SNR of 5 dB. As
seen from this figure, for the false alarm probability of 102 LRT-CSI has a detection
performance improvement over LRT-CS by 10.33% and 13.26% for K =4andK =8
respectively. For false alarm probability of 107, the detection performance of LRT-CSI is higher
than LRT-CS by 20.10% and 31.74% for K =4and K =8respectively. Hence, LRT-CSI still
performs better than LRT-CS under inhomogeneity of local performance indices of the sensors.
Afterwards, we consider a large-scale WSN of 1000 sensor nodes and change the number of
sensors per cluster while keeping the total number of sensors in the network the same. For this,
consider the following (&, K) pairs: (4, 250), (8,125), (100,10) and obtained the ROC curves of
LRT-CSI and LRT-CS in Figure 2-6. As seen from this figure, for a false alarm probability of 10
?, increasing number of clusters improves the detection performance of LRT-CSI by 34.82% and
67.23% for N=8 and N=100 respectively when compared to N=4. Similarly, LRT-CS performs
better in detection probability by 29.82% and 56.84% for N=8 and N=100 respectively when
compared to N=4. This is because we have higher spatial diversity among communication links
between CLHs and GFC by increasing the number of clusters. For this scenario, LRT-CSI has a
detection performance improvement by 30.94%, 36.03% and 39.67% compared to LRT-CS for
N=4, 8 and 100 respectively.

Finally, we investigate the effect of uniform and non-uniform cluster sizes on the performance of

the network for which we consider a WSN of N=4 clusters and 1000 sensor nodes each with

P,;’: =0.6 and PFT =0.08. Let K,, denote the cluster size of the the m” cluster for 1<m <4, which

can be represented by a row vector K=[K; K, K; K4]. For non-uniform clustering, we choose the
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cluster sizes as K;=50, K,=100, K3=150 and K,=700, whereas uniform clustering assumes
K=K,=K;= K,=250. Then, we obtain ROC curves of uniform and non-uniform clustering in
Figure 2-7, from which one can see that the uniform clustering outperforms the non-uniform
clustering in terms of detection probability for each fusion rule (i.e, LRT-CSI or LRT-CS). This
is reasonable because when the information signal sent from the CLH of a large cluster is highly
degraded, it is more likely that the GFC makes incorrect decision since a relatively high reliability
weight to that CLH has been assigned during the fusion. As seen from Figure 2-7, for a false alarm
probability of 107 , using uniform clustering instead of employing non-uniform results in a
detection performance improvement of 39.94% and 44.30% for LRT-CSI and LRT-CS
respectively. Also, LRT-CSI has a detection performance increase by 34.97% over LRT-CS

under non-uniform clustering.

2.6 Conclusions

In this chapter, we have investigated the distributed detection over fading channels for a
hierarchical WSN. We have derived two LRT based fusion rules: the first one is LRT-CSI, which
uses the complete channel state information (CSI), and the second one is LRT-CS, which only
utilizes the exact phase information with the envelope statistics of the channel. While numerical
results shows that LRT-CSI performs better than LRT-CS in terms of probability of detection
for various parameters such as false alarm probabilities, SNR regimes, number of clusters and/or
number of sensors per cluster and types of clustering (i.e., uniform and non-uniform clustering),
the complexity analysis reveals that LRT-CS is much simpler to implement compared to LRT-

CSL
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3. A Rate-Optimal Power Adaption Policy with User Fairness
for Non-Orthogonal Multi-Access Relay Channels

In previous chapter, we studied hierarchical WSNs (which can be considered as an example of
relay assisted communication (RAC) channels) in the distributed decision fusion context. In this
chapter, we change our paradigm and begin to analyze RAC channels in the communication
context. To be specific, in this chapter, we study optimum power allocation problem for
maximizing the achievable rate of multi-access relay channel which is also an example of RAC
channels.

Recently, single user relay channels (which is also an example of RAC) have attracted much
attention as a means to achieve cooperative diversity [16], [48] and [49] where the user first
sends the information over wireless medium and then both the relay node and the destination
node receive the information bearing signals of the users thanks to the broadcast nature of the
wireless channel. After that, the relay nodes extract some useful information about the user
messages from the received signals. Finally, they forward the inferred information to the
destination node by employing a relaying protocol such as amplify-and-forward (AF), decode-
and-forward (DF) and estimate and forward (EF) policy etc [48]. Thus, the relay nodes
cooperate with the users to help the destination node for successfully decoding the user messages.
Numerous works address the resource (e.g., power and bandwidth) allocation issue in single user
relay channels [9], [50]-[59].

To improve the throughput of RAC channel, various network coding (NC) methods have been
proposed in [60]-[66] such as XOR method, physical layer network coding (PNC) (a.k.a analog
network coding), complex field network coding (CFNC) etc. Among the NC techniques, CFNC
uniquely allows decoding of user messages under multi-access interference (MAI), which is
introduced due to the simultaneous data transmission of the users in the network, and provides

the highest throughput (1/2 symbol per user per channel-use) compared to PNC and XOR coding
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methods [20]. Furthermore, it has also the ability to provide full diversity irrespective from
signal-to-noise-ratio (SNR) and the type of employed modulation [20]. Because of these desired
features, we consider CFNC coded relay assisted communication (CFNC-RAC) channel, where
each user is first assigned to a unique pre-determined complex number, which we refer as
signature. Then, each user weights its message by its signature, which enables a receiving node
(e.g., the relay or destination node) to decode each user data uniquely, and thus, provides
robustness against MAI in CFNC-RAC. Wang et.al. [20] selected signatures based on linear
constellation precoding, which is designed for multi-input multi-output (MIMO) systems. There,

the signature of the /™ user in a CFNC-RAC network of N users is taken to be

G =™ NDEN g N =2%and 0 = /™G g N = 3% 2F for anyn=1,---,N, which is

purely complex exponential and distinctively rotates the constellation of each user.

One way to improve the performance of the CFNC-RAC under MALI is to optimally allocate the
power of the users and the relay according to their channel conditions. While developing an
optimal power adaptation policy for the CFNC-RAC channel, maintaining the fairness among
users is also very crucial in realizing a practical multi-user communication system [3], which
ensures that the access of any user to the network is not denied or overly penalized [67] . For
resource allocation in communication systems, various fairness criteria are considered in the
literature such as max-min fairness [68] , proportional fairness [69] and fairness in information
rate (a.k.a symmetric capacity) [70]. Since the symmetric capacity represents the fairest
maximum common rate [70], we consider a fairness criterion based on the notion of symmetric
capacity and aim to develop a fair power allocation policy for CFNC-RAC channel in this study.
In the context of power allocation for network coding, Zaidi et.al. [72] considered an orthogonal
additive white Gaussian noise (AWGN) multiple access relay channel employing PNC and then
optimized the PNC by controlling the power of each user to maximize the achievable sum rate

under the average power constraint of relay node, which was solved by a fixed point iteration
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method. Recently, Wang et. al.[73] considered a communication scenario, in which each
destination node receives only the information of a single user in the first time slot while the
PNC coded signal from the relay node that uses amplify-and-forward (AF) relaying is observed
at all destination nodes in the second time slot. They developed a joint rate and power adaptation
scheme to maximize the symmetric-rate bound of each user under the peak power constraint by
assuming that the complete channel state information (CSI) of communicating nodes is known at
all nodes (i.e., transmitter CSI and receiver CSI are available).

In order to devise a fair power allocation policy for CFNC-RAC channel, we first consider a basic
CFNC-RAC channel, which consists of two users, one relay node and one destination node each
with a single transmit and/or a receive antenna, under the decode and forward (DF) relaying.
Then we develop a rate-optimal fair power adaptation (ROFPA) policy for CFNC-RAC channel,
for which we assume that the transmitting nodes (e.g., the user nodes and relay node) have
knowledge only on the path-losses dictated by the network geometry, while the receiving nodes
(e.g., the relay and destination nodes) have complete knowledge on both path-losses and the
channel state information (CSI) due to Rayleigh fading. The proposed ROFPA technique
maximizes the information theoretical ergodic or average sum-rate bounds of the users (since we
assume receiver-CSI) while maintaining the symmetric-rate fairness among the users on the
average and keeping the total transmit power of nodes fixed.

Compared to the previously mentioned studies in [72]-[73], our work is completely different in
many ways. Firstly, we assume that the receiving nodes (i.e., the relay node or the destination
node) solely know the CSI, whereas the transmitting nodes do not have such knowledge, which is
more practical to implement since it does not require any feedback from the receiving node to the
transmitting node(s). Secondly, the channel model we have considered (also in[20]), is equivalent
to a multi-access channel (MAC) in both time slots since both the relay and destination node
observe the superposed signal in all these slots, and thus, it has completely different signal and

error characteristics compared to [72]-[73]. Thirdly, decode-and-forward (DF) has been
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considered in our work, whereas Wang et. al. [73]utilized amplify-and-forward (AF) relaying in
their work.

Our main contribution in this work can be summarized as follows:

We first formulate a rate-optimal fair power adaptation (ROFPA) policy as an optimization
problem for CFNC-RAC channel under receiver CSI, and the constraint on the total power budget
and the network geometry.

We show that our formulation for ROFPA policy is a non-convex and non-linear program, whose
solution is cumbersome, since a standard approach such as Geometric Programming (GP) [85] is
not directly applicable.

To solve the optimization problem in the ROFPA policy, we divide the parameter space into four
disjoint regions and determine the optimal feasible solution over each segment. Then, ROFPA
policy is analytically determined by finding the power values giving the highest achievable sum-
rate among the fair optimum solutions over all segments.

Finally, we investigate the performance of ROFPA policy through extensive numerical
simulations, where the effects of various parameters such as signal-to noise ratio (SNR) and
network geometry are evaluated extensively.

In the next section, we describe the basic system model for CFNC-RAC. After that, we derive a
rate-optimal fair power adaptation method (ROFPA) in Section 3.2. In Section 3.3, the
performance evaluation of the proposed power allocation method is investigated through

numerical experiments. Finally, our conclusions are summarized in Section 3.4.

3.1 System Model for a Basic Non-Orthogonal Multi-Access Relay
Channel

In this work, we consider a basic CFNC-RAC channel (as depicted in Figure 3-1), where there are
two users S; and S,, one relay node R and one destination node D. As seen from this figure, users

first generate their information symbols (denoted as x, [#]and x, [n] for the user S; and user S,
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respectively), which are assumed to be drawn from a constellation with average unit-energy. To
achieve CFNC, user messages are then multiplied by the previously assigned signatures
(expressed by 6, and@, for users S; and S,, respectively), which are subsequently scaled
according to their individual average powers (denoted as Fand P, for the user S, and user S,
respectively) in order to facilitate a power adaptation mechanism. Afterwards, the resultant
signals are simultaneously sent over multi-access communication (MAC) channels in time slot 1,
which cause multiuser interference at both the relay and the destination. Based on the maximum
likelihood (ML) relaying policy, the relay node sends its estimate to the destination node in time
slot 2. In this figure, the path-loss coefficients of Si-to-destination link, S,-to-destination link, S;-
to-relay link, S>-to-relay link and relay-to-destination link are represented by y,,7,.g,,g,and g, ,
respectively. Under the flat-fading wireless communications, the received signals at relay node

and destination node in time slot 1 (represented by y,[n] and y [n], respectively) and the signal

acquired by the destination due to the relaying in time slot 2 (denoted as y ,[n]) can be expressed

as:
v[n]= \/Elhslr\/Ealel [7] +\/(g72fzszr\/gq92)cs2 [n]+z,[n] (3.1)
vl =\ RO [+ h PO, 0]+ 2,[n] (3.2)
Vol =g, hNeax,[n]+z,[n] (3.3)
where &, h ., h,, h_, and h,, are fading coefficients for S\- R, S-R , Si-D, S,-D, R-D links,

respectively, which are modeled as complex Gaussian random variables with zero mean and unit
variance. The parameter ¢ controls the relay power and determines the power allocated to the
relay as a fraction of the total transmit power of all users, while y, , g, and g, are the path-loss
coefficients of Sy-D, Sy -R, and R- D links for k =1,2, respectively, z [n] and z,[n] represent the

noise at the relay node and destination node, respectively, which are modeled as additive white

Gaussian noise (AWGN) with zero mean and variance of Ny/2 per dimension.
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To reduce the computational burden on the relay node, we just consider the ML relaying policy
instead of the optimum maximum a posteriori probability (MAP) relaying (ML is equivalent to

MAP as long as the prior probabilities are same) [5], in which the user messages are estimated as:

yin=gh, JROx e h Bl ] (G4

(%, [n].X,,[n]) = argmin

xy [nlx, [n]

Then, the relay signal is generated by incorporating the ML estimates of user messages as:

x,[n]=\[RO, [n]+\[B6:, [n] (3.5)
where the relay node encodes the user messages by using the same modulation and CFNC
signatures as in the user nodes and thereafter forwards their power scaled CFNC coded signal

x,[n] in time slot 2 to the destination according to Eq.(3.3). The destination node decodes user

messages using signals coming from users and relay using ML detectors as :

. 2
(&, 0 &, [n]) = argmin [, [n] = i, VRO, m=\[7:h, PO, [n]]
xg [n]xg, [n (36)

vl = b a (RO, 1+ B0, D)

In this work, the channel state information (CSI) of fading gains is assumed to be known only at
the receiving nodes (i.e., the relay node and the destination node), and the transmitting nodes
solely have knowledge on the path-loss coefficients owing to the network geometry. For the sake
of simplicity, we also assume that the average energy of fading gains for all communicating
nodes is unity.

In the next section, we shall devise a fair power allocation strategy, which considers all the
system parameters and path gains and aims at achieving user fairness to improve the performance

of the CFNC-RAC channel in Figure 3-1.

51



S1 S2

\/Flglxsl [n] & & \/FZQZXSZ [n]

V1 R 72

g, er[
: Time Slot 1; =

| Time Slot 2;  — - .

D

Figure 3-1.Schematic of a basic CFNC-RAC channel with two users, one relay node and one destination node

3.2 A Fair Power Optimization Based On Rate Maximization Under
Decode and Forward Relaying

In this section, we develop a novel power allocation policy for the system considered, which
maximizes the achievable sum-rate bound of CFNC-RAC channel and ensures fairness among
users. In sequel, for the sake of simplicity, we assume that the transmitting nodes do not know
CSI due to the Rayleigh fading and do only know the path gains perfectly whereas the receiving
nodes have knowledge about full CSI. However, the derived expressions during the subsequent
analysis can be straightforwardly extended to the case of the full CSI at the transmitter.

For this purpose, we first consider the users-to-relay channel, which is a MAC channel, and thus,
the achievable sum-rate of users (the rates of user S, user S, are denoted by R; and R,,

respectively) at the relay is upper bounded as:
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} (3.7)

1 1+g1Pl+g2Pz
2 207

Note that the first line of Eq. (3.7) is because of the ergodic sum-capacity of the MAC channel,
while the second line follows from the Jensen’s inequality since the ergodic sum-capacity is a
log-concave function, and the third line is a resultant from the assumption of independently
identically distribution (i.i.d) fading gains with unit energy. Also, the factor of 2 in the rate
calculations results from the normalization due to the use of two time-slots during the
communications.

Hence, the single user rate bounds can be obtained as:

1 g B
R <—log| 1+ 3.8
1 2 Og( 20_2) ( )
1 g, P
R, <—1 1+222 39
2 2 Og[ 20_2j ( )

Assuming that the relay decodes the user messages perfectly (which can be, achieved by
adjusting the user powers appropriately), the signals received at the destination in both time slots

(see Eq. (3.2) and Eq.(3.5)) can be written as:

[ys,,[n]} ) [ Sty rah H JROx, 1] } ) {zd[n]}

3.10
Y,aln] \/Fzgzxsz [7] zy[n] ( )
X

g r a hr‘d g r a hr‘d

y H z

where y is the received signal vector at destination; H is the channel gain matrix; xis the user

signal vector and zis the AWGN noise vector; « is a parameter, which controls the relay power

and determines the power allocated to the relay as a fraction of the total transmit power of all

users (i.e., o = PP"P or equivalently P. =a(B + P))). Therefore, the CFNC-RAC channel can
l+ 2
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be modeled as a 2x2 Virtual-MIMO system, since we consider the dependency of the relayed
signal on the user messages in Eq.(3.5) under the assumption of perfect relay decoding.

The single-user and the joint-user rate-bounds of users S; and S, at the destination are obtained as:

1 B +g.oaP,
R <—log| l+-1—=—1 3.11
1 v, P, +g.aPb
R, <—log| 1+ 22——=—2 3.12
f E{HSH'
R1+R2S1E log| det I+HSI-2I Sllog det I+{—2}
2 20 2 20
2 (3.13)
| [ nmennega(renra(fr-Jn))
=—log| 1+ 5
2 20

where T denotes the conjugate-transpose operation,S = E[xx’ ] is the input covariance matrix,
which is a diagonal matrix with £ and P, on its diagonal.

By combining Egs. (3.7)-(3.8) with Eqgs. (3.11)-(3.13), the single user and joint-user rate bounds

in CEFNC-RAC channel can be derived as:

.1 v, B+gaP )1 g P
R <minJ—log| 1+ 12— L _Jog| 1+2LL 3.14
1 {2 g( 20° J 2 g( 202} G
.1 v,B+gaP, )1 g, P,
R, <min{—log| 1 +£32—2r—"2 | _Jog| 1+2%2% 3.15
? {2 g( 207 jz g( 207 (3-15)

R + R, <min %log 1+

2
rrnRigalR+ParR(n ) )| apign
—log| 1+511 8,145
207 2 207

(3.16)

Since our aim is to determine an information theoretical optimum power allocation policy, which
considers fairness among users, we equalize the maximum rate bounds of users in Egs. (3.14)and

(3.15) as:
min llog 1+7/1R+—‘%’0“D1 ,llog 1+g1—P; =min llog 1+72Pz+—<g;raP2 ,llog 1+g2_P22
2 20 2 20 2 20 2 20
(3.17)
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Since our aim is to develop an optimum power allocation policy, which not only maximizes the

achievable sum -rate in CFNC-RAC channel but also achieves fairness among users under the

2
total power constraint £, — (1 + a) ZPk =0, we end up with the following optimization problem:
k=1

2
rR+nPvgal R+ R+ BR(Jr -Jn)
maximize w,(F, P,,a) = min{—log| 1+

R.P.a 2 20°

llog 1+ gh +§2Pz
2 20

2
w(R.B,a)=F ~(+a)) B, =0

k=1

b

such that

WZ(})laj)zaa)zljl >0
W3(1)191)29a):1)2 >0
w,(P,P,a)=a>0

.1 nPB+gaPb )1 g, P
w.(P,P,,a) =min{—log| 1 + 212" L | _Jog| 1+ 2L
5( 1 2 ) {2 g( 20_2 j 2 g( 20_2 j}

2 20 2 20
(3.18)

where the objective function w, (P, P,,a) represents the sum-rate of users , which can be obtained
by taking the minimum of sum-rates at the relay and the destination; w,(BA,P,,a)is the total
power constraint; w,(B,P,,a), w,(B,P,,a) are power constraints of wusers §; and S, ,
respectively, which are strictly greater than zero because the users actively send information all
the time; w,(P,P,,«) implies the non-negativity of the relay power, which is because the relay
node is assumed to be positioned between the users and the destination; is stated according to the
fairness constraint in Eq.(3.17).

It is important to note that the optimization problem in Eq. (3.18) cannot be solved directly by

using the Geometric Programming (GP) approach [85] since the equality constraints (i.e., total
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power constraint and fairness constraints) shall result in posynomials rather than monomials when
log (.) transformation is applied to the optimization parameters.

During our study of the program in Eq.(3.18), we realized that the cross- term
BP, (\/Z _\/71 )2 in sum-rate bound of the destination is negligible compared to A + P, , which
shall be justified in subsection E, and it complicates our analysis to find out a solution. Hence, for
the sake simplicity, we eliminate the cross-term F,P, (\/Z - \/;71 )2 in the objective and re-express

Eq. (3.18) as:

maximizew, (B, B,,a)=min{y,R, + 7,P, +g.a (P +P,),g P, + &P}

R.P,a

such that
2
w(R,P,a)=PF —(1+a)) P, =0
k=1

W, (B P.a)= P, >0 (3.19)
wy(B,P,a)=F, >0

w, (P, P,a)=a>0

wy(R,P,e)=min{y,R, +g,aB,g R} -min{y,P, +gapb,g,P}=0

The optimization problem in Eq.(3.19) is non-linear and non-convex , for which it is difficult to
obtain an analytical solution directly because of the minimum operation(s) both in the objective
function and fairness constraint.

In order to find the results of these minimum operations, we first propose to partition the
parameter space based on solely « into four disjoint regions. Then we determine an exact
analytical solution of the optimization problem over each partition. Finally, the optimal solution
is found by determining the partition, which gives the maximum value of the objective function
among all partitions. In each of these partitions, the parameter « is assumed to be in a certain
interval , whose boundary is dependent on the channel parameters. Thus, we perform a
constrained optimization over each segment by putting additional constraints on parameter « due

to the boundary conditions of each partition to determine the optimal (B, P,,a) tuple. Therefore,

we give these partitions and analyze their associated solutions in detail for the optimal fair
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allocation problem in CFNC-RAC channel.

min(gl 718> _72)
8.

3.2.1 Partition 1:0<a <

For this interval, the objective function becomes w, (B, B, a) = y,P, +7,B + g,a(F, +B,), whose

monotonicity is stated below.

Lemma  3-1: Within this interval of parametera, the objective function
w,(B,P,a)=yFR +y,P + groz(P1 -I—Pz) is a monotonically increasing function of « with the
following user powers, which are determined by using the total power and fairness constraints as:

(7, +g.a)P,
(1+ 05)()/1 +2g.«a +)/2)

(3.20)
_ (n+sa)p
(1+a)(r, +2g.a+7,)
Proof of Lemma 3-1:
Within this partition, the following inequalities hold
ntgasg
Vtgasg, (321

n+8a)R+(r, +g.)h <g A +gh
Therefore, the objective function and the fairness constraint in Eq. (3.19) can be re-written as:
wy(R,P,a)= R +7,P, +g,a(R+P) 3.22)
wi(R,B,a)= (7, +ga)R ~(y, +ga)P, =0

The users powers for this partition can be determined using the total power constraint and fairness

constraint as:

(72 +gra)PT
(I+a)(r, +2g.a+7,)

_ (n+sa)p
(1+05)()/1 +2g,,a+72)

(3.23)

The derivative of the objective function with respect to « becomes:
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g P (1+a)(n+2g.a+y)-(r,+ga)P((r +2ga+7,)+(1+a)2g,)
(1 +a)2 (71 +2g.a+7, )2

aWO(I)laj)zaa) _
o

(71 _72)

(g -7)B(rn+2g,a+7,)

+ 2 2
(I+a) (1, +2g.a+7,)

(3.24)

After some manipulations, the derivative in Eq.(3.24) can be put into the following form

ow,(B.P.a) B (4a’+Ba+C)
oa (1+0¢)2 (}/1 +2g.a+y, )2

where

A=2g7(2g,-7,-7,) (3.25)
B=4g, (g,(r+7.)-2n7,)
C=g,(0n-7) "+ +r)(g (0 +7)-217,)

Since y, < g, and y, < g, hold, 4 in Eq.(3.25) is clearly positive. To prove the positivity of B and
C, we need to use the result of the following claim.

Claim : For y,<g, and y,<g,, ( g +7) —2;/17/2) is strictly greater than zero.

Proof: Assume 71=72is true. Then this implies 2hSh+7s , and since”2 <&r,

8 (71 +7:)> 2772 holds. By proceeding similarly for the case of 72 sn , we end up with the
same result.

Therefore, the coefficients B and C in Eq.(3.25) are also strictly positive, and w,(B,P,,c) is an
increasing function of « .

Because of Lemma 3-1, the optimal value of « and corresponding user powers in Eq. (3.20) for

this partition can be found as:
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a:min(gl_%’gz_?/z)
(Hmm(gl—%,gz—n)J min(2g, ~7 +7,:2¢, =72+ 71)
. g
P = i, min(g,,g, ~ 7, +7)
2 - .
(1 +min(g1—71,gz—72)J min(2g, =7, +7,,28, ~ ¥, + 1)
. g

min(g, —¥,,9, —
3.2.2 Partition 2: (8 =78 -7) <a<a
g,

0
For this partition, the maximum value of «, which is denoted as ¢, , is determined by equating

the sum-rate bounds at the relay and destination under the fairness constraint as

(ZO:_(71+72)+\/(71 +272)2_4(7172—g1g2) (3.27)
g,

Lemma 3-2: Over Partition 2, the objective function becomes
wy(B,B,a)=yP+7,P +ga(B+P) and is a monotonically increasing function of & with

the following user powers, which are obtained from the power and fairness constraints:

(7, +g.a)P,
: f -y, <g -
(e rrrga) TR
> =
P
£olr for g,-7,<g -»n
(1+a)(g2+7/1+gra) (3.28)
(7, +g.a)P, '
f -y, <g -
P_ (1+a)(g2+gra+}/l) or gl 71 g2 7/2
) =
gb
f -y, <g —
(1+a)(gl+gra+}/2) &R
Proof  of  Lemma 3-2: For this interval, the objective function

isw,(P,P,,a)=y,P+7,P,+g,a(R+P,) since the value of « is less than ¢, , at which sum-

rate bounds at the relay and destination become the same under fairness constraint. The value of

a, is determined as follows.
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Assume g, — 7, < g, — 7, . Then the following inequalities are valid:

gsntga
V,tgasg,
Therefore, the fairness constraint becomes
ws(R,B,a)=gh _(72 + gra)PZ =0

Hence, the following expression is valid ata = ¢, .
nR+rnb+ga(R+P)-(gh+gPR)=0

By combining Eq.(3.30) with Eq. (3.31), ¢, should satisfy

ngag +(7’1gr +72gr)0‘0 -8 +tny,=0

The positive root of this equation can be found as:

_ _(71 +72)+\/(71 +72)2 _4(7172 _gng)

20

- 2g,

(3.29)

(3.30)

(3.31)

(3.32)

(3.33)

For g, -y, <g —7 , we end up with the same quadratic relation as in Eq.(3.32), and therefore,

the same root in Eq.(3.33) is obtained.

After finding the value ofe,, we are now ready to show the monotonicity of the objective

function over this interval.
Forg, -y, < g, —7,, the user powers can be derived as :

_ (n+ga)h
(I+a)(g +g.a+7,)
P = gl
(1+a)(g1 +gr0‘+72)

By using Eq. (3.34), the derivative of the objective function can be determined as:

ow, (R, 5,a)
oa

(3.34)

2(7/1_72 (1+05)2(g1+gr05+7/2)2

After some manipulations, Eq. (3.35) can be put into the following form:
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(1+0¢)2

(3.35)



owy(B.P.c) B (4a +Ba+C)

oa (1+0:)2(g1+gr0(+}/2)2
where

A=g2(g,-7) (3.36)
B=2g,(r,(g ~1r)+g(g —7))
C=(n-n)ga-grn-7)+(g-n)g+r)

It is clear that 4,B >0 because of y, < g, and y, < g, . The positivity of the coefficient C is not

obvious at first glance. After some manipulations, C can be obtained as:

C=(r-7)g&-gr-n)+g-r)&+r)
=g -7 & (n-r)+(&+n) ) -7 (n-7)
=(g, ~r)Nen+gr+te +r)-r(n-7) (3.37)
=g - +n+e)+rn(e -rn-(rn-n))
=(g, ~r)en+r+e)+r(g —n)

Each term in Eq. (3.37) is positive, so is the coefficient C.

For g, -y, <g, —7,, the fairness constraint becomes w,(F,P,,a)=y,F, +g,aF, —g,P, =0, and
we perform the same analysis as we did in the case of g, —7, <g, —y, . Then the user powers

can be obtained as:

_ &b
_(1+a)(7/1+g,,a+g2) (3.38)
___(ntga)p '
i (I+a)(y +ga+g,)
Hence, the derivative of the objective function can be derived as:
ow,(P.P,a) B (Aoz2 +Ba + C)
da  (1+a) (n+ga+g,)
where
A=g/ (g, -7) (3.39)

B:2gr(71(gr_7/2)+g2(gr_7/1))
C=(r,-7)(g.8-gn-7)+(g -n)g+n)
:(gr_71)g2(7/1+7/2+g2)+712(gr_72)

Therefore, we have shown that the objective function is an increasing function of the variable
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a within Partition 2. Since the objective function w,(B,P,,«)is an increasing function, the

optimal solution over this segment becomes:

(71+72)+\/(71+72)2_4(7172_g1g2)
2g,
(r.+g.a)F

for g, -y, <g,—v
P (1+a)(gl+)/2+gra) ! ! S (3.40)

&b
f -y, <g —
(1+a)(g2+7/1+g’a) or g2 72 gl 71
+ga)P
(7/1 gr ) T fOI‘ g1—71Sg2—7/2
p_(0ra)(grga+n)
’ g

f -7, <g -
(1+a)(gl+gra+72) or gZ 72 gl 7/1

max(gl —71-& _72)
8,

3.2.3 Partition 3: o, <a <

Over this interval, this objective function isw,(F,P,,a)=gF +g,P,, and its monotonicity

property is stated below.

Lemma 3-3: Let «a, be another instance of « and be defined as:

—(gz +y2)+\/(g1g—g2)(gr —& _7/2) forg, —7,<g, -7,

o = (3.41)
~(g+n)+(g.-2)(g —g-7)
g,

forg, -y, <g -7

max(gl —71-82 _7/2)
&,

Whenever «, is real and positive and lies in the interval[¢,,

], the objective

is a monotonically increasing function of «over the interval [¢,,,] and decreases

max (g, —7,,8, —
monotonically over[a,, (=718 -7.)

]. Note that if such o, does exist, then the objective

is a decreasing function of « .

Proof of Lemma 3-3: In this interval, the objective function becomes w,(B,P,,a) =g, P + g,P,.
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Forg, -y, <g, -7, , the fairness constraint and user powers are the same as in Eq. (3.30) and

Eq.(3.34), respectively. Hence, the derivative of the objective function can be written as:

ow,(B,P,a) _glpr((gl+gra+72)+(1+a)(gra)) g1PT(g1+gra+72)2
8—_(g2 _gl) 2 2 - 2 2
a (1+a) (g1+gra+72) (1+a) (g1+gra+7/2)
PT(Aoz2 +Ba+C)
(1+0{)2(g1 +g,,01+7/2)2
where
A=-gg’ (3.42)

B=—2g1gr(g2 +72)
C:_glgr(gZ _gl)_g1(72 +g2)(72 +g1)
z_gl(gr_g2_72)(g2_gl)

It is obvious that 4,B <0, and therefore, the polynomial Ao’ + Ba+C does not have any real
positive root when C <0. Hence, the positive root of Ao’ + Ba + C may exist only when C >0

(i.e. (g —g,)(g —g —7,)>0), for which the root can be derived as:

061=_(g2+72)+\/(g1_g2)(g’_g2_72) (3.43)

g,

Since 4<0, the sign of the derivative in Eq. (3.42) is positive for a <ea,. Otherwise, it is

max(gl —71-&> _72)
8.

negative. Hence, when there exists a real positive ¢, €[,

] , the objective

function is an increasing function for a €[¢,,o,] and is decreasing monotonically over

max(gl =78 _72)

la,, ]. Therefore, when such ¢, does not exist, the objective function

.
decreases monotonically. The existence of a real positive ¢, , which is greater than ¢, , requires

the following conditions (assuming g, — 7, < g, — 7, ) to be met:

2
2
_ 4 _ 2
gty + (71+7/2)+\/(71+72) (7/172 g1g2) <g < 4g2 rg,+7,
8 & 2 8~ &

& tr,+
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(3.44)

For g, —y, < g —7, , the fairness constraint is w,(P,P,,a)=y,P, + g,aPF, — g,P, =0, where user

powers are stated in Eq.(3.34) . The derivative of the objective function can be derived as:

ow,(P,P,,a) _ PT(Aoz2 +Ba+C)

oa (1+0:)2(7/1+gr01+g2)2
where
g (.45

B:_2g2gr(gl +71)
C=-2,2(8-2)-g(rn+g)rn+sg)
=—g2(gr — & _71)(& _gz)

The real positive root of Aa” +Ba+C exists only when(g, —g,)(g, —g —7,)>0, for which

the root can be expressed as:

, =‘(g1+71)+\/(g2—g1)(gr—gl‘7l) (3.40)

g,

max(gl —71-8> _7/2)
&,

Again, when there exists a real positive ¢, €[¢,, ] , the objective function is

an increasing function over the interval[e,,@,] and decreases monotonically over

max(gl —71-8&> _72)
8,

e, ]. Such ¢, , which is greater thane, and less than

max(gl —71-8> _72)
8,

, does exist only when the following conditions are satisfied:

2
2
- —4 _ 2
iyt 1 gt (71+72)+\/(71+72) (17, —-28,) g < 4g’ gty
&, & 2 &~ &

& <8,
(3.47)

Because of Lemma 3-3, the optimal solution over this interval can be obtained as:
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forg, -y, <g,-7,
&,

(g +7)+(g.-2)(g —&-7)
g,

forg,-y,<g -

l g +7)+(g-2)(g - -7)
A

max(g, =718~ 7, )] does not exist

3 {ao whenever a real positiveq, €[a,,

8
a,, otherwise
(r.+ga)P
: for g, -7<g, -7
1+0{ g1+72+gr )
for g, -7, <g -
(1+a)( 7l+g,a+g2)
for g -y, <g,—
1+0£ g1+72+g’ ) & ~V=8: "7
(n+ga)h
1 for g,-7,<g -n
1+a 7/1+gra+g2) (3.48)
ma -7,8, —
324 Partition 4 "X & =18 70)
g
Lemma 3-4 : For this interval, the objective function is w,(B,P,,a)=g B +g,P, and is a

monotonically decreasing function of o with the following user powers, which satisfy the power

and fairness constraints:

1)1 — PT gz

1+ +

(I+a)g e (3.49)
})2 — IDT gl

(1 +a)g +g,

ax(gl —71-&> _72)
g,

m,
Proof of Lemma 3-4: When o > is valid, the objective function and fairness

constraint can be expressed as:

w, ,2)=g P+gP,
(B, )=gh+gb (3.50)
ws (B, 2,05)=g1P1—g2P2=0

Using these constraints, the user powers can be written as:
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B g

I+« +
(I+a) g +e, (3.51)
__h &
(1+a) g +g,
The derivative of objective function w, (£, P,,a)can be given as:
ow,(P,P,,a) P
()a#=—2g1g2 — <0 (3.52)
o (I+a) (g +g)

Hence, the objective function in Eq. (3.50) decreases monotonically over Partition 4. Therefore,

the optimal solution for this partition becomes

a:max(g1_71 ,g2_72)
, 8,
P,
P= r & (3.53)
- - +
(1 + max(ig1 4 ,7& £ )J §i7&
- &,
P — IDT gl
2
- - +
£1+max(gl 71’g2 7/2)} gl g2
r &,

After analyzing the monotonicity properties of the objective function and its optimal solution
over various partitions, we state the solution of ROFPA (see Eq. (3.19) ) in the following
theorem.

Theorem 3-1: The optimal solution of ROFPA in Eq. (3.19) is given as:
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o A_(71+72)+\/(71+72)2_4(7172_g1g2)
)=

2g,
g2+72 (gl_gz)(g,—g2_72) forg, -y, <g,-7,
R 8,
o =
g1+71 (g2g_g1)(g —& T )forgz V2587

max(gl —71-&> _72)

] does not exist

r

B {ao whenever a real positiveq, €[a,),

a,, otherwise

+ P
72 £ for & -N<8& 1
(1+a)( g1+72+ga)
for -y, <g —
(I+a)( 71+ga+g2) 728N
for &-N<& 1
P (1+a)(g1+)/2+gra) (3.54)
(7, +g.a)P,

f -7, <g -
(1+0{)(7/1+gr0,’+g2) or gZ 7/2 gl 71

Proof of Theorem 3-1: Due to the monotonicity properties of the objective function over various
partitions, which are stated in Lemma 3-1-Lemma 3-4, and the continuity of the objective at the
boundaries of all partitions, the optimal solution for Eq. (3.19) is obtained as stated in Eq.(3.54).

~.QED

3.2.5 Justification of the Negligibility of the Cross-Term

. . 2 . . .
In the previous section, we assumed that the cross-term PP, (\/7_2 - \/;/_1 ) is negligible compared

to B + P, and came up with analytical results for Eq. (3.19). In this section, we shall justify this

assumption over each of these partitions.

It is clear that the cross-term gets close to zero for all segments fory, =y, due to its third

component (i.e., (\/7/72 - \/71 )*). We shall show below that the cross-term becomes approximately
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zero for y, <y, or y, >y, due to fact that the multiplication of user powers PP, is almost zero
for these values of y, and y, .

Over the Partition 1, the multiplication of user powers can be written as:

(7/2+gr'a) (7/1+gr'a) PT2
(;/1 +7, +2gra) (71 +7, +2gra) (1+a)2

PP, =

2

(3.55)

The first and second term in the RHS of Eq. (3.55) get close to zero for y, >y, andy, > y,,

respectively.

Over the Partitions 2 and 3, the multiplication of user powers can be expressed as:

(72 +gra) gl 1)1"2 fOI' g _7 Sg _7/
PP, = (g+7,+ga)(g+7,+ga) (1+0!)2 T (3.56)
o g, (nt+ga) B |

for -7, <g —
(nrgatg)(nrgare)(vay o2 20T

Note that the following inequality holds for these partitions:

& §71+gr0‘ for g1_71gg2_72

(3.57)
g <y,+gafor g,—y,<g -7

Also, the conditions of y, < g, and y, < g, are always valid. Hence, the expressions in Eq.(3.56)

are bounded above as follows:

2

(rntga) (n+ga) B
(n+rn+ga)(rn+n+ga)(i+a)
(rn.tga) (n+tge) B’
(71+gra+72)(71+gra+7z)(1+0()

for g, -7 <g -7

PP, < (3.58)

> for g, -7, <g -7

A similar analysis performed for Partition 1 reveals that the first and second terms in the RHS of
Eq. (3.58) get close to zero for y, >y, and y, > y,, respectively.

For the Partition 4, adding or removing does not change the objective since it is independent
from the cross-term. Hence, we can do our calculations as if there is no cross-term

In short, these analyses show that ignoring the cross-term can be accurately justified for most of
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the time. Also, our simulations show that the numerical difference between the optimal solution
for Eq. (3.18) and that for Eq.(3.19) is negligibly small. Therefore, our analytical results can be
considered as accurate and consistent with the true optimal solution of Eq. (3.18), which is

numerically found.

3.3 Simulation Results

In this section, we investigate the bit error rate (BER) performance of CFNC-RAC channel by

employing the proposed rate-optimal fair power adaptation (ROFPA) policy, in which the user S,

3z

and user S, utilize CFNC signatures as 6, =¢’’ =1and 6, e’ , respectively, [20]. We then
compare the performance of ROFPA with the equal power allocation (EPA) policy, where we
make not only the total transmit power for each time slot to be equal but also the user powers in
the first time slot to be the same (i.e, A =P, is dedicated to each user, and F, + P, is allocated to
the relay using @ =1). In the sequel, we assume that the average transmit power of the network is
2 units (i.e., P, =(1+a)(B + P,)=2) . For all numerical experiments presented in this part, we
also assume that distance from the user-1-to-destination link is one and the corresponding path
loss coefficient is unity (i.e., », =1 or 0 dB) so that other path loss coefficients (i.e.,g,, g,,
g,and y,) are interpreted as power gains or losses relative to the user-1-to-destination link.

Also, the path-loss exponent is assumed to be 2, and the path-loss coefficients of the relay
channel should satisfy the following geometrical constraints because of the two-triangle
inequalities:
& - k" <g M +g ™ (3.59)
& —g, Pk <g, g™ (3.60)

For this study, the signal-to noise ratio of the network is defined in dB as:

SNR (in dB) = 10log(

PTZ) (3.61)
O

2

Since the power budget is fixed, we realize different SNR values by changing the variance of
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electronics noise in Eq. (3.61). We also define the fairness metric (FAM) at each value of the

SNR as:

\/ 2 (BER,, (SNR) -~ BER, (SNR))’
FAM(SNR) =| 1 - =

x100% (3.62)
BER , (SNR)

where BER,(SNR) represents the BER of the ith user, BER_ (SNR) is the average BER of the

users as a function of SNR. Intuitively, FAM gets higher when the BERSs of the users get closer to
the average BER. In order to quantify the fairness among the users, we have considered the

average fairness metric (AFAM) over all SNRs as:

1 K
AFAM=EZ FAM(SNR ) (3.63)

1
where K is the number of BER measurements taken at SNR of SNR ;. In order to see the benefit
of the power optimization, we first consider a CFNC-RAC where users and destination are placed
on three corner of an equilateral triangle. We initially put the relay at the midpoint of altitude of
the destination node, which is referred as “nominal position” (NOP) of the relay, and has path
gains of y,=0 dB, y,=0 dB, g,=g,=3.60 dB and g,=7.27 dB.

To analyze the effect of position of the relay, we change the position of the relay towards to the
destination with of v, units with respect to the NOP, which only changes g;, g, and g, to
£,=2.72dB, £,=2.72 dB and g,=9.55 dB ; g,=1.87dB, g,=1.87 dB and g,= 12.65 dB; g,=1.04dB,
2,=1.04 dB and g,= 17.52 dB, respectively, for v; =0.1 units, 0.2 units and 0.3 units. For this
scenario, the optimal user and relay powers are tabulated in Table 3-1. Since, users are placed
symmetric with respect to the relay and destination, and power values allocated to the users are
same. As the relay gets closer and closer to the destination, the reliabilities of the user-to-relay
and relay-to-destination links become more and more similar. Thus, it is more logical for the
users to directly communicate with the destination rather than over the relay, and therefore, the

relay power decreases.

70



After determining the optimal power values of ROFPA, its BER performance is obtained as given
in Figure 3-2 for different SNR values, in which the BER simulations of EPA are also shown. As
seen from this figure, the proposed ROFPA policy provides average BER performance
improvements over EPA up to 59.70% ,71.53%, 80.50% and 86.00% for v, =0 units, 0.1 units,
0.2 units and 0.3 units respectively. For the target average BER of 107, employing ROFPA
instead of EPA results in SNR improvements of 3 dB, 4 dB, 5.75 dB, and 6 dB for v, = 0 units,
0.1 units, 0.2 units and 0.3 units respectively. Similarly, ROFPA achieves an average BER of 107
with the use of 4 dB, 4.75 dB, 7dB and 8.25 dB less SNR when compared to the EPA for v;= 0
units, 0.1 units, 0.2 units and 0.3 units respectively.

As a second scenario, we move the relay left from the nominal position (towards to the user 1)
with an amount of v~=0.2 units, for which the path gains are g,=5.57 dB, g,=1.70 dB and g= 6.43
dB. The optimal ROFPA parameters and the average BER simulations of the considered power
allocation methods for this case can be found in Table 3-2 and Figure 3-3, respectively. From
Table 3-2 , we observe that S, has been allocated more power compared to S| when relay move to
left. This makes sense since S is closer to the relay and less power should be assigned in order to
maintain the fairness between the users. We have also observed that the relay power has slightly
been increased since its distance from the destination is increased as compared to the nominal
relay position. As seen from Figure 3-3, employing ROFPA instead of EPA improves the average
BER up to 60.28% when v=0.2 units. The ROFPA reaches an average BER of 10Z and 10 by
utilizing 3 dB and 4 dB less SNR when compared to EPA. Next, we analyze the individual BER
performances of the users as seen in Figure 3-4 and calculated the AFAM of the power allocation
techniques. For the case where relay is at its nominal position BER performance of each user is

same. However, for v, = 0.2 units, ROFPA and EPA result in an AFAM of 87.86 % and 60%,

respectively.

On the other hand, to see the effect of optimization on sum rate which is the metric we try to
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maximize, we calculate sum rate performances of ROFPA and EPA for the scenarios which relay
move towards to the destination and S in Figure 3-5, Figure 3-6 respectively. As seen from Figure
3-5, the proposed ROFPA policy provides sum rate performance improvements over EPA up to
37.03% ,50.73%, 60.25% and 66.19% for v, =0 units, 0.1 units, 0.2 units and 0.3 units
respectively. For the sum rate of 2 bits/s/Hz, employing ROFPA instead of over EPA results in
SNR improvements of 2 dB, 2.4 dB, 3 dB, and 3 dB for v, = 0 units, 0.1 units, 0.2 units and 0.3
units respectively. Similarly, ROFPA achieves the sum rate of 4 bits/s/Hz with the use of 2 dB,
2.5 dB, 3 dB and 3 dB less SNR when compared to the EPA for v, = 0 units, 0.1 units, 0.2 units
and 0.3 units respectively. Also from Figure 3-6, one can see that the proposed ROFPA policy
provides a sum rate performance improvement over EPA up to 67.78% when v~=0.2 units. And,
ROFPA achieves sum rate of 2 bits/s/Hz and 4 bits/s/Hz with the use of approximately 2 dB less
SNR.
Lastly, to show fairness of ROFPA in terms of rates of users we give achievable rate of users as a
function of SNR in Figure 3-7. This figure shows that when relay is at its nominal position each
user have same achievable rate with ROFPA (EPA). On the other hand, when v~0.2 units, with
ROFPA users achieve exactly same achievable rates (which is a constraint of the optimization
problem proposed in this chapter) but with EPA this equality is broken in favor of S;.
Specifically, with EPA S| has 45.56% achievable rate superiority over S, on the average which
shows that EPA is unfair to S,.

These results suggest that ROFPA not only improves the average BER performance of the
CFNC- RAC channel or provides a great deal of SNR gains to achieve a targeted average BER
but also has an adaptation with respect to the network geometry to achieve the user fairness when

allocating user powers when compared to the EPA method.
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Table 3-1.The optimal user and relay powers obtained by ROFPA policy for various locations of relay

v, =0 v, =0.1 v, =02 v, =03

v
Ny
N

v

P, a R P, a A P, a

0.80 0.80 0.24 0.91 0.91 0.09 0.97 {0.97 |0.03 | 0.99 | 0.99 | 0.01

1+ EPA v,~0.3
1-Or EPAV,=02
1-%¢ EPA V=01
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Figure 3-2. Average BER as a function of SNR of ROFPA and EPA method for various location of relay

Table 3-2 The optimal user and relay powers obtained by ROFPA for various location of relay

v, =0 v, =02
P, a R | P a
0.80 ] 0.80 | 0.24 | 0.60 | 0.94 | 0.29

av)
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Figure 3-3.Average BER as a function of SNR of the proposed power optimization methods for cases g,=
5.57 dB, g,= 1.70 dB g=6.43 dB and g,= 3.60 dB, g,=3.60 dB g=7.27 dB
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Figure 3-4. BER of each user for cases g;=5.57 dB, g,=1.70 dB g,= 6.43 dB and g,=3.60 dB, g,=3.60 dB
g=7.27dB
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Figure 3-5. Sum rate as a function of SNR of ROFPA and EPA method for various location of relay
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Figure 3-7. Rate of each user as a function of SNR of the proposed power optimization methods for cases
g1=5.57dB, g»=1.70 dB g~ 6.43 dB and g,;= 3.60 dB, g,= 3.60 dB g=7.27 dB

3.4 Conclusions

In this chapter, we investigated the power allocation problem for CFNC coded relay assisted
communication (CFNC-RAC) channel under the decode and forward type of relaying. While
considering the user fairness in terms of the achievable information rates on the average, we
proposed the rate-optimal fair power adaptation (ROFPA) method, which maximizes the sum-rate
of users and also ensures the rate-fairness under the total transmit power constraint. We
expressed ROFPA as a constraint optimization problem, which is a non-convex and non-linear
program. Since the analytical solution to this non-convex program is not directly possible, we
divided the parameter space into four disjoint regions, over which we derived an exact analytical

solution by neglecting the cross-term in the objective function. The optimal power values in
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ROFPA policy were determined over the segment, which resulted in the largest achievable sum-
rate among all segments. Simulation results suggest that ROFPA can provide an sum rate
improvement up to 66.19% while achieving an average BER improvement up to 86.00% with a
very high average fairness metric when compared to EPA, and thus, it is a promising technique,

which can be used in a high throughput next generation (CFNC-RAC) channel.
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4. Symbol-Error Rate Optimized Complex Field Network
Coding for Relay Assisted Communication Channels

In the previous chapter, we derived achievable rate bound of multi-access relay assisted channel
which operates over non-orthogonal channels and then we propose a power allocation method for
obtaining power values of source nodes and relay node which maximizes derived achievable rate
bound. In this chapter, we study another performance metric: symbol error rate (SER) upper
bound. Especially, in this chapter we propose an approach to obtain signatures for each source to
minimize the SER bound metric when relay power is constant.

It should be noted that our approach can be seen as jointly optimizing signal constellation and
power where the PNC for multiple access relay channel is employed. In the context of
constellation optimization, Akino et. al. [71] proposed a method for the two-way relay channel
where users employ the same QPSK modulation, and the modulation constellation and network
coding under the denoise and forward relaying are optimized at the relay based on instantaneous
channel state information (CSI) of users. Zaidi et.al. [72] considered an orthogonal additive white
Gaussian noise (AWGN) multiple access relay channel employing PNC and then optimized the
PNC by controlling the power of each user to maximize the achievable sum rate under the
average power constraint of relay node, which was solved by a fixed point iteration method.
Recently, Wang et. al. [73] considered a special communication scenario in which each
destination node receives only the information of a single user in the first time slot while the
PNC coded signal from the relay node is observed at all destination nodes in the second time slot.
They developed a power control scheme to maximize the rate bound of each user under the peak
power constraint by assuming that the complete CSI of communicating nodes is known at all
nodes (i.e., transmitter CSI and receiver CSI are available). Compared to the previously
mentioned studies, our work is completely different in many ways. Firstly, the receiving nodes

(i.e., the relay node or the destination node) are assumed to solely know the CSI in our work
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whereas the transmitting nodes do not have such knowledge. Secondly, we jointly optimize the
signal constellation and power based on the average symbol-error probability bound, and this
optimization results in different constellations for each user. Finally, in the channel model
considered (also in [20]), both the relay and destination node observe the superposed signal in
both time slots, and thus, it has completely different signal and symbol-error characteristics
compared to [71]-[73] .

In this chapter, we give the system model for a basic CFNC coded relay channel. In Section 4.1.
Then, the SER-optimized CFNC is developed in Section 4.2. Next, the approximate solution for
the SER-optimized CFNC is derived in Section 4.3. Section 4.4 is devoted to present the average
BER simulation results of the optimized CFNC. Finally, our major conclusions are included in

Section 4.5.

4.1 A Basic Complex Field Network Coded Relay Channel Model

In this work, we consider a basic relay channel, as depicted in Figure 4-1, where there are two
users S; and S,, one relay node R and one destination node D. In order to facilitate the CFNC,
different signatures (denoted by 6, and 6, ) are assigned to user S; and user S, , respectively, and
each user multiplies its information bearing signal (denoted as x, [n]and x,_ [n] respectively for
the user S and user S,) by the associated signature. Then, the resultant signals are simultaneously
sent in time slot 1 over non-orthogonal a channel, which causes multiuser interference both at the
relay and at the destination. After employing ML detection, the relay node sends its CFNC code
estimate to the destination node in time slot 2. In this figure, the path-loss coefficients of Si-to-D ,
$>-to-D , S1-to-R , S,-to-R and R-to-D links are represented by y,,7,, g,,g, and g, respectively.
Under the flat-fading wireless communications, the received signals at relay node and destination

node in time slot 1 (represented by y [n] and y_,[n] respectively) and the signal acquired by the

destination due to the relaying in time slot 2 (denoted by y,,[n]) can be expressed as :
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nl=+lg,h,0x, [n+g,h, 0 z [n] 4.1)

ysd[n]=ﬁlhw<91xﬁ[n]+ Vo 00x, [n]+z,[n] (4.2)
Valn \/g_rhrdx [n]+z,[n (4.3)

where h h hs1 4o hS2 , and &, are fading coefficient for Si- R, S,-R , Si-D, S,-D, R-D links,

respectively, which are modeled as complex Gaussian random variables with zero mean and unit
variance, while =z [n] and z,[n] represent the noise at the relay node and destination node,
respectively, which are modeled as additive white Gaussian noise (AWGN) with zero mean and
variance of Ny/2 per dimension.

It is assumed that the channel state information (CSI) of the users is known at both the relay
node and the destination node (i.e., receiver CSI). To reduce the decoding complexity at the relay

node, we employ only the ML estimation [20], in which the user messages are estimated as :

v =gk, O, [n] -2, h, Oux, [n ]”2 (4.4)

(%, [n],%, [n]) = argmin

X, [n]x [n]

Then, combining the ML estimates of user messages with the associated signatures, the relay
signal is generated as:

x,[n]=6x [n]+6,%, [n] (4.5)
Next, the relay signal, x [n], is forwarded to the destination according to Eq.(4.3) in time slot 2.

Finally, the destination node decodes the user messages jointly by using ML detection.

~ ~ 2
(xs1 [n],xsz [n])= ar[g]ml[n]Hy A=A hsldelxsl [n]=7, hszd62xsz [n]“
X, nl,x, n (4‘6)

]yl =2, O, 1+ 0y, )|
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Figure 4-1 A basic complex field network coded relay channel with two users and one relay node.

4.2 Determination of SER-Optimized User-Signatures

According to [20], the CFNC coded signal refers to c[n]= HIJCS1 [n]+ szsz [#]and the information

of each user can be recovered uniquely from c[n] as long as 6, # 6, . Thus, the user-signatures are

important in order to extract the data of each user from the coded signal. As mentioned earlier,
the user signatures in [20] are selected without considering detection performance of the relay
network. To address that, we propose to obtain the optimal user-signatures by minimizing the ML
bound on the SER of the network in this section. We assume that the information of each user is
binary and is modulated using Binary Phase Shift Keying (BPSK), in which -1 and 1 represent
the logical zero and logical one, respectively. The derived expressions can be straightforwardly

extended to other types of modulations as well.

We denote the wuser signatures by 0=[6’1,6’2]T and the vector of user-symbols

T
byx = [xsl [n],x, [n]] . Since the information of each user is binary, there are four possible user
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symbol vectors , which can be put in an ordered list. Let x, be the i possible symbol vector in the
list for 1<i<4. Since each signature is assigned uniquely to a specific user, c[n]takes one of
four distinct values (i.e., CFNC symbols). The CFNC symbol regarding the symbol vectorx,
becomes

¢ =0"x (4.7)

1 1

Assuming CSI is known at the relay and ML relaying is used, an upper bound for the pair-wise

symbol error probability at destination can be obtained by the use of y ,[n] and y [n] as

follows.

First of all, pair-wise error probability (PEP) at the destination can be expressed as

P(c, ¢, atDle,)=P(c, >, atR|c,)xP(c, > ¢, at Dlc, > ¢, atR,c, )
4.8
+P(ci —c; atR|cl.)><(1—P(ci ¢ atD‘cl. —c; at R’Ci)) (4.8)

where P(cl. —c, at R|c,.)and P(ci —>¢; atR|ci)denote the probability of correct decoding
probability and PEP at the relay respectively when CFNC symbol ¢, is sent. Also,

P(c[ —>c¢; atDjc, > ¢, at R,c,.) represents the PEP at the destination given that ¢, is sent and the

decision of the relay is correct, whereas P(ci —>¢, atDic, > ¢, at R,cl.) is the probability of

making correct decision of the destination when ¢, is sent and the relay reaches an erroneous

decision.
The PEP of the relay (by assuming that CSI is known at the relay and ML relaying is used)

becomes
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> 2
+ Zr - ZJgkhs,{rak (X[ )k
k=1

P(c,. —>c; atR |c[,hslr,hszr)=P( gch, 0, 2
) 2
8uh 0,(x) +2, = D \Jgh 0,(x))| )
k=1
2
=P(|z] 2 Z\/g_k LO(X), 2, _z@ NCACOAD

2
- ZJg_ b, O,d,y

2
ZZ"*(Z gkhwadyk)"'z (Z gkh dek) )
=1
(4.9)

denotes the complex conjugation and the random  variable

3T 33}

where

Sl

2
zr*(z gch,, 0,d;)+z (Z g.h 0 dyk) is Gaussian distributed with zero mean and variance
k=1

2

ofdo?

Z 8h,,0,d;| . Therefore, the PEP in Eq. (4.9) can be found as

2
|Z gkhS‘rH dz]k ‘

P(c —c; atR ¢ hw,h”)=Q( ! ) (4.10)
2 20

where d, represents the k™ component of the difference vector between the i and j* symbol

vectors, d; =(x, —x;). This probability can be upper bounded using the Chernoff-bound as

follows:

(i

P(c —c; atR ¢, h, .k )<%e_ 80* 4.11)

8ihy,

Consequently, a bound on the average PEP can be obtained by averaging the upper-bound in Eq.

(4.11) over fading gains of the users-to-relay links as:

‘i\/ghwg’( dyy \2
P(c,>c; atR e b, .h,)<E, |e 7 (4.12)

52

E, [.] represents the expectation operation with respect to the CSI vector h . Each fading

coefficient A , is assumed to be a zero-mean complex Gaussian random variable with unit
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variance, which is denoted by CN (0,1) . Hence, the distribution of random variable
2 2 2

z gch, 6, d, is CN(O,ng 16, [ d;kj , and the pdf of |Z\/g_khsk,,0,{dijk > becomes
k=1 k=1 k=1

2
exponential with the mean of Z 2. 16, d;k . Hence, the expectation term in Eq.(4.12) can be
k=1

deduced as:

—t

@ ot 2 e
P(Cf ¢ atR|c[)sJ%e 807 %egg o4 p
2
' ng|9k| dijz'k
k=1
0.5 (4.13)
- 2
1+W
lom

Similar to Eq. (4.9) , the PEP at the destination with complete CSI can be calculated, when it

employs ML detection and the decoding of the relay is correct, as:

2

P(C[ —)Cj atD Cl %Cl at Raciahsd’hrd):P(

2 2
Z\/Zhskdek (X)) +2z, - Z\/Zhskdek (X))
k=1 k=1

2
+

2 2
g h, Z 0.(X,) +z,—hy z 0,(X;),
k=1 k=1

2 2
S Jrih 0, (3, + 20 = Yy 0 (%),
k=1 k=1

2
2

+

)

2 2
g hy Z 0, (x,), +z,—h, z 0, (x; i
k=1 k=1

2
+

2

2
kZ:;\/Zhskdekdijk +2z,
2 2
- ‘J?rhr'd ngdijk
k=1

2 2
2Re{2d*z Vil aOdy} +2Refz, grhrdzgkdijk} )
k=1 k=1
(4.14)

2
=P( |z,[ +]z|" > g.h,> 0d, +z,
k=1

2

)

=pP( -

2
Z Vi hs,{d gkdijk

k=1
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Since z, is assumed to be CN (0,20'2 ) , the random

2 2
variableZRe{zd*Z Vih . 0,dy +2Re{zd*\/g_,hrd249kdijk} is Gaussian with mean of zero and
k=1

k=1

2
+

2
;\/y_khskdekdijk

P 2
variance of 40'2( g, hrdZdel_jk J Hence, the PEP in Eq. (4.14) can be
k=1

determined as

N 2 N 2
(S| e o,
P(Ci —¢; atD|c, > ¢; at R,ci,hsd,h,,d)zQ( _ = ) (4.15)
20
which is upper bounded by
i Vi hsa O 2*\/5}’,11%0/(%1 2
1 k=1 . k=1
P(c, ¢, atDlc, > ¢, at R,ci,hsd,hrd)sae 80 (4.16)

Again, a bound on the average PEP at the destination can be obtained by averaging the upper-
bound in Eq.(4.16) over the fading coefficients A, ,,h,, . Since fading coefficients are zero-mean

2

complex Gaussian random variables with unit variance, and

N
Z Vi hs,{d ekdijk

k=1

2

ik

N
‘Jgf heY 0d,
k=1

N
are exponential random variables with a mean of 4 =Z;/k|0k|2 d’, and
k=1

N

A, = ng:|6k|2 dl.jz.k , respectively. So, the bound on the average PEP at the destination can be

k=1

obtained as:

IN

(4.17)




A similar analysis can be conducted to determine P(cl. —c, at D|cl. —c, at R,cl.). Toward that

goal, we need to determine first, P(ci —>c,; at D|c,. —c; at R,cl.) as:

2

P(cl. —¢; atD|c, > ¢, at R,cl.,hsd,hrd)zP(

2 2
z \/Zhs,{d 0, (X)) +z,— z \/Zhs,{d 0, (X,),
k=1 k=1

2
+

2 2
gh, z 0.(x,), +z,—h, z 0, (x,);
k=1 =

2

2 2
< Z\/Zhs,{dek(xi)k tz, _Z\/Zhs,{dek(xj)k
k=1 k=1
2 2 2
+ grhrdzgk(xi)k +z, _hrdzek(xj)k )
k=1 =1
2 2 2
=P( |z, +|z,[ 2|27 a6y + 2. +We 1> 0.d, + 2,
k=1 k=1

2
+

2
>

=P( -

2
;\/Zhskdekdijk

2 2
2Relz,"Y [y b, 0,d, ) +2Reiz, g, 1, > 0,d,} )
k=1 k=1

2

2
gh, z 6, d[jk
k=1

2

2
z Yk hs,{d 0, dijk

2
- +\ 8, hrdzgkdijk
— Q( /c:l2 - k:l2 - )
20\/2\/2}1&‘191(6{% +WVE, hrdzekd[jk
k=1 k=1
(4.18)

In order to obtain a bound on the SER bound, we need to average Eq. (4.18) over CSI
coefficients, which cannot be calculated analytically. For simplicity, we bound the fourth term in
Eq. (4.8) as :
1-P(c, >¢ atDlg, > ¢, atR,c;)<1 (4.19)
In parallel lines, the first term in Eq.(4.8) is also bounded as:
P(c,—>c atRlc) <1 (4.20)
Therefore, the upper bound for PEP at the destination in Eq.(4.8) can be re-written by combining

Eq.(4.13),(4.17) ,(4.19) and (4.20) as:
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P(¢,>c; at D)< ; + (4.21)
Z7k|‘9 ‘ dl]/{ gr|zgkdijk |2 zgk|‘9 | dyk
1+ 4 B = [
8o 8o 8o

As aresult , the upper bound for SEP (ED ) at the destination can be given as:

P 1 &G 1 1 1
RP<322—3 : + (4.22)
o Zme Pdy g 1).60d, [ ngw Pd,
14 8o I+ k:8102 1+4 8c?

By expressing the signature 6, in the polar form as 6, = \/Fk e’* , Eq. (4.22) can be re-written

as:

_ 1 & 1 . |
PED ngz 2 . 2 * 2 2
ZﬂPA ik 8, |Z\/Fk€]¢"dijk| zgkpdl]k
k=1 v

1+ k=1 1+:

2

1+

2 2

8o 8o

1 & & 1 1 1
SN '
35 Yun 21 g, (Pd> +Pd> +2,JPd, \[Pd,, cos(¢, - $,)) S g, Pd?
k=1

ijk
= 8o ]+ 4=

80_2 2

8o

(4.23)

where }_f_,D is the average SER at the destination. It is important to note that the average SER-
bound in Eq.(4.23) is a function of signature powers Pand P, , the cosine of the signatures’ phase
difference o =cos(¢, —¢,). In order to determine the SER-optimized signatures, both P, and

¢, need to be optimally decided to achieve the minimum SER-bound of the destination under the

2
total transmit-power constraintZPk =P, . Additionally, since each user actively sends
k=1

information, Aand P, should be strictly greater than zero, and because of the cosine function,
there is a box constraint on ¢, which can be expressed as —1<¢6 <1. Therefore, the

determination of SER-optimized signatures can be stated as a constrained optimization problem

as:
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. . . 1 1
minimize f,(R,P,,8) = ZZ
e S im’dl,k | & (Rdj + Bdy, +2yRd, P d,,0)

J#i

o’
1
+ 2
ngszjzk
1+k:17
80~

such that
2
f(R,P,0)=P =) P, =0
k=1

fz(Pl,Pz,é‘)=P >0
f;( 12 275) P>0
f.(B,B,0)=56+120,
fé(PpPzaé‘):l_é‘Zo,

(4.24)

Since the objective function is convex and the constraints are affine, the optimization in Eq.

(4.24) is a convex program, and its unique optimal global solution exists, which satisfies Karush-

Kuhn-Tucker (KKT) conditions:

v/, (p')- ZS:/L-*VfI- (p)=0.
f(p7)=0,
£(p")>0, fori=2,3 (4.25)
jf(p )>0 fori=4,5

i[ >0,fori=1,2,3,4,5
A f(p)=0.fori=12.34,5

where p=[P,P,56]'is the vector of user signature parameters, and p represents the
corresponding optimal vector.

The KKT conditions in Eq.(4.25) result in the following equations as:
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(] 171 2 ZJ

20
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(4.28)

Since B >0 and P, >0, both A, and A, become zero due to complementarity conditions. Also,

because of the complementarity conditions 4, f; (p) =0 for i=4 and 5, A, and A, can be shown

to be zero, otherwise ¢ should be equal to either -1 or 1. We can prove this by contradiction.
Assuming that &' is -1, A; has to be zero due to complementarity slackness. Therefore, the

following expression from Eq. (4.28) can be stated:

207 207 207 207 o

(4.29)

P+P,-2PP P+P,+2/BP
2, e 2y g &8 - 2))2 the LHS of Eq. (429)is less
o o

Since (1+

than zero, which is a contradiction because 4, >0 . Similarly, we can show that1, should be

zero. Hence, by putting A, =1, =0 in Eq. (4.28), we obtain the following expression:

-2 -2

g, (R+P+2JRPS) g, (R+P-2JRPS)

1+ > =1+ > (4.30)
20 20

The only solution of Eq. (4.30) is 6 =0, which implies

#, — ¢ =2k + 1)/ 2 for any integer k (4.31)

Combining Eq.(4.30) with Eq.(4.26) and (4.27), the optimal powers P and P, should satisfy

the following expressions:
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(4.32)
Equation (4.31) implies that phases of the user signatures should be separated by any odd

multiples of 90°, which intuitively makes sense because it is logical to choose cos(g4 —¢,) =1,

whenever the product d;,d;, in Eq.(4.23) is positive, and to select cos(g —¢,) = -1 otherwise.

ijl

d

The average SER-bound is minimized by choosing cos(# —¢,) =0 since the product d,d,,

ijl
takes negative and positive values with equal frequency under the assumption of equally likely
priors for the user decisions. This results in an increased minimum distance among CFNC

symbols. For example, when BPSK is used, the minimum distance of PNC symbols becomes zero

since x, =1 and x, =-1 or x =-1 and x, =1 are mapped into the same symbol (i.c.,
¢, =¢, =0), whereas the minimum distance of the optimized CFNC is two since the user 1

transmits symbols from the set {—1,1} , and user 2 selects symbols from the set {+/, -j}.

In general, Eq. (4.32) is highly nonlinear, for which a closed form solution is not viable to obtain
the optimal signature powers. For this purpose, we derive an approximate solution for the

signature powers in the next section.

4.3 Determination of an Approximate Solution for the Signature
Powers

The SER-optimized signature powers in Eq. (4.32) provide fairness among the users since the
user powers become the same when they are located symmetrically with respect to both the relay

and destination or when one of the users is positioned closer to the relay or destination, the other
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user needs to consume more power in order to minimize the SER of the network. In parallel lines,
we aim at devising an information theoretical power allocation scheme, which considers fairness
among users and provides closed-form results. As pointed out earlier, we assume that the CSI
due to the Rayleigh fading is available only at the receiver. Also, the fading gains of all
communicating nodes are assumed to have unit energy for the sake of simplicity.

Since the users-to-relay channel is a multi-access channel (MAC) , the achievable ergodic rates of

users (denoted by R, for user S; and R, for user S,) at the relay are upper bounded as :

llog(l + ifl j (4.33)
—log(l + g{zj (4.34)
R +R, S%log(lJr%j (4.35)

By assuming perfect decoding at the relay, the signals received by the destination at both time
slots (see Egs. (4.2), (4.3), (4.5)) can be put in a matrix-vector form as

a6 G i

y z

(4.36)

where Yy is the received signal vector at destination, H is the channel matrix, xis the user signal

vector, and zis the AWGN noise vector.
The single-user and joint-user rate-bounds of users S; and S, at the destination are therefore

obtained as:

1 vP+gP
R <—log| 1++1 2oL 4.37
2 20

(4.39)

2
r nB+rnb+g (R+Ph +P1P2(\/72 —\/71)
HSH Liogl 14

1
R + R, <—log| det| I+
R g( ( 207 207
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where S =E[xx"] is the input covariance matrix, which is a diagonal matrix of P, and P, .

Hence, combining Eqgs. (4.33)-(4.35) with Egs.(4.37)-(4.39), the following expressions are

derived :
R < min{%log(l +%j,%log(l +§17P;j} (4.40)
R, < min{%log(l +%j,élog(1 +§27§j} (4.41)

R + R, <min %log 1+

2
rrnRigalReParR(n ) )| apgn
—log| 145141 8,155
207 2 207

(4.42)

Since our aim is to determine an information theoretical optimum power allocation policy, which

considers fairness among users, we equalize the maximum rate bounds of users in Eq. (4.40)and

Eq. (4.42) as:
min llog 1+7/IR;‘§’P1 ,llog 1+g1_le =min llog 1+7/ZB;§ger ,llog 1+g2_122
2 20 2 20 2 20 2 20
(4.43)
The expression above can be simplified further as
min{y, +g,.g{ A =min{y, +g,.8 P (4.44)

2
We can obtain the user powers using the total power constraint F. — ZPk =0 and Eq. (4.44) as:
k=1

min{y, +g,,2,

min{y, +g,,g,} +min{y, +g,,g,}
min{y, +g,.g|

min{y, +g,,g,}+min{y, +g,,g,}

ael!
Il

P
(4.45)

1

b

2

where P and P, represent the rate-fair power values for user 1 and user 2, respectively.

The information theoretical result in Eq. (4.45) is beneficial to obtain approximately the SER-

optimized signature powers with the use of Eq. (4.32) as explained below.

Using total power constraint B+ P, = P, we can eliminate P, from Eq. (4.32), and the resultant
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expression as a function of P* becomes

F)= e Irae By e Ly Sy By
20° 20

(1+7IX+y2(PT—X))4 Y, (ng(azf))lJr(1+ 8% )2 i2+(l gx+ & =X &

207 207 207 207
1+ 72(5 : ))72 (Hg,(;;z—x))l_(l 72(; )) 1+ g,(;"2 x))fz ir B
(1+7IX+£26(5 x))z 72 (1+g(r))— a4+ gz(;;;x))z izz_(l gIH(gz(f’ x))fz Zg; 0
(4.46)
where XZPI*.

We can obtain a quadratic approximation equation of Eq. (4.46) by obtaining its Taylor series

expansion about xsz in Eq. (4.45) :

SR+ [(BYx=B)+= f"(P)(x Ry =0 (4.47)
where f'(x)and f"(x)represent the first and the second derivative of the function in Eq. (4.46),

respectively , can be given as follows:

\ 8iX 3 2g 71 28 71X 2 208, gX
x)=—(1+ 1+ -1+ 1+ -
f(x)=— 202) o —(1+25)" 1+ ) = ( 202) 404( 2)
X 2272 X P—-x) ;2 P —x)__ P —x)
(1+ 7/12)3 714(1+g;2)1 (1+g2( ))3 g2 _(1+7/2(T2 ))1( g( 5 ))3
20 20 20
2g’ AR 272g .8 (PT - X), 7,(Br=x) 52y, - g (P —x)
% r r —(1+ 2\'T 2 1+ & T 1
4o -+ 207 ) @+ 207 ) 207 ) 404( 207 )
a+ gx+g,(F x))—s 2g1(g1— g,) e gx+g,(F x))fz 2g,(g,- &)
2672 4c* 207 40"
_(1+}/1x+)/2(fT—x))_3 271(‘1/1 - 7/2)(1+g,( T))—
1+ 7X+ 72(5} —x))_s 272(471 - 72) 1+ gr(P ))_

(4.48)
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g, (P —x) 6g23 72(P X) g, (P —x) 468’
1+ - 1+ -
( 207 ) 8c?° (a+ 20 i 207 ) 8c°
P —-x) 6 P.—x)__ P —-x) 6 P —x) _
( 72(2 )) 2 72gr ( gr(:z;-2 )) 3 _(1 7/2(2 . )) g;gr (1 gr(zg )) 2
P.—x)__ 6 P —x x+g,(P—x 6 -
(1+72(2;2 )) 4 87;26 (1+gr(2;2 )) 1+ & iz(z )\ gl(glo_ng) _
(1+ g1x+§ip —X) 4 6g2(<§16;g2)2 +(1+71x+7;20(fT_X))_4 671(7;10-_672) 1+ ( T))—
_ 2
1+ 71x+7/2(P x))—4 672(71 672) (1+gr(P ))—
207 8o
(4.49)
The roots of Eq. (4.47) can be expressed using Eq. (4.45) as :
. 'Y+ ()L (B -2f"(P)f (P
K =P LD J;((P)) LRI i1 (4.50)

Although we have determined two roots, only one of them is close to the actual root of Eq.(4.46)

At this point, it is important to note that the actual root from Eq. (4.46) is the minimizer of
f?(x). Hence, the approximate optimal signature power of user 1 can be determined as the root
minimizing /() .

P =argmin f*(P") (4.51)

i=1,2

The signature power for user 2 can be obtained with the use of the total power constraint and Eq.

(4.51) as

B =F-F (4.52)
4.4 Bit Error Rate Simulation Results of the SER-optimized CFNC

In this section, we investigate the performance of SER-optimized CFNC through simulations and

compare it the conventional CFNC in [20] in which the user S| and user S, utilize non-optimal
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signatures as 6, =e¢’’=1 and@, =e 4 respectively. To make a fair comparison between the

optimal and non-optimal cases, we assume that the average transmit power of the network per
time slot is 2 Watts (i.e., P, = P, + P, =2). For all numerical experiments along this chapter, we
also assume that distance from the user-1-to-destination link is one and the corresponding path
loss coefficient is unity (i.e., », =1 or 0 dB) so that other path loss coefficients (i.e.,g,, g,,
g,and y, ) are interpreted as power gains or losses relative to the S)-to-destination link. Also, the

path-loss exponent is assumed to be 2 and the path-loss coefficients of the relay channel should

satisfy the following geometrical constraints because of the two-triangle inequalities:

|g17045 _grfo.s < 7170.5 <g170.5 +g,f°'5 (4.53)
|g270.5 _grfo.s < 7270.5 < ngoj _}_grfo.s (4.54)
| o | | R+P,
Moreover, the signal-to noise ratio (SNR) of the network is defined in dB as 10log( Py ) for
o

this study. Since the power budget is fixed, we realize different SNR values by changing the
variance of electronic noise.

In order to see the benefit of the signature optimization, we have first considered a limiting case
with the path-loss parameters g, =30 dB, g,= 0.14 dB and g,=0.27 dB where the relay is very
close to the destination. For this case, we obtain average BER of the network for both optimized
and non-optimized CFNC schemes, in which the path-loss parameter y, is set first to 3 dB and is
then increased to 6dB. The optimal signature powers for this case are put in Table 4-1

. For a fixed value of y,, S, has been allocated more power compared to user S; for all SNR
values. This makes sense, since S; is closer to the relay, and therefore its BER is smaller than that
of §,. Hence, it is logical to assign more power to S, in order to improve the overall network
performance. The average BER simulations of the network for this case are illustrated in Figure
4-2 and the corresponding BER of individual nodes and the average BER of the network both

with and without optimized CFNC are tabulated in Table 4-2 and Table 4-3. As can be observed
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from these tables, (after signature optimization) the BER of S, (shown by BER;) gets improved,
whereas the BER of S} (shown by BER,) worsen, but the overall average BER at the destination
BERp decreases, which is the main objective for this study. Particularly, the optimized CFNC

achieves up-to 29% and 25% average BER improvements over the conventional CFNC for y, =3
dB and y, =6dB, respectively, which proves the SER-optimized CFNC to be useful.

Next, we consider a more practical scenario, in which g;, g, and g, are selected as 3.10dB, 20 dB
and 3.10 dB, respectively, while the path loss parameter v, is selected first as 1.94 dB and is then
increased to 4.44 dB. The optimal signature magnitudes and the average BER simulations for
this case can be found in Table 4-4 and Figure 4-3, respectively. In parallel lines with the previous
observations, S, has been allocated less power compared to user S; for all SNR values, and the
same value of y, since it is closer to the relay than S;. Thus, the average network performance is
improved by assigning more power to S;, which is also verified by obtaining BER of individual
nodes with and without optimized CFNC as shown in Table 4-5 and Table 4-6. Specifically, as can
be seen from Figure 4-3, the optimized CFNC achieves up-to 25% and 24.5% average BER
improvements over the conventional CFNC for v, =1.94 dB and y,=4.44 dB, respectively.

Table 4-1.The SER-optimized signature powers for g, =30 dB, g,=0.14 dB, g,=0.27 dB and various y,

values
7,=3 dB 7, =6 dB
SNR (dB) R P R P
10 0.78 1.21 0.82 1.17
12.5 0.73 1.26 0.74 1.25
15 0.66 1.33 0.67 1.32
17.5 0.59 1.40 0.59 1.40
20 0.51 1.48 0.51 1.48
22.5 0.44 1.55 0.44 1.55
25 0.38 1.61 0.38 1.61
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Figure 4-2 Average BER as a function of SNR of the optimized and non-optimized CFNC for g,=30 dB,
2,=0.14 dB, g=0.27 dB and various y, values
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Table 4-2.BERs of Individual Users , the average BER and Its improvement at the destination with and
without optimized CFNC for y, =3 dB

72=3 B
Optimized BER Non-Optimized BER BER,
Imp.(%)
SNR | BER/BER, | BER, BER,/BER, | BER,
(dB)
10 1.0e-2/1.6e-2 | 1.29¢-2 | 96e-3/1.9¢2 | 1-44e-2 | 11,16

125 | 43e-3/8.2e-3 | 020e-3 | 38¢.3/1.1e2 | 7-15¢-3 13.24

15 1.8e-3/4.2e-3 | 3:00e-3 | | 4e.3/56¢-3 | 3-52¢-3 14.68

17.5 0.7¢-3/2.3e-3 | 149¢-3 | 0.6e-3/3.1e-3 | 1.83¢-3 18.54

20 32e-4/12e-3 | 7474 | 20e-4/1.7¢-3 | 9-48e-4 | 2122

225 1.5e-4/63e-4 | 3-86e-4 | 09e.4/9 1e-4 | 35-00e-4 | 2574

25 0.6e-4/3.6e-4 | 2.11e-4 | 04e-4/5.1e-4 | 2.71e-4 | 2217

99



Table 4-3. BERs of Individual Users , the average BER and Its improvement at the destination with and

without optimized CFNC for y, =6 dB

Table 4-4. The SER-optimized signature powers for g, =3.10 dB, g, =20 dB, g,=3.10 dB and various

7, values

726 dB
Optimized BER Non-Optimized BER BER,
Imp.(%)

SNR BER,/BER, BERp BER,/BER, BERp
(dB)
10 9.2e-3/9.6e-3 0.94¢-2 9.5e-3/1.2e-2 1.066-2 11.36
125 3.9¢-3/5.0e-3 448623 3.7e-3/6.3e-3 4.98¢-3 10.05
15 1.6e-3/2.6e-3 21263 1.4e-3/3.4e-3 2 41e3 12.04
175 0.7e-3/1.4e-3 1.03e-3 0.5e-3/1.9e-3 | 24623 17.11
20 3.0e-4/6.9¢-4 4.980-4 2.4e-4/1.0e-3 6.330-4 21.24
25 1.4e-4/3.9¢-4 2 68¢-4 1.1e-4/5.7e-4 3 400-4 21.08
25 0.6e-4/2.0e-4 1.320-4 0.5e-4/3.3e-4 1 88c-4 29.57

y7,=1.44 dB 7, =4.44 dB
SNR(dB) | £ Py B B
10 1.27 0.72 1.33 0.66
12.5 1.31 0.68 1.38 0.61
15 1.36 0.63 1.43 0.56
17.5 1.42 0.57 1.48 0.51
20 1.48 0.51 1.53 0.46
22.5 1.53 0.46 1.57 0.42
25 1.57 0.42 1.60 0.39
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Figure 4-3.Average BER as a function of SNR of the optimized and non-optimized CFNC for g;=3.10 dB,
2,=20 dB, g=3.10 dB and various y, values

Table 4-5. BERs of Individual Users, the average BER and Its improvement at the destination with and
without optimized CFNC for y, =1.94 dB

7,=1.94 dB

Optimized CFNC Non-Optimized CFNC | BER,

SNR | BER/BER, | BER, |BER/BER, | BER, |1mP-(%)
(dB)

10 1.5¢-2/5.3e-3 | 1.02¢-2 | 2.0e-2/4.3¢-3 | 1.19¢-2 | 13.97

12.5 | 8.0e-3/2.3e-3 | 5.14e-3 | 1.0e-2/1.7e-3 | 6.07¢-3 | 15.39

15 4.2e-3/1.0e-3 | 2.61e-3 | 5.6e-3/6.6e-4 | 3.15¢-3 | 16.90

17.5 | 2.2e-3/4.7e-4 | 1.35e-3 | 3.1e-3/2.6e-4 | 1.68e-3 | 19.42

20 1.2¢-3/2.4e-4 | 7.18¢-4 | 1.7e-3/1.1e-4 | 9.19¢-4 | 21.89

22.5 | 6.5e-4/1.2e-4 | 3.88¢e-4 | 9.7e-4/5.2e-5 | 5.09¢-4 | 23.71

25 3.6e-4/6.8¢-5 | 2.11e-4 | 5.4e-4/2.6e-5 | 2.82¢-4 | 24.95
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Table 4-6. BERs of Individual Users , the average BER and Its improvement at the destination with and
without optimized CFNC for y, =4.44 dB

y,=4.44 dB

Optimized CFNC Non-Optimized CFNC | BER,
Imp.(%)

SNR | BER/BER, | BERp |BER/BER, | BERp
(dB)

10 1.4e-2/4.1e-3 | 0.93e-2 | 1.9¢-2/2.8e-3 | 1.11e-2 15.73

12.5 | 7.6e-3/1.8¢-3 | 4.71e-3 | 1.0e-2/1.1e-3 | 5.69e-3 17.26

15 4.0e-3/0.8e-3 | 2.40e-3 | 5.6e-3/4.3e-4 | 3.0le-3 20.15

17.5 | 2.2e-3/4.0e-4 | 1.28e-3 | 3.1e-3/1.8e-4 | 1.63e-3 21.20

20 1.2e-3/2.0e-4 | 6.94e-4 | 1.7e-3/7.5¢-5 | 8.85¢-4 21.51

225 | 6.4e-4/1.1e-4 | 3.71e-4 | 9.5e-4/3.7e-5 | 4.92e-4 24.37

25 3.6e-4/5.9¢e-5 | 2.10e-4 | 53e-4/1.7¢-5 | 2.72e-4 23.04

4.5 Conclusions

In this study, we have developed a SER-optimized CFNC for the relay channel, which employs
ML detection at both the relay and destination. The proposed method optimally adjusts the user
signatures by taking the topology of the relay network and the constraint on the total transmit
power into account, and thus it minimizes the SER-bound of the system. We have formulated the
optimal signature selection problem as a convex program, and then obtained the KKT optimality
conditions and stated them in a simplified form. Since KKT conditions provide a highly nonlinear
relationship between signature powers, we have also developed an information theoretical

approximate solution, which achieves fairness among users. Once after SER-optimal signature
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powers are determined, we have investigated the average BER of the network for different values
of system parameters. The results have indicated that the proposed SER optimized-CFNC could

provide up-to 29 % enhancement in average BER over the conventional CFNC.
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5. Joint Optimization of Complex-Field Network Coding and
Relay Power for Multi-User Communications

In the previous chapter, we obtained optimum signatures for sources which minimize the derived
SER upper bound in a MAR channel operates over non orthogonal-channels assuming that relay
power is fixed. Therefore we show that, in contrast to [20] ,one can employ signature with non-
unity magnitudes and optimize them according to certain criterion, which effectively not only
rotate the signal constellation but also changes the transmit power of each user. In addition to
signature optimization, the performance of the MAR-NOC channel can be further improved by
appropriately allocating the relay power. With the use of these ideas, in this work, we jointly
optimize the user signatures and the relay power by minimizing the symbol error rate (SER) of
the CFNC coded MAR-NOC channel while taking the total transmit power and the network
geometry into account. During our subsequent development, we assume that the transmitting
nodes (e.g., the user nodes and relay node) have knowledge only on the path-losses dictated by
the network geometry, and the complete knowledge on both path-losses and the channel state
information (CSI) due to Rayleigh fading are available at the receiving nodes (e.g., the
destination and relay node) , which is more practical to implement since it does not require any
feedback sent from the receiving node to the transmitting node(s). To achieve such an
optimization, we first derive a symbol-error rate (SER) bound of the MAR-NOC channel by
employing Maximum-Likelihood (ML) detection at both the relay and destination nodes. Then,
we formulate the joint optimization of user signatures and the relay power as a convex
optimization under the total transmit power constraint and consideration of the network geometry.
From the Karush-Kuhn Tucker (KKT) condition, a simple analytical condition of the signature
phases has been obtained while the solution for the signature magnitudes (and thus, the relay
power) cannot be analytically viable since they satisfy a nonlinear relationship. Afterwards, we

aim at solving the signature powers by the Sequential Quadratic Programming (SQP) [87], whose
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the rate of convergence mainly depends on the closeness of the solution used in the initialization
to the true optimal solution. For this purpose, we develop a heuristic initialization method, which
has a basis from information theory, to speed up the convergence of SQP as compared to the
initialization with equal power allocation (EPA) method. Next, we verify the efficacy of the
proposed heuristic on the convergence of SQP through simulations while jointly obtaining the
signature magnitudes and the relay power. Finally, we investigate the performance of the
proposed SER-optimized joint signature and relay power, and compare it to the performance of
non-optimized signatures used in [20] for various system parameters.

The rest of the chapter is organized as follows. In Section 5.1 we give system model for a basic
CFNC coded MAR-NOC channel. We give an upper bound at SER at destination in Section 5.2.
Then, the SER-optimized user signatures have been derived in Section 5.3 for the case which
transmitters do not have CSI. In Section 5.4, we proposed a heuristic initialization method for the
optimization problem considered to decrease the number of iterations. Section 5.5 is devoted to
present the average BER simulation results of the optimized NC. Finally, our conclusions are

summarized in Section 5.6.

5.1 System Model for A Basic CFNC Coded Multi-Access Relay
Channel

In sequel, we consider a basic CFNC coded MAR-NOC channel with two users S; and S,, one
relay node R and one destination node D, which is illustrated in Figure 5-1. As seen from this

figure, user S) and user S, are assigned signatures 6 and 6,, respectively, in order to employ the
CFNC , in which each user first multiplies its message (denoted as x, [#n]and x, [n] respectively

for the user S| and user §,) by its signature. After that, the resultant user signals are broadcasted
simultaneously in time slot 1, which produces multiuser MAI at both the relay and destination

nodes because of NOC. Next, the relay node decodes the user message by employing ML
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detection as in [20], and then generates CFNC coded relay message and forwards it (after some
power scaling in order to meet the total transmit power constraint) to the destination node in time
slot 2 .

Referring to Figure 5-1 , the path-loss coefficients of Si-to-D, S,-to-D , S-to-R , S>-to-R and R-
to-D links are denoted by y,,7,, g,,g,andg,, respectively. Let y [n], y,[n] and y_[n]
represent the signals received at the relay node in time slot 1, at the destination node in time slot 1
and time slot 2, respectively. Assume flat Rayleigh fading, these signals can be mathematically

expressed as :

n)=\Jg,h,,0x, [n]+g,h,, 0 z,[n] (5.1)

valnl= k0, [n1+r,h, 0,x, [+ 2] (5.2)
Vol =g, hNax,[n]+ z,[n] (5.3)

h

Sy1 2

where A

s

hs1 4 hS2 , and £, denote fading coefficient for S-R, $>-R , Si-D, $;-D, R-D links,

respectively, which are modeled as complex Gaussian random variables with zero mean and unit
variance, the parameter « controls the relay power and determines the power allocated to the
relay as a fraction of the total transmit power of all users, while z [n] and z,[n] represent the

noise at the relay node and destination node, respectively, which are modeled as additive white

Gaussian noise (AWGN) with zero mean and variance of Ny/2 per dimension.
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0,x, [n]

7 R 72

Time Slot 1; ==
| Time Slot 2;  — - .

Figure 5-1. Schematic of a basic CFNC coded MAR-NOC channel with two users, one relay node and one
destination node.

For the modeling of path gains, we assume the distance from the user-1-to-destination link is one
and the corresponding path loss coefficient is unity (i.e., y, =1 or 0 dB) so that other path loss
coefficients (i.e.,g,, g,, g, and y, ) are interpreted as power gains or losses relative to the S;-to-
destination link. Also, the path-loss exponent is assumed to be 2 and the path-loss coefficients of
the relay channel should satisfy the following geometrical constraints because of the two-triangle
inequalities.

|g17045 _g’iO.S ‘< 7170.5 <g170.5 +g"70.5 (54)

|g270.5 _g’iO.S ‘< 7270.5 < g27045 +gr70.5 (55)

In this work, the state information (CSI) of wireless channels is assumed to be known only at the
receiving nodes (i.e., the relay node and the destination node). To reduce the computational
burden on the relay node, we just consider the ML detection as in [20], in which the user

messages are decoded together as:
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(%, [n), &, [n]) = argmin | y, [n]— g, Oy, [n] = g, b O, [n] (5.6)

x, [nlx,, [n]

Then, the relay signal is generated by incorporating the ML estimates of user messages to the
user-signatures, and scaling the resultant signal to meet the total transmit power constraint as:
x,[n]=6x [n]+6,%, [n] (5.7
Next, the relayed signal x [n] is forwarded to the destination according to Eq.(5.3) in time slot 2.
Finally, the destination node uses an ML detection to jointly decode the user messages by

combining the signals it has received during both time slots as:

G, ) &, ) = argmin [, )= 7, 6, D=7, T
5y [l I (5.8)
Valn) g et O, ]+ Oy, [n)|

+

In the next section, we derive a bound on the average symbol-error rate (SER) of the system

considered under the use of ML detection at both the relay node and destination node.

5.2 A Bound on Average SER under ML Detection and Receiver
Channel State Information

As mentioned earlier, the user signatures in [20] are selected as purely complex exponentials, as

long as 6, #6,, he information of each user can be recovered uniquely from the CFNC coded
symbol sequence c[n]=6x, [n]+6,x [n].

Alternatively, we can select the signatures as non-unity magnitude complex numbers, which can
be optimized to minimize the decision errors while keeping the total transmit power of the
network fixed. For this aim, in this part, we derive an average SER bound of CFNC coded MAR-
NOC channel under the receiver CSI.

Although the information of each user is assumed to be modulated using Binary Phase Shift
Keying (BPSK) for the subsequent analysis, in which -1 and 1 represent the logical zero and
logical one, respectively, the derived expressions can be easily extended to other types of

modulations as well.
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The user signatures and symbols can be put into the signature vector 9:[91,92] and user

symbol vector x= [xsl [n],x,, [n]]T , respectively, for the compactness of the resulting
expressions. Since the modulation is binary, there are four possible realization of the user symbol
vector, where the i possible user symbol vector can be represented by x, for 1<i<4. The
CFNC symbol corresponding to user symbol vector x; becomes

c,=0"x, (5.9

1 1

where ¢, takes one of four distinct values since each signature is assigned uniquely to a specific

user. Assuming receiver CSI , the pair-wise error probability (PEP) of CFNC symbols at the

destination which performs ML detection, can be written as

P(¢,>c; atDlc,)=P(c, > ¢ atR|c,)x P(c, > c; atD|e, > ¢, atR,c, )
5.10
+P(cl. —c; atR|cl.)><(1—P(cl. ¢, atD‘ci —c; at R’Ci)) (5.10)

where P(cl. —>c; at R|c,.) and P(c,. —>c; at R|c,.) denote correctly decoding probability and PEP
respectively at the relay when CFNC symbol ¢, is sent. Also, P(ci —>¢; at Djc, > ¢, at R,c,.) is
the PEP at the destination given that ¢, is sent and the decoding at relay is correct, whereas
P(ci —>¢; atD|¢, > ¢, at R,c,.) is the probability of making correct decision of the destination

when ¢, is sent and the relay reaches an erroneous decision. Assuming that CSI is known at the

relay and ML relaying is used, the PEP of the relay becomes

2 2 2
P(c,—>c; atR [, h,.h, )= P(|Y g h,0,x), +2, - Y g, 0,(x),| =
k=1 k=1
2 2 2
Z V gk hskrak (Xi)k + Zr - Z\/g_khskrgk(x/')k )
k=1 k=1

2
=P(|z]"2 )

2 2
Z\/ghskrgk (X[)k + Zr - Z\/gikhskrak (Xj )k
k=1 k=1

2 2 2
= P( - 2 Zr* (Z gk hs,(rgkdijk) + z, (Z gk hskrgkdijk )*)
k=1 k=1

(5.11)

2
Z 8 hskrekdijk
k=1
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Where ok denotes the complex conjugation and random variable
* 2 2 *
z, (Z gch,, 0d;)+z, (Z gch,,0,d;) is  Gaussian  with zero mean  and
k=1 k=1

2 2

Z 8k hs,{ 0, dz‘/‘k

k=1

40° variance. Hence, PEP expression in Eq.(5.11) can be found as

2
|Z gk hskrgkdijk |

P(c,. —c; atR |c,.,hslr,h‘vz,)=Q Aol - ) (5.12)

where d, represents the k™ component of the difference vector between the i/* and j” decision
vectors, d; = (X, —X).
Similar to Eq.(5.11) , the PEP of the destination given that the relay correctly decoded ¢, (by

assuming that CSI is known at the relay and ML decoding is used at destination) becomes

2

P(c,. —>¢; at Djc, > ¢, at R,ci,hsd,hrd)zP(

2 2
Z\/Zhskdek (x); +2, - Z\/Zhskdek (X))
k=1 k=1

2
+

2 2
grahrdzak (), +2, - hrdzek(xi)k
k=1 k=1

2
2

2 2
Z\/Zhskdek (X)) T2, - Z\/y_khskdek (X)),
k=1 k=1

)

+

2 2
g ah, z 0,(x,), +z,—hy, Z O, (Xj )i
k=1 k=1

2

2
Z\/Zhskdgkdijk tz,

k=1

=P( |Zd|2 +|zd|2 >

5 2
+ grahrdzekdijk_'_zd )
=1
2 2 2 2
=P( - Z\/y_khskdekdi/‘k _‘ grahrdzekdi/k =
k=1 k=1

2 2
2Re{zd*z 7khskd0kdijk}+2Re{Zd* grahrdzakdijk} )
k=1 =

(5.13)

Since z, is a complex Gaussian random variable with zero mean and 20° variance
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2 2
2Re{z dZ\/Z h, ,0,d;}+2Re {z, g ah, 2 0.d,;} is a Gaussian random variable with zero
k=1 k=1

2 2

+ ) variance. Hence, the PEP in Eq.(5.13)

mean and 40 (

2
\g.ah, Zekdijk
=]

2
Z Vi hskdgkdyk
=1

can be determined as

2 2

2
+lVgah, Z 0,d

k=1

2
Z\/Zhskdekdijk

k=1

)

P(c,—c; atDle, > ¢, atR,c;,hy,h, )= 0O( \/ :
o

(5.14)

A similar analysis can be conducted to determine P(cl. —c, at D|cl. —c, at R,cl.). Toward that

goal, we need to determine first, P(ci —c; at D‘c,. —>c; at R,c,.,hsd,hrd) as:
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Vi, a O

) 2
+z,— Z\/Zhskdek (x;);
k=1
2 2 2
grahrd Zek (Xj )k + Zy — \Y grahrdzgk (Xi)k
k=1 k=1

P(c —>¢; atDic, > ¢; atR,¢;,hg,h, ) P(
k=1

2 2 2
< ;\/y_khskdek(xi)k +z, _;\/y_khskdek(xj)k

2 2 2
grahrdzek(xj)k +Zd B, grahrdzgk(xj)k )
k=1 k=1

) 2
vg.ah, zekdjik +2z,
=1

= P( |zd|2 +

+|Zd|2)

P 2
> v 0d, +z,
k=1

2 2

_P( - 7/kh gdyk g.an,

2
>0,
k=1
2

2Re{zd*z wha0cdy t — 2Re{z, \Jg.a h,dZHdﬂk})
k=1

2 2

- Vi, Ord iy g.ah, z ekdjik
_ k=1 k=1
=0 —)
20 z Viha, dz/k an., zekdjik
k=1
(5.15)
Therefore, PEP at the destination which is given in Eq.(5.10) can be written as follows
2 2 2 2
gh,,0,d,, DNk Oidy| +Ngah, Y 6dy,
P(c,—>c, atD|c, )= E,[(1- “ X — =
(¢ = ¢, atDle; )= B, [(1- 0= ————) x O( = )
2 2 2
ZJEkhSI:"Hk dijk Z\/Zhs; 7 dljk ‘ grahrd Z dejik
+O(*= )% O( —= = )]
20 ) 2
20—\/2\/Zhskd9kdijk 8. rdzekdjik
k=1 k=1
(5.16)

Each fading coefficient A, ,h ,,h, is assumed to be a zero-mean complex Gaussian random

ser? Usd?
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variable with unit variance CN(0,1). Hence, T, = g.h,.04, ;/kh 6,d;| and

!/k’

2
random  variables are  exponential with a  mean  of

2
I :‘ grahrdzgkdjik
=

2

2
A= zgk | 6, | dz/kﬂﬂ“zzzyk|0k| ik and 4 =g, ngdijk
=1

=1

respectively. Therefore, PEP at the

destination can be rewritten as follows

P(c,>c, atD|c,.)=(1—TQ(t ﬁldz) ”Q( Norh, 1 ‘Zi ;ﬂdtdt
(5.17)

\/_ 1 b 1 b
Q( )—e l‘dt x| | O( —) e —e “dtdt
I I I Lty A A e
We can further this equation by using Q(.) function with its alternative representation which can

be given as [2]

/2

(x)=— j exp( —)do for x>0 (5.18)

Hence, PEP in Eq.(5.17) can be calculated as:
7[/2 /2
21 1 ﬁz -1 ]3 -1
P(c, > c; atDc, 1—— 1+— do)yx— | (1+ 1+ dow
( b | = I( *sin’ a)) ) I( 8o’ sinza)) ( 8o’ sinza))
z/2 _b b
+l .[ (1+# lda)xIIQ( —)Le & ie A dt,dt,
7y 807 sin 204t +t, A A

(5.19)

2
where 4, = ng 16, P d2y A =D 7,]60] ) and 4, =g,
k=1

2
Z O
k=1

A closed form expression for this equation cannot be found analytically (it can be evaluated with
numerical methods in MATLAB) but we can find a bound on this PEP at destination. For
simplicity, we bound the fourth term in Eq. (5.10) as :

l—P(ci - atD‘c,. —>¢, atR,cl.)Sl (5.20)

In parallel lines, the first term in Eq.(5.10) is also bounded as:
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P(c,—>c atRlc)<I (5.21)

Therefore, the upper bound for PEP at the destination can be re-written as

2 2 2
\/Z }/kh 9 dljk V gr'ahrdzekdi/k Z gk hvkre dyk
P(¢, —>¢; atDlc,) < E,[O( = )0 ————)]
2 5 2 2
Vil Uy | + \Igrahrdzgkdf/k \/g_khwe dyk
< E,[0.5exp( -~ - k=l )+0.5exp(— - )]
8o 8o
0.5 1 0.5
< . +
Z?’k‘g | dljk gra‘zekdijk |2 ng|‘9 | dyk
1+ £ 5 1+ k=l 1+£ 5
8o 8o 8o
(5.22)

Hence, SER-bound at the destination can be given as follows

1 & 1 1 1
ngz > > : + (5.23)
15: Z?’k |6, ‘ dz]k gra|zgkdijk| zgk|€ | dz]k
1+4 oo 1+ k8:12 1+4 =
O O (o2

Performing the summations in Eq.(5.23) over the BPSK modulated CFNC symbols, bounds the

average SER at the destination as:

EDS%<1+—”|92|2>‘1<1 |9| Sy e sax | |)‘ S0+ 72' 2') 1+ “|9|

1 | | -1y | | +72| | -1 ga|01+ 2| -1 <gr05|01_02|2 -1
+2(1+ —) ( —2 > ) <[+ R ) +(1+—2O_2 )1 (5.24)
1 16| +g,|0

L I [ olof

After deriving the exact PEP in Eq.(5.19), we perform some numerical experiments by placing
the users and destination on the corners of an equilateral triangle with side length of unity, and by

positioning the relay at the midpoint of altitude from the destination node, which results in y,=0

3z

dB, y,=0 dB, g,=g,=3.60 dB and g,=7.27 dB. We choose the signatures as §, =¢’’=1 and g, = et

, which were used in [20] . Since we are interested in finding out an optimal but constant relay
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power control « during the subsequent developments « =1 is selected, in which the relay
decodes the user symbols and forwards the CFNC symbols with no-power scaling.

Throughout this manuscript, we also define the signal-to-noise ratio (SNR) as the ratio of the total
transmit power to the noise power as:

o

207

SNR (in dB) = 10log(—L) (5.25)

Since we assumed that the power budget B =(1+a)(|6, [ +|6,)is 4 units and we obtain
different SNR values by changing the variance of electronics noise.

It is important to note that the worst case PEP is because of the closest CFNC symbol pair, which

result in difference Vectordz[—2,—2]T. Hence, the exact PEP value in Eq. (5.19), its upper

bound in Eq. (5.22) and the simulated PEP are numerically determined and plotted obtained in
Figure 5-2 for this set of parameters under various SNRs. As seen from this figure, the proposed
PEP bound lies within ~4 dB of exact PEP and the simulated PEP perfectly matches with the
exact analytical PEP. Another important observation is that the proposed PEP upper bound has
same diversity order with the exact analytical PEP, which shows that proposed upper bound

successfully mimics the diversity characteristics of the exact PEP.
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Figure 5-2 PEP as a function of SNR for y,=0dB y,=0dB g,=g,=3.60 dB g,=7.27 dB

In addition, we also compare the proposed average SER bound in Eq. (5.23) with the one given in
[20]. The average SER upper bound (see reference [20], p.564, Eqs(17) - (18)) is given in [20]

as

\/E[Asd srsin — agrd 2ﬂ]
\/Asd S’Zin + agr‘d Zﬂ

(5.26)

B? < E| (4 -0 V28 &5+ ag ) | |+ E| 01 -1 exp(-a, &2 )Q{

where M is the cardinality of the CFNC constellation ; &7 and &M are the minimum

instantaneous SNR of the S-D and S-R links, respectively; [ is the ratio of the maximum

Euclidian distance d™, to the minimum Euclidean distance d™ (i.e., 8 =dm‘“/ d™ ) in the

CFNC constellation; &, =|A, [ (d™ /2)*& and |h, | £ is the instantancous SNR of the R-D

link where E _L

and P is average transmit power of source symbols ; parameters A_and A ,
0

are defined (see reference [20],p.570 Appendix A) respectively as:
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~ sin’ (7 — (arg(h,,) +37/4))

A, 5
P (5.27)
A - sin® (7 — (arg(h,, )+ 37/4))
sd — ﬂz

where arg(h ) and arg(h ,)represents the phases of CSI h ,and h _,, respectively. We

numerically determine the SER-bound in Eq.(5.26) Through the Monte Carlo simulations, where
the simulation parameters are taken the same as in the case when comparing the PEP bounds
above (i.e., y;=0dB, y,=0dB  g,=g,=3.60 dB g,=7.27 dB). Then, we have determined the exact
average SER through simulation, and use it as a benchmark in order to compare the average SER
bound in [20] and the proposed bound in Eq.(5.23), for which we show the simulation results in
Figure 5-3.

As seen from this figure, the proposed average SER bound is closer to the exact numerical result
as compared to average SER bound in [20], and the proposed and exact SER bound curves have
similar slopes for all SNRs, which implies that the proposed bound captures the error
characterics of CFNC coded MAR-NOC channel better. Specifically, the proposed average SER
bound lies within ~4 dB of the exact average SER bound for a target SER of 10™ while the
upper bound in [20] requires approximately more than 37.5 dB to achieve the same target as

compared to the exact SER simulation.
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Figure 5-3 Average SER as a function of SNR for y,=0dB y,=0dB g,=g,=3.60 dB g,=7.27 dB

5.3 Determination of SER-Optimized User-Signatures when Only
Receivers Knows Channel State Information

2 2 2
Clearly, Zyk 16, [ d;k , |29kdijk > and 2 g 10, d;k are convex functions of the user
k=1 k=1 k=1

2
signatures. Also, g,a|26’kdi/.k " is convex with respect to the parameter vector
k=1

p=[6,,0,,a] since the multiplication of two convex scalar functions is also convex when both

functions are non-decreasing (non-increasing) and positive [85].  Additionally,

-1

2
2
gr'a ‘ Zekdi/'k | 1
’gl—z is convex since f (x) =1— is convex for x> 0and the composition of a
o +x

1+

convex scalar function with another convex scalar function is convex. Therefore, the average
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SER bound in Eq. (5.22) is convex.

Since the average SER bound in Eq. (5.24) is convex in both user signatures 6 and 6,, and in

relay power control parameter «, they can be jointly adjusted in order to minimize that bound

2 2
under the total power constraint Z|Hk|2 + a(Z|Hk|2) < P, . Additionally, since the information of
k=1 k=1

each user can be recovered from the CFNC coded symbol c[n] only if &, # 6, , there is a second

constraint for the signatures, which can be expressed as|¢91 —6?2|2 >0. The third constraint is

resultant from the fact that the relay actively sends information, and thus « is strictly greater than
zero. Therefore, the determination of joint SER-optimized signatures and the relay power can be

stated as a constrained optimization problem as:

minimizef(é? 0,,a)=— (1+ | | )T+ | )* g1|‘91|2)—1+l(1+72|92|2 )
I 207 20 25
ae ) ) )/6’ +7,|6, galg+6,)
(1 | | ) ( | | ) ( 1| |2 22| | [(l+ |2102 2| )1
0] +&00,| -
+(1+ 2 - ]+2(1 —1| |2 22| | )
such that (5.28)

2 2
£1(6.6,,0)=B - > |6 -a>|6])=0
k=1 k=1

£,(6,,6,,a) =16, -6, >0
f3(91,92,0.’):a>0

The optimization in Eq. (5.28) is a convex program and thereby its unique global minimum
exists, which should satisfy the following Karush-Kuhn-Tucker (KKT) conditions [87]. The KKT
conditions for this problem can be expressed by using Wirtinger derivative of a complex function

[90] as

o (0) :liaf(é’) _]ﬁf(H)J (5.29)
o0 06, 26,

Where @is a complex number, whose real and imaginary parts are represented as 6,and@,,

respectively.
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Based on the Wirtinger derivative, the KKT conditions of the considered optimization problem

can be written as:

711 | | |‘9|2 o, 826 | | |‘9|2 -2 glel* g1|‘91|2 -2
py (1+ Y21+ Py )+4O_ (1+ Y1+ Py )+4O_2(1+ 202)+

2| )71]_,{_

7,0, ¥, +7 ~ g.alf +0, g.a|b —
81(712(1_'_ 1| 1|2022|2|)2X[(1+ |2;2 2|)1+(1+ 12

, 8,900, - 9)

7/1|‘91|2"'72|92|2 |‘91_92|2 -2
20° y a4+ 20 )l

2

[ga(e +6,)
(7

I+ (1+

0 glof +alol . .
[gl 12 I+ 1| 1| 2| 2| )2]+j'1(_‘91 (I+a)+4(6,-6,) =0

4o 207
(5.30)
2
42(1+ | |)—2(1 | |)— 2(1 | |)(1 |)—2 i22(1+ 2|02| )—2+
O
7; 2 (1 7/1|0|2—;72|0| )—2 [( —l+(1+gra210-: 2 )—1]
71|e| +nl6f . g a@+6) Fo L gal 0+0) .
(+ 20 ) 80~ (a+ 207 ) (+ 2 )
0, o[ +g,l6,[ . .
e (148! 1|za§2| 2y 4,07 (4 )+ 4 (6,46, =0
(5.31)
0 o/ o o.|°
g;| | | | ) (1 ra 21| )2+gzl.o-i| (1+722|022| )71(1 | | )*
(1+ 71|‘9|2+i/2|0| [ 6)2|2 (1+gra|§1‘:02|2)2 2| 1+ a|6’ | Y21+
O O'
A8 -6+ 4m=0
(5.32)

Since we assume that relay is located between users and destination « have to be greater than

2 b
,|" have to be greater than zero to recover each user’s

zero which makes 4, =0. Also,|f,

information so A, have to be equal to zero and . Hence, the Eq.(5.30) becomes
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Vi | | | | - 8. 7’1|‘91|2 . g 01|2 - &
(1+a)dc’ 71+ i+ Y (1+a)4 71+ 20° ) 20° ) +(1+a)4(72

g1| | - Vi 7/1|‘91| | | - 8. ‘91"'92|2 -1 g.a 91_‘92|2 o
x(1+ ) (1+a)802 (I+ = ) x[(1+ —2 —) +(1+—202 ) 1+

6, 14 7’1|‘91|2 +72|‘92|2) [gra(e +0) (1+ )—2
6] (1+a) 20° 8

ga(b, - ‘9) gr'a|01 _‘92|2 i) g g1|t91|2 +g2|‘92|2 o

8c” (a+ 20" ) ]+(1+a)40'2 - 25" =4

(5.33)

Since 4, is a real number, real part of the of left hand side of Eq.(5.30) have to be equal to A,

and imaginary part have to be zero

6,0, . a0,
£ ) ;g’ = 1) =0 (5.34)
|9| (1+a)80” 20 |91| (1+a)8c 2
We can rearrange this equation as
2
m 200 (. & el G .l e T TR (5.35)
6] (1+a)8c? 2 20
Since g,,a >0 we obtain the following equation
1 1 .
va - 2 alg 6 |2 )Im{6,6, } =0 (5.36)
1+ 1 1427 1 Y20 2
( 207 ( 207 )

And this equation can be rewritten as follows

|6]6,|sin(arg(6,) - arg(6),))
g,,a(|¢91|2 + |¢92 |2 - 2|91||92|cos(arg(¢91) —arg(6, )))2

o’ (5.37)
|6,||6,|sin(arg(6,) —arg(6,))

g,,oz(|6?1|2 + |6’2 |2 + 2|6’1||02|cos(arg(6?1) —arg(6,))

1+

1+ ?
( e )
Hence this equation can be satisfied when
sin(arg(,) —arg(6,)) =0 or cos(arg(b,) —arg(d,)) =0 (5.38)

On the other hand, by analyzing objective function we can observe that only term affected by the
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value of arg(6,) —arg(6,)is

g.a|b

0+6, 0,
1 2| Lo 212 2| )—1] (5.39)
O

8.a
20°

[(1+ Y (1

which is always positive. Therefore, we can find the optimum value of arg(,) —arg(6,) selecting

the one which minimizes in Eq.(5.39) from Eq.(5.38). If we rewrite Eq.(5.39) as follows

gr05(|¢91|2 + |6I2|2 +2|6,]|6,| cos (arg(6,) - arg(é’z))))

[(1+ : 1
L 20 (5.40)
gra(|91| +|92| —2|¢91||¢92|cos(arg(¢91)—arg(ez))) L
+(1+ = ']
o

we can see the effect of difference of argument of §and 6,. By taking the derivative of this

term with respect to cos(arg(&l) - arg(&z)) and equating it to zero we have

s gr05(|6?1|2 +|6r2|2 +2|6)||6,| cos (arg()) —arg(é’z))))2 gra(2|01||02|)

2 2
S 20 (5.41)
g.a(6f +|6] ~2/66,|cos (are(@) ~are(®,)) | g a(2/]|6))
-1+ > ) x 5 =0
20 20
By simplifying this equation we have
2/6,|6,|cos(arg(6),) - arg(8,)) = -2|6||6, | cos (arg(8,) — arg(6,)) (5.42)
which implies
cos(arg(d,) —arg(6,))=0 (5.43)
Hence we can conclude that the difference between phases of g and 6, have to be
arg(0,) —arg(6,) = (2k + 1)z / 2 for any integer k (5.44)

After simplifying KKT conditions of the program using Eq.(5.44), we show that the total power
constraint become active at the optimal values of CFNC signatures and the relay power control

parameter « , should satisfy the following expression

122



2 | | | [, ga %IHI |9| : g
(1+a)40'2( s y (1+a)4 7+ s y (1+a)8c72
g1|t91| ) 4 71|‘91| +72|6’2| 2 gra(|6’1| +|92| ) -1 &
X1+ ) +(1+a)40'2 I+ 207 )+ 207 ) +(1+a)402
10| +8,6)| -
( 1| |2 22| | )2
_ 7> 72|‘92|2 2 | - g.a 7/2|‘92|2 - | = 8>
~ (1+a)do? d+ 207 )+ Y (1+a)4 71+ 25" At v (1+a)462
| | . 7> 71|91| +72|92| 2 gra(|91|2+|62|2) . &>
<1+ 55 Flraae T e T ) e
6| +g,|0
«(1+ g1| |2 fz' | )72
g lof nlof | [, alof A | AN
= 1+ 1+
45 (g +|6, |2)( 200 A ) 402(|01|2+|¢92|2)( 200 ) =)
2 2 2 2
(1+ 71|9|2+72|9| ) x fr 91:”92| : (Hga AR fr 912—'92| : (l+gra|‘91:92| )]
c 807 (|6 +|6.) 20 8a2(6 +|a.|) 20
(5.45)

Hence, Eq.(5.44) implies that the phases of user signatures phases should be separated by any odd

multiples of 90°. Obtaining a solution for the magnitude of user signatures together with relay
power control parameter « from Eq. (5.45) under the total power constraint is not, however,
viable in general since it is highly nonlinear. Therefore, they can be determined numerically by
using an iterative technique such as Sequential Quadratic Programming (SQP) kind of approach
[87] , which shall be investigated below.

After the use of the angle condition in Eq. (5.44), the objection function in Eq. (5.28) becomes

2

6
1@.0.0= L4 1Y |) s |)* Lostly,
o
Sa 72|2|) i |;| Yl bl (546
1.7 ol +nlol .. gald] +e)) 1. &l o[ g2|0|
2(1+ 207 y 207 ) +2(1+ 207

By making a change of variables such that P, = |6’1|2 , P, é|6’2|2 and P = 05(|6’1|2 +|192|2) , the total

power constraint turns into B, + P, + P. = P, since the power constraint has shown to be active at

123



lth

the optimal solution, and the /" iteration of SQP utilizes the best quadratic approximation of the

objective function around current iterate q, and solve the following sub-problem to obtain next

iterate q,, .

minﬁ(q;)wquf(q—q,)+%<q—q,)Tvm(q1)<q—qz)
such that

a'q=b (5.47)
¢'q>0
d'q>0
e'q>0

where q=[P,P,P]", Vf,(q,) and V’f,(q,) are the gradient vector and Hessian matrix of the
objective function f,(P,P,,) around the solution q,=[FR,, B P, ] at the I iteration,
respectively, and a=[1,1,1]",b = P,,¢=[1,0,0]", d=[0,1,0]", e=[0,0,1]". Gradient vector can
be written in detail as

V(@) =[fy. o 1] (5.48)

where

nh, g.oh, g.oh, gh,

P
fﬁ_ }/1 (1+ 2)—2(1+ 2,)—1_grcil(1+7/1 lél)_l(l‘i‘ 2,)—2_ g12(1+ 2,)—2
40 20 20 4o 20 20 4o 20
_4712 (1+ 713,12 i/zpz,z )72(1_'_ gral(f,l;_ [)2,1))71 _ grazz (1+ 7/13,1;' 72/2P2,1 )71(1 graz(z ; ,z))fz
O O O O
_4g012 (1+ gIPl,12;<2g2PZ,l )?
(5.49)
o, P, P, a,P, P,
sz — 4 . (1+ ;/22021)—2(1+ gr2 122,1 )—1 _ irazl (1+ }/22022,[ )—1(1+ gr2 122,1 )—2 _ 4g22 (1+ g;O-ZZ,l )—2
(1 nh 11 i/zpz,z )72(1 graz(z ; 1)) gral (1 nh 1,1 +1/2P21) 1(1 graz(z ; ,z))fz
,+ 8,5
(1 2 ZgZ 2[)
(5.50)
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ger,z 7B gab,

gr 11 71 1 grazPlz ) 2
= 1+ 1+ : 1+
_gr<Pl,,+Pz,,> e +y21°2,1),1(1 gaB, RN L) B |
407 20" 20° (P, -PRY

Also, Hessian matrix can be written as

fP]Pl fP]Pz fP]P,
szo(qz): fpzpl fpzpz szP, (5.52)
fP,P] fP,Pz fPrPr

Where
nh g.ah . . nh gaob, , g’a’  rB,
fPlP] 4 4(1+21121) (1+ 2[21,1) }/lg 1(1 111) (1+ 2121,1)2+g 4[ (1+£01é[)1
g.ah, &b, 71 B +7b g.oB,+b))
x(1+ 2’) (1+ )~ 1+ . =)~ 1+ —)
4 4 2 2 4 202 2 2
+7/1grf!l (1+ nh,+ i/zpz,z )72(1 gral(13112+1)21)) grzcilz (1+ nh, +i/2Pz,z )71
do 20 20 4o 20
2 g P, +gP
«(1+ g.a/(h, ; ,1))73+ g12(1+ 14, 2gz 2,1)73
20 Yoy 20
(5.53)
Jor, = Ten
7/172 (1 B, 72P2,1)-3(1 graz(Plz +Pzz)) gr(71 +72)a1 (1+71P1,1+72P2,1)—2
? 207 8o 207
«(1+ gral(Pll+1)21)) +g,~20512 (1+71P1,1 +72P2,1)-1(1 graz(Plz +Pzz))
2 2 4 202 2 2
glgz 1+ R, +&bh, ,
( Py )
(5.54)
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- &b,
= rt1, }/P
1 11,0\~
L LT NN LN AR
20_2 ——=r (1+ LSRN ga
g,a,F 4o° Y1+ B - 2
x(1+ 11,1),3 71gr(P L P 2072 ( > 211)2+gr a’PI,l » P
26° + 1/ >0 7P o 2 (1+ IREWINE
80‘4 , (1+ 1 1,l+7/2P2’[ - ga(P 4o 20_2)
_4gr2 (1+7/1P1’[+7/2P2[ 20‘2 ) (1+M 5
d 207 Ly SRR gl 2
5! - a P
g,a,(P, + 207 I 2 +B)
x(1+ ’21,12 Pz,l))% P P 2! (1+71P1’[+72P2,1 L
7 (BB 207
P P
2
nh Ty 4(1+72 2,1)73 | g.a,P
o 20 1+ 2031, 128,
20.2 ) + 286r71 ]/2P (555
><(1+g’0[1Pz,z 58 40’ - 7 22’1)*2(1+g,alp2’1 L 8a] 33)
62 ) +424(1+g21)2’1)_3 7/22 ; 20_2 ) " 4;_ 41 (1+}/2})2J -1
L 8% 7P o 207 + e (1+7/1 R AT ga 26° )
ety P,+nP, ,  ga — a1 &4 BB
PSPt B) s glal )
x(1+gr061(ﬁ,,+P2J) . g2 202 )+ :‘ 41 (1+7IE,1+7/2P21
262 ) +422(1+g1P1,;+g2p21 o - Lyt
O 20_2 > )73
fPZPerPP
(}r/zgp (5.56)
= 26r% 2,1 7/P
1+ 22220y
AENFECSRE T
1 g,O{ZP 20-2 _40’:2 (1+72})22,l )—l(1+g,~alP2[ 2
(I+ 2’l)-3+7zgr(1’1 +P 2o 2 2’)_2+g" b, . 7
20° 8,14 2’l)(1+71Pu+7/2P e pp (1+==5H"
o - 2,1\~ 2 2
X(1+g’a’(P1,l+P2,) 2 20° )2(1+gral(PU+Pz,z) 2__ 8 0
252 - )—2+gr a(B,+P,) VP 20° ) 2 = (1+71Pl’l+7/2P2,1 L
4c° 1+ B+ 7b o 202 )
o 2,0 \-1 g‘a (P O
v G (P, +P,)
or ) b
(B =R’
(5.57)
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g.ab, )73
20°

2p 2 2p 2
g b, nh goh, 5 8B, 7B,
= —(1+——)" 1+ =) + —(1+ =) (1+
fPP [ 404 ( 202) ( 20_2 ) 464 ( 262 ) (

2
+gr2(P1,l+P2,l)2 (1+71R,1+72P2,1)_1(1 g.o/(h, +P1)) J( B J

2 2 2 2
4o 20 20 (P,-P) (5.58)
_( g.h 11 71 11) (1+ gralpll) &b, (1+ 7P Y1+ g.ab, )2
40’ 20° 20°
_gr(Pl,l +P2,1) 1 nbB,+nb, 14 ga(B,+h)) P,
2 (I+ ) 1+ 2 3
4o 20 20 (P.-P)

Thus, we can solve the SQP in Eq. (5.47) iteratively as:
AL
A A, A4,
where 4,, Aq,and A/, are the Lagrange multiplier due to the total power constraint, the step
vector for q, and the step for the Lagrange multiplier , respectively, at the I™ iteration. After we
find the directionAq,, we have decide how far we move along this direction considering non-

negativeness of the elements of q,, . If q,+Aq,is feasible we choose q,,=q,+Aq,

otherwise we use

q,, =9, +¢Aq, (5.60)

where ¢, is the step length at the I™ iteration , which should be chosen to be the largest number in

the range [0,1] that ensures the non-negativity of each component of the vector q,,, as:

0-c'q, 0-d'q, 0-¢q,

¢, =min(l min
1 H ) )
Aq,:cTAq,<0,dTAq,<0,eTAq,<0 CTAq[ dTAq[ eTAq[

) (5.61)

Hence, to obtain Aq, and A4, we should solve the following KKT system.
Vifi(q) -—a| Aq, _| % (5.62)
a’ 0A4] |9

§=-a'q,+b, «k,=-Vf,(q,)+a] (5.63)

Where

Hence we have
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Aq, | _ Vi) -a| [x, (5.64)
AZ, a’ 0 4 '

Using block wise inversion [89] we have

-1 D 1) T T
R W " @ () 569
a’ 0 a'D(q,) 1 '
a’D(q,)a a’D(q,)a

where D(q,)=V’/,(q,)"" and the solution can be obtained as

B _(aTD(q,)K,—9,)a
Aq[ - D(ql)(Kl aTD(ql)a J

4 _aTD(ql)Kl
aTD(q,)a

(5.66)
AJ, =

To obtain the solution in Eq.(5.66) we calculate D(q, ) as follows

dll d12 d13
D(qz)= dy dy dy
d31 d32 d33
| szszBﬂ _(szP,. ) faﬂfP,.Pz _fRszRB fP]szPzPr _fﬁB.sz&
ZW szEfEE _szf:fP,P, faafm’,‘_(fﬁf:v)z fRRfI’zR _fHRszlza
JenTen, = Tonton  JonSon = Tonton  Jrnton = (frp)
(5.67)
Where

det(Vzﬁ)(ql))szﬁf%f% + rntrnSon * fonTenton = Jan(Fon) =(for) fon, =(for) fon,
(5.68)

Therefore we can write inverse of matrix in Eq.(5.65) as
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B 3 3 3 3 3 3 b
SaXd,  YddXd,  XdXd, Y4,
i=1 Jj=1 i=1 Jj=1 i=1 Jj=1 i-1
dll 3 3 d12 3 3 dlS 3 3 3 3
szﬁ zzdﬂ zzdﬂ szﬂ
i=l j=1 i=l j=1 i=l j=1 i=l j=1
3 3 3 3 3 3 3
22 d; PIEPICH 2y Yd,
i=1 Jj=1 i=1 Jj=1 i=1 Jj=1 i=1
d21 T3 3 d22 33 d23 3 3 3.3
V2 szﬂ szﬂ szﬂ szﬂ
J(O(ql) a i=l j=1 i=l j=1 i=l j=1 i=1 j=1
E:{ a’ 0} o 3 3 3 3 3 3 3
2.d52.d, 24524, 2dy2ds Dd,
i=1 Jj=1 i=1 Jj=1 i=1 Jj=1 i=1
d31 T3 3 d32 3 3 d33 3 3 3 3
224, 224 2Xd 224
i=l j=1 i=l j=1 i=l j=1 i=l j=1
3 3 3
Zdﬂ Zdﬂ Zdﬂ 1
=l =l =l
3 3 33 33 3 3
2.2.4; 224, 224y 224,
L i=l j=1 i=l j=1 i=l j=1 i=l j=1 i
(5.69)

Hence Aq, will be

€y €pn e ey 0 (5.70)

en(fP] _/11)+elz(fpz _/11)+el3(fp, _/11)
Aq, = ez1(fp1 _ﬂ“[)'i'ezz(fp2 _ﬂ“[)""ezz.(fpr _2'1)
e31(fP] _/11)+e32(fpz _/11)+e33(fp,. -4)

Note that, this solution is useful is when rate optimized solution is near the BER optimal solution
where the Hessian is positive definite and quadratic model has a well defined minimize. On the
other hand, when Hessian is not positive definite we use BFGS algorithm which replaces it by an

approximation B(ql) to guarantee that Aq, is a descent direction for objective function.

Approximation of Hessian can be given as follows using BFGS algorithm

B(q,)ss,'B(q,) N 0,0/

B(ql+1)=B(q1)_ STB(q )S o’s
i 1)31 13

(5.71)

where 8 =41 ~dr gpg O zvfo(qm)_vfo(qz).
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Note that an initial solution for the signature and relay power is needed in order to run the SQP
based iterative method above. One obvious choice would be to distribute the power equally per

time slot and then allocate the signature powers equally (i.e., =P, =P, /4andP. =P, /2),

which shall be referred as equal power allocation (EPA). As in the all iterative techniques,
selecting the initial solution in SQP is very crucial since the convergence is fast when the initial
solution is close to the true-optimal solution. Therefore, we propose an information theoretical
heuristic initialization technique to improve the convergence of EPA, which is explained in detail

in the next section.

5.4 An Information Theoretical Heuristic Initialization Method

The SER-optimized signature powers satisfying Eq.(5.45) provide somehow user fairness to
minimize the average SER of the network since the user powers become the same when they are
located symmetrically with respect to both the relay and destination or when one of the users is
positioned closer to the relay or destination, the other user needs to consume more power . We
now look at the problem of determining the signature and relay powers while considering fairness
from an information theoretical point of view. As pointed out earlier, we assume only the
receiver-CSI and Rayleigh fading with unit energy for all communicating links along with the
manuscript.

Since the users-to-relay channel is a MAC channel, the achievable ergodic rates of users (denoted

by R; for user S; and R, for user S) at the relay are upper bounded as

R < %log(l +§1Tilj (5.72)
R, S%log(l +%€2j (5.73)
R +R, s%m(u%j (5.74)

By assuming perfect decoding at the relay, the signals at the destination in both time slots (see
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Egs. (5.2), (5.3) and (5.7)) can be put into a matrix-vector form as:

{ysd[n]}:[ 71hsld \/Zhszd :l[\/_x [n]:l |:Zd[n]:| (575)

Vyaln] | g.ah, .\/gah, \/_x [n] z,[n]
y H z

where Yy is the received signal vector at destination; H is the channel gain matrix; xis the user

signal vector and zis the AWGN noise vector.

The single-user and the joint-user rate-bounds of users S; and S, at the destination are obtained as:

R, S%log(l +y132+g2,.m2j (5.76)
S%log(l +%j (5.77)

R +R, < ; {log(det(l + }gi_H B} S%log[det{l +_E{12'IOS-2H*} JJ
71Pl+7/2P2+gra(P1+Pz+Ple(\/72—\/71)2) (5.78)

1
=—log| 1+
2 £ 20°

where denotes the conjugate-transpose operation,S = E[xx’ ] is the input covariance matrix,
which is a diagonal matrix with £ and P, on its diagonal.

By combining Egs. (3.8)- (3.7) with Egs. (3.11)-(3.13), the single user and joint-user rate bounds

5 e

in MAR-NOC channel can be derived as:

. B B
RISmm{%log(l+}/1 +gra J (

R, <min llog 1+7/2P+g0{P 22 (5.80)
2 20
71P1+7/2P2+gr (P+P+PP(\] \/71)) 1 P P
R + R, <min{— L &L T80
, + R, <min{—log| 1+ 5 ,—log| 1+ >
2 20 2 20
(5.81)
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To achieve fairness among users, the maximum rate bounds of users in Egs. (5.79) and (5.80) can

be equalized as:

. B P B . P, P, P,
min{~log 1+ AT AN Liog 1+ 850 L= min Liog 1+ 280 Liog 1+820
2 20 2 20 2 20 2 20

(5.82)
The rate fairness in Eq. (5.82) can be simplified as

min{yl-l—gra,gl}Pl=min{;/2+gra,g2}Pz (5.83)
By combining the total power constraint (i.e., (1 + a)(R +P, ) = P, ) with the fairness condition
in Eq. (5.83), the signature powers can be derived in terms of the relay power control parameter
a as:
_ P min{y, +g,a.8,}
! (1 + ()z)(nlin{)/1 + gra,gl} + min{j/2 +g.a,g, })

P Prmin{y, +g,a.g
P (1+a)(min{y, + g,a.g } +min{y, + g,a.g,})

(5.84)

Therefore, once we decide on the parameter « , the signature powers automatically determined

using Eq. (5.84). Heuristically, we propose to choose « as:

e min{u,gz_—%} (5.85)
g g

The logic behind for selecting such « in Eq. (5.85) can explained as follows. During the time
slot 1, the expected received signature powers at the relay are g, 7, and g,P, for user 1 and user
2, respectively, while these become 2 and y,P, for user 1 and user 2, respectively, at the
destination. In order to achieve rate fairness of the users, the expected received signal to noise
ratios (SNR)s of the users should be the same, which can be done by carefully adjusting the relay
power during the time slot 2 so that the relay can be able to compensate the difference between
the expected SNRs of the users at the destination. Thus, the heuristic choice in Eq. (5.85) equates
the expected received signatures powers of the wusers , which takes the

smallest g, —y, for k=1,2 into account in order to tune the parameter « .Thus, we can start SQP
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in Eq. (5.60) using signature power values determined by Eqs.(5.84) and (5.85), which we refer
as “fair-rate initialization (FARI)” method.

In order to quantify the convergence of the proposed heuristical initialization technique as
compared to EPA initialization, we have first numerically solved Eq. (5.24) using "fmincon"

command in MATLAB by setting termination tolerance argument “TolX” as 10" in order to

obtain the optimal signature powers (denoted by " and P, for user 1 and 2 , respectively) and
relay power P’ . Then, we have determined the percentage normalized root mean-square error

(NRMSE) per user of the iterative methods at the k" iteration as:

N2
P —-P
23: M %x100% (5.86)

NRMSE(k) = G )2
i=1,2,r i

W | =

During our experiments, the total power budget P, is taken to be 2 units and each iterative
algorithm stops when the change in the power value £, is less than 1072

We first consider a scenario where the users and destination are placed on the corners of an
equilateral triangle with side length of unity, and the relay is positioned at the midpoint of
altitude from the destination node, which results in y,=0 dB, y,=0 dB, g;=2,=3.60 dB and g,=7.27
dB. For SNR of 10 dB and 15 dB, we then calculate the percentage NRMSE by employing both
FARI and EPA initialization methods during SQP iterations, which is illustrated in Figure 5-4. As
seen from this figure, FARI starts with a smaller NRMSE, and thus, converges quicker than EPA
initialization. Specifically, for SNR of 10 dB, FARI and EPA initialization results in NRMSE of
0.1% and 13.7%, respectively, whereas the SQP with FARI and EPA initialization give rise to
NRMSE of 8.9% and 31.3%, respectively.

Next, we adduct the relay towards to the destination by 0.1 units (compared to the previous
scenario) along the altitude of the destination node, in which path gains become y,=0 dB, y,=0

dB, g,=2.72dB, g,=2.72 dB, g= 9.55 dB. As shown in Figure 5-5, FARI again convergences
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faster than EPA initialization for this case. For SNR of 10 dB and the use of single iteration,
NRMSEs of FARI and EPA initialization become 5.6% and 19.9%, respectively, whereas they
are 0.05% and 42.3%, respectively, after performing one iteration for SNR of 15 dB.

Therefore, FARI with SQP iterations in Eq.(5.60) requires less number of iterations as compared
to the EPA initialization. Once the convergence is reached, we end up with the joint SER-
optimized signature and relay powers to be used in CFNC coded MAR-NOC channel. So, the
next section is devoted to investigate the BER performance improvement obtained with the use of

optimized parameters.

! —+-Fari SNR=10 dB|
| =X/~ EPA Initialization SNR=10 dB|,
ffffffffffffffffffff 4= =~ {9¢FARI SNR=15 dB 1
| |
| |
| |

-O-EPA Initialization SNR=15 dB

NRMSE(%)

Iteration Number [/]

Figure 5-4. NMRS value at each iteration for the scenario g;= 3.60 dB, g,=3.60 dB g=7.27 dB y,=0 dB
7,=0 when only receivers have knowledge of CSI
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—+-Fari SNR=10 dB
=X/-EPA Initialization SNR=10 dB

FARI SNR=15 dB
-O-EPA Initialization SNR=15 dB

NRMSE(%)

Iteration Number [/]

Figure 5-5. NMRS value at each iteration for the scenario g,=2.72 dB, g,=2.72 dB g~=9.55 dB ;=0 dB
7,=0 when only receivers have knowledge of CSI

5.5 Bit Error Rate Simulation Results For the SER-optimized CFNC
Coded MAR-NOC Channel

In this section, we investigate the average bit error rate (BER) performance of proposed method ,
which is based on joint optimization of CFNC coding and relay power to minimize the average
SER of MAR-NOC channel, through simulations, and compare it with the CFNC with EPA
used in [20], where equal power allocation (EPA) policy is employed. To make a fair
comparison between the EPA and the proposed methods, we assume that the average transmit
power of the network per time slot is 2 units (i.e., P, =(1+a)(B +P,)=2).

For all numerical experiments presented in this part, we assume that users and destination are
placed on three corner of an equilateral triangle. We initially put the relay at the midpoint of
altitude of the destination node, which is referred as “nominal position” (NOP) of the relay, and

has path gains of y,=0 dB, y,=0 dB, g,=¢,=3.60 dB and g,=7.27 dB.
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To see the effect of the relay location on the performance of the techniques considered, we first
move the relay towards to the destination with an amount of v, units with respect to the NOP,
which only changes g, g, and g, to g,=2.72dB, g2,=2.72 dB and g,= 9.55 dB ; g,=1.87dB,
2,=1.87 dB and g= 12.65 dB; g,=1.04dB, g,=1.04 dB and g,= 17.52 dB, respectively, for v,
=0.1units, 0.2units and 0.3 units. The optimal signature power and relay power control parameter
a for different amount of move from the nominal position to the destination are tabulated in
Table 5-1. Since the relay is symmetrically located with respect to both the users, the proposed
method makes the user signature powers equal according to the relay position and SNR. For a
given SNR, as the relay gets closer and closer to the destination, the reliabilities of the user-to-
relay and relay-to-destination links become more and more similar. Thus, it is more logical for
the users to directly communicate with the destination rather than over the relay, and therefore,
the relay power decreases. For a given relay location, as SNR increases, the amount of relay
power required to reliably and fairly communicate with the destination decreases and the user
signature powers increases and each of them is assigned powers according to their locations to
have similar SER. We have also obtained the average BER curves in Figure 5-6 for the various
relay positions considered in the first scenario. As seen from this figure, the proposed method
achieves average BER performance improvements up to 90.32%, 90.63% , 89.22%, and
86.09% over the convention method for v; =0 units , 0.lunits, 0.2units and 0.3 units ,
respectively. It is important to note that the average BER of each user is the same as the average
BER of the network for this scenario since the user signature powers are equal owing to the
symmetry of the relay position. For the target BER of 10” employing proposed method instead of
EPA results in an SNR improvement of 3.75 dB, 4.25 dB,4.5 dB and 4.5 dB for v, =0 units ,
0.lunits, 0.2units and 0.3 units , respectively. Similarly, the proposed method achieves an average
BER of 107 with the use of 6.25 dB, 6.75 dB, 6.75 dB and 6.5 dB less SNR when compared to
the convectional scheme for v, =0 units , 0.1units, 0.2units and 0.3 units , respectively. Therefore,

the proposed technique is superior in performance as compared to the convention method since
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the former jointly allocates power to the user signatures and relay by taking the network geometry
and SNR into account.

As a second scenario, we move the relay left from the nominal position (towards to the user 1)
with an amount of v~=0.2 units, for which the path gains are g,=5.57 dB, g,=1.70 dB and g,= 6.43
dB. The optimal signature and relay power parameters are obtained as in Table 5-2. From this
table, we observe that user S, has been allocated more power compared to user S; for all SNR
values. This makes sense since S is closer to the relay and so its expected BER is smaller than
that of S,. Therefore, it is logical to assign more power to S, in order to improve the overall
network performance. Hence, the user signature powers are distributed inversely proportional to
the path gains of users with respect to the relay. We have also seen that the relay power has
slightly been increased since its distance from the destination is increased as compared to the
nominal relay position. We have also obtained the average BER performance of both the
proposed method and the EPA method in Figure 5-7 for the second scenario. In particular, the
proposed method achieves an average BER improvement up to 89.99% over the EPA technique
when v=0.2 units. The proposed method reaches an average BER of 10 and 10~ by utilizing 3.75
dB and 6.25 dB less SNR when compared to EPA method. In order to see the fairness achieved
by the proposed method, the average BER plots of each user is also shown in Figure 5-8.
Specifically, when the relay is at the nominal position the average BER of users using both the
EPA and proposed methods are same. However, when the relay is moved left from the nominal
position with v=0.2 units, the proposed technique adapts the signature and the relay powers
according to the location of relay , and thus, makes the average BER of users similar . Therefore,
the proposed method achieves higher fairness than the EPA method. To compare the techniques
considered in terms of user fairness, we also define the fairness metric (FAM) at each value of the

SNR as:
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2
(BER,, (SNR) -~ BER, (SNR))’
=1

FAM(SNR) = 1—\/" x100% (5.87)

BER_, (SNR)

where BER,(SNR) represents the BER of the ith user, BER _ (SNR) is the average BER of the

users as a function of SNR. Intuitively, FAM gets higher when the BERs of the users get closer
to the average BER. In order to quantify the fairness among the users, we have considered the

average fairness metric (AFAM) , which is obtained the FAM over all SNRs, as:
1 K
AFAM=EZFAM(SNR ) (5.88)
Jj=1

The proposed and EPA methods result in AFAM of 83% and 60%, respectively, which
numerically validates that the proposed method is inherently fairer than the convectional
technique. These results suggest that the idea of joint SER-optimization of CFNC signatures and
relay power reduces not only the average BER of the network but also achieve higher fairness
among users according to the network geometry and SNR as compared to the EPA method.

It is important to note that, proposed method in this chapter can be compared with the ROFPA in
Chapter 3. When v, =0 units, and 0.1 units proposed method performs better than ROFPA in
terms of BER performance and BER performance increase increases with the SNR. On the other
hand, for v, =0.2 units, and 0.3 units, at low SNR (around 10 dB) ROFPA performs slightly better
than proposed method in this chapter, but it performs ROFPA in the high SNR (30 dB and more)
regime. Namely, when relay becomes closer to the destination ROFPA performs better when the
SNR is low. This can be explained as follows: when we are deriving SER upper bound we used
union bound which actually is an high SNR approximation which means our SER upper bound
approximation performs well in high SNR regime. And, since we implicitly assume that relay
decodes correctly, proposed method performs better for all SNR values when the relay is close to

the users.
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Average BER

Table 5-1. SER Optimum Signature powers and a for various location of relay node
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Figure 5-6.Average BER value of users for various location of relay

v, =0 v,=0.1 v, =02 v, =03
SNEBI oe 1o | o« 160 |16 | « |16 168 | o |16F [16F | «
10 0.82 082 | 023 | 0.86 | 0.86 | 0.17 | 0.90 | 090 | 0.11 094 | 094 | 0.06
15 0.88 0.88 0.14 | 091 0.91 0.10 0.94 0.94 0.07 0.97 | 0.97 | 0.04
20 0.92 0.92 0.08 0.94 0.94 0.06 0.96 0.96 0.04 0.98 | 0.98 0.02
25 0.95 0.95 0.05 0.97 0.97 0.03 0.98 0.98 0.02 0.99 | 0.99 | 0.01
30 0.97 097 | 0.03 | 098 | 098 | 0.02 | 0.99 | 0.99 | 0.01 099 | 0.99 | 0.01
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Figure 5-8.BER of each user for cases g;= 5.57 dB, g,= 1.70 dB g,= 6.43 dB and g,= 3.60 dB, g,=3.60 dB
g=7.27dB

In addition to these, to analyze the effect of optimum signature angles we compare BER

performance of users which use proposed signature angles and users which apply the angles

derived from [20]. Specifically, user signature angles for proposed case arearg(@l)=0,

arg(6,) :% , arg(6,)= % and arg(6,)= 377[ and, user signature angles given in [20] are

arg(6,)=0, arg(é’z):%z, arg(@):%and arg(@)z%. In our simulations, we use user

signature powers which are obtained from proposed method for all cases. To make a fair
comparison between cases, we assume that the average transmit power of the network is 4 units

(ie., P,=(1+a)P+P +P +P)=4) . For all numerical experiments presented for 4 users, we

again assume that distance from the user-1-to-destination link is one and the corresponding path

loss coefficient is unity (i.e., y, =1 or 0 dB) so that other path loss coefficients
(ie.g,.2,,2;-8,-g.and y,, 7,, y,) are interpreted as power gains or losses relative to the

user-1-to-destination link. Also, the path-loss coefficients of the relay channel should be satisfy
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the following geometrical constraints because of the two-triangle inequalities

|gi7045 _gr70.5 ‘< 7/;045 < gi70.5 + g’iO.S l= 1’ 2’3’4 (589)

We obtained average BER performance and BER performance of each user for the case where

y7= 73= y4= g =0.91dB and g,= g,= g;= 2,~13.98 dB.

Tasee 5-3 and Tasie 5-4 give BER performance of each user and average BER performance of users
as a function of SNR for optimized and non-optimized angles respectively. Also, TasLe 5-5 gives
BER improvement of each user and average BER improvement. We can conclude that using
optimal angle provides an average BER performance improvement up to 18.96%. Taste 5-5 also
shows that signatures with optimized angles have BER performance improvement up to 20.69 %,
14.55%, 17.45% and 22.75% over signatures with angles derived from [20] for user 1, 2, 3 and 4
respectively. We can conclude that proposed method have less performance improvement for user

2 and 3. To explain this behavior we define J, as the distance between 6.x, of user i and ¢ x_ of

user j which can be given as

5. =‘9

ij i

X, —Hjxs/_ fori,j=1,2,3,4andi# j (5.90)

Where x, and x_ are BPSK symbols for i™ and j™ user respectively. Hence, when the signature

powers are same and unit when angles in [20] is used ~minimum &, for user 1 and user 4 is

2—2cos(%j and for user 2 and user 3 is 2—2005(%} . On the other hand, with the angles

used in the proposed angle the minimum & for user each user is f2 —2cos (%j . Namely, when

we use proposed method, minimum & increases for user 1 and 4 while staying same for user 2

and 3. Therefore, proposed method has greater performance improvement for user 1 and 4

compared to user 2 and 3.
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TABLE 5-3 BER OF USERS WITH OPTIMIZED ANGLE

SNR(dB) 5 10 15 20 25 30
BER, 02221180 | 0.0928276 | 0.0239010 | 0.0042828 | 0.0007024 | 0.0001140
BER, 0.1969748 | 0.0867206 | 0.0223998 | 0.0040538 | 0.0006564 | 0.0001074
BER; 0.1968724 | 0.0866624 | 0.0224022 | 0.0040184 | 0.0006550 | 0.0001038
BER, 0.1966556 | 0.0867894 | 0.0225198 | 0.0040322 | 0.0006622 | 0.0001008
gﬁ{age 0.2031552 | 0.0882500 | 0.0228057 | 0.0040968 | 0.0006690 | 0.0001065
TABLE 5-4 BER OF USERS WITH NON-OPTIMIZED ANGLE
SNR(dB) 5 10 15 20 25 30
BER, 0.2276909 | 0.0995625 | 0.0265395 | 0.0049971 | 0.0008338 | 0.0001438
BER, 0.1932098 | 0.0842518 | 0.0224916 | 0.0043177 | 0.0007434 | 0.0001257
BER; 0.1935401 | 0.0846732 | 0.0225842 | 0.0043636 | 0.0007413 | 0.0001258
BER, 02017480 | 0.0925900 | 0.0250788 | 0.0046908 | 0.0007740 | 0.0001305
SE;rage 0.2040472 | 0.0902693 | 0.0241735 | 0.0045923 | 0.0007731 | 0.0001314
TABLE 5-5 BER IMPROVEMENT OF ANGLE OPTIMIZATION
SNR(dB) 5 10 | 15 25 | 30

BER, improvement (%) 244 | 6.76 | 9.94 | 1429 | 15.75 | 20.69

BER, improvement (%) -1.94 | -293 | 040 | 6.11 | 11.70 | 14.55

BER; improvement (%) -1.72 1 -2.34 ] 0.80 | 7.90 | 11.63 | 17.45

BER, improvement (%) 252 | 6.26 | 10.20 | 14.03 | 14.44 | 22.75

Average BER improvement (%) | 0.43 | 2.23 | 5.65 | 10.78 | 13.46 | 18.96

5.6 Conclusions

In this chapter, the joint optimization of the user signatures together with the relay power to

minimize the average SER bound of the network was proposed for the CFNC coded multi-access

relay channels with non-orthogonal communications (MAR-NOC). For this purpose, we first

developed a new SER bound under the receiver-CSI for the system considered , where ML

detection is assumed to be employed at both a the relay and destination nodes, and numerically

shown that this SER-bound captures the error characteristics of the network for a wide range of

SNR values. After that, we formulated the problem of jointly optimizing the user signatures and

the relay power as a convex program while considering the network topology and the constraint
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on total transmit power. Following that, we derived the KKT optimality conditions for the
designed convex program, where it was shown that the optimal signature powers and the relay
powers constitutes a highly nonlinear relationship whereas the requirement on the optimal user
signature phases is simple. Then, we used Sequential Quadratic Programming (SQP) to
numerically solve the optimal signature and the relay powers from their non-linear relationship,
for which we analytically derived the optimal step direction. To ensure fast convergence of SQP
iterations, we also proposed an information theoretical heuristics initialization, whose efficacy
was shown through simulations. Once after SER-optimal parameters were determined, we
investigated the average BER of the network by performing extensive numerical experiments for
different relay positions and various SNR values. Simulation results indicate that the proposed
technique improves the average BER of MAR-NOC by up to 90% with a very high average
fairness metric as compared to the EPA method, and therefore, it is a promising method to be
used in a high throughput next generation multi-access relay system, which operates over non-

orthogonal channels.

144



6. Distributed Detection in Wireless Sensor Networks Using
Complex Field Network Coding

In Chapter 2, we developed distributed decision fusion both under the perfect CSI and CS for
WSNs with a hierarchical topology [91] . Also in Chapter 3, 4 and 5, we analyzed MAR
communication which applies CFNC and operates over non- orthogonal channels. In this chapter,
we propose to integrate these two contexts, namely we propose to handle distributed detection
(DD) with the use of CFNC.

The DD is very useful to combat the adverse effects of fading channels (e.g., multipath-fading,
shadowing, noise) in wireless sensor networks because the sensor nodes reaching the same
decision provide spatial diversity since the FC is supplied with multiple copies of the transmitted
signal over different channels that fade almost independently.

It is important to mention that in all previously mentioned studies in [10] , [22]-[24], [29]-[32] the
signal transmission and the information fusion are assumed to be accomplished by using
orthogonal communications (OC) to avoid multi-access interference (MAI), where only one
sensor sends its decision at a certain time while others wait. This, however, decreases the
throughput of the system, which is also turns out to be bandwidth inefficient particularly for large
networks.

To improve the throughout efficiency of WSNs, the decision fusion with the use of non-
orthogonal communications (NOC) have been analyzed in [92]-[95], where the local sensors are
directly send their decisions to the FC over a multiple-access channel (MAC).

The performance of the DD in WSNs can be also enhanced with the use of relaying, which has
been proposed to achieve both spatial and time diversity in multi-user communications [19]. In
the relaying, the sensors first send their decisions over wireless medium, and because of the
broadcast nature of the wireless channel both the relay node and the FC hear the information

bearing signals of the sensors. Then, the relay node extracts the necessary information about the
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sensor decisions. Finally, in the subsequent time interval, the relay node forwards its signal to the
FC by employing a relaying protocol [19].

Additionally, the use of relaying together with transmitting sensor decisions over a MAC channel
improves both the reliability and the throughput of WSNs, which can be further increased by
employing a network-coding (NC) scheme [20] such as physical layer network coding (PNC)
(a.k.a analog network coding), complex field network coding (CFNC) [18], [20], [60]-[65] etc.

It is important to point out that although the works in ([92]-[95]) show that non-orthogonal
signaling has a potential to improve error performance distributed detection, none of them has
considered the use of the relaying. Therefore, in this work, we consider CFNC coded relay
assisted communications over a MAC in a WSN with a parallel topology.

In the initial version of this work in [96], we proposed the idea of the use of the CFNC for relay
assisted communications over a MAC since the CFNC provides the highest throughput (1/2
symbol per user per channel-use) compared to PNC and XOR methods for communications over
non-orthogonal channels since it uniquely allows decoding of user messages under multi-access
interference (MAI) [20].

In CFNC, each sensor is assigned a unique pre-determined complex number, which is referred as
signature. Each signature is used to weight the signal of a particular sensor before the signal
transmission and this provides robustness against the multi-access interference (MAI). Hence, the
signature selection appears to become one of the important issues to improve the energy
efficiency of the system considered. Wang et.al. [20] selected signatures based on linear
constellation precoding, which is purely complex exponential and distinctively rotates the
constellation of each sensor. In contrast to [20], one can also employ signatures with non-unity
magnitudes and optimize them according to a certain criterion to enhance the system performance
while keeping the average transmit power of the network limited. In addition to signature
optimization, the performance of the network can be further improved by appropriately allocating

the relay power. In [96], we proposed to optimize the sensor signatures and the relay power by
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minimizing the symbol error rate (SER) bound of the network, which provided ,however, only
numerical results since the problem is highly non-linear and there is no closed form solutions for
the parameters that need to be optimized.

Contrary to [96], in this chapter, we aim at providing analytical solutions to the problem of jointly
optimizing the sensor signatures and the relay power. Our main contribution in this work can be
summarized as follows. We first derive the optimal LRT based fusion rule for a parallel WSN
with a relay node that operates over non-orthogonal wireless channels. Then, we utilize the SER
bound of the network together with information theoretical results, and make series of
approximations to determine sensor signature and the relay power. Finally, we have shown
through the numerical experiments that the proposed method outperforms the classical approach ,
where the former reaches the same performance of the latter while consuming less amount of
energy.

In the next Section, we give a background on the classical distributed detection (CDD) for a
parallel WSN. In Section 6.2, the system model for CFNC coded relay assisted communications
in WSNs is described, and subsequently the LRT based optimum fusion rule is derived for the
system considered. In Section 6.3, we present our analytical method for the selection of the sensor
signatures and the relay power. Section 6.4 is devoted to investigate the performance of the

proposed method through numerical simulations. Finally, we conclude in Section 6.5.

6.1 Overview of Classical Distributed Detection over Orthogonal
Communication Channels

In this part, we review the classical distributed detection (CDD) for orthogonal signaling (without

a relay node) in WSNs with a parallel topology, where we focus on binary hypotheses: H,
and H, (e.g., they may represent the existence and absence of a target, respectively) at the region

of interest (ROI). Also, a network of N sensors and a FC (without a relay node) is considered as
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shown in Figure 3-1., where the Km sensor, S, , first acquires its measurement m, from the ROI and
arrives at its decision u, , which is later modulated to produce x, . Then, the modulated signal
x, 1s distorted by the fading and noise and constitutes the signal y, at the FC. Finally, the FC
combines all of the signals it has received according to a fusion rule, and casts a final decisionu, .

We assume throughout the manuscript that all fading coefficients are modeled as complex
Gaussian random variables with zero mean and unit variance and the receiver electronics noise is
modeled as additive white Gaussian noise (AWGN) channel. Furthermore, we also assume that
the channel state information (CSI) is available at the FC. Note that we just consider binary phase
shift keying (BPSK) modulation for the modulated signal, but extension of the results to other
modulation schemes is straightforward.

Under the orthogonal signaling, the received signal at the the fusion due to the transmission of
the k" sensor can becomes:

Vi Z\/thxk +Zz; (6.1)

where y, is the path loss coefficient of the link between the K" sensor and FC; h, is complex
Gaussian channel coefficient, x, is the BPSK modulated signal ,which takes values of -1 and 1
respectively for k" sensor decision u, being 0 and 1 respectively, z,is zero-mean AWGN
sample with variance of ¢* = N, / 2 per dimension.

For this network topology and orthogonal signaling model, the optimal likelihood ratio (LRT)

based fusion rule is given in [40]

Ay) = Hf(yA | H,,h,)

f(yk |H0>h )
A7 AN
N P, e 20° +(1 - P, )e 207 (6.2)
- lk} e e
Pﬂ e 2062 + (1 PF;{ ) 262

2 The phase coherent detection formulation in reference [40] is equivalent to the complex representation in Eq.(6.2)
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where y=[y,...r,]" denotes the received signal vector, P, and B denote the probability of

detection and the probability of false alarm respectively of the sensor.S, , which can be expressed

respectively as:

P

Dy

P, :P(uk =1|H0)

=P(u, =1|H,) 63)

So, the conventional strategy for the parallel network assumes that the transmission from each
sensor is accomplished over orthogonal channels in time. As a result of that, one-symbol
information in regard to the hypothesis testing of each sensor is transmitted by N channel-uses ,
each of which has duration of 7}, seconds. Therefore, the information rate or throughput for the

CDD using orthogonal signaling can be written as :

Ropp = LT symbols/sec per sensor per channel use (6.4)
0

Figure 6-1.The Schematic of Classical Parallel Distributed Detection.

6.2 Distributed Detection for Complex Field Network Coded Relay
Assisted Communication Over Multi-access Channels

In this section, we first propose to use relaying over a MAC for WSNs and then incorporate
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complex field network coding (CFNC) to such a network. Finally, we investigate distributed
detection for CFNC coded relay assisted multi-access communication channel.

As mentioned earlier, the use of relay is beneficial to achieve cooperative diversity in order to
combat the detrimental effects of fading channels. Hence, in this work, we propose to incorporate
CFNC to the parallel WSN with a relay node (R) as depicted in Figure 6-2 where all of
information signals are transmitted over MAC channels.

In this method, each sensor §, is assigned a unique signature ¢, . Then the modulated decisions
of sensors, x, ’s, are multiplied by the associated signature and the resultant signals of sensors are
sent over non-orthogonal channels simultaneously in time slot 1, which causes interference both
at the relay and at the FC. After that, based on the relaying policy (e.g., amplify and forward,

estimate and forward etc.), the relay node sends its output to the FC in time slot 2. Therefore, the

signals resultant from the non-orthogonal communications under the flat-fading can be written as

N

yr = Z\/g_khs,{rgkxk + Zr (65)
=
N

Vsa = Z\/Zhs,{dgkxk +2z, (6.6)

k=1

v =g hNax, +z, (6.7)

where y, andy, are the received signals at the relay node and the FC in time slot 1
respectively; y,, is the signal acquired at the FC in time slot 2 due to the relaying; A4, ,,h, ,, and

h, denote the fading gains of Si-R, S;-FC and R-FC links respectively, which are modeled as

complex Gaussian random variables with zero mean and unit variance; the parameter«
determines the power allocated to the relay as a fraction of the total transmit power of sensors;

7. »g,and g denote respectively as the path-loss coefficients of S;-FC, S; -R, and R-FC links;
z, and z, represent the noise samples at the relay node and FC respectively, which are modeled

as additive white Gaussian noise (AWGN) with zero mean and variance of Ny/2 per dimension.

Hence, each sensor transmits one-symbol information in two channel uses each with a duration of
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T, seconds, for which the information-rate becomes

1
Repne = 7 symbols/sec per sensor per channel use (6.8)
0

Time Slot 1:
Time Slot 2:

Figure 6-2.The schematic of a CFNC coded relay assisted parallel sensor network, which communicates
over MAC channels, with N sensors, one relay node and a FC.

It is important to point out that in this work, the channel state information (CSI) is assumed to be
known at all receiving nodes (i.e., the relay node and the FC). As in [20], we employ estimate and
forward type of relaying based on maximum likelihood (ML) detection (i.e., ML relaying). For

this relaying policy, the sensor messages are estimated as

z\/g_k sre xk

Then, the relay signal is generated by incorporating the ML estimates of sensor messages with the

A A A
X =(X,,....,xy) =argmin|y

X] pees Xy

(6.9)

sensor-signatures as

N
=> 6,3, (6.10)
k=1
After that, the relay signal x, is forwarded to the FC according to (6.7) in time slot 2. Finally,

the FC combines all of the signals it has received in time slot 1 and time slot 2 in Bayesian sense.

Specifically, the optimal LRT based fusion rule is
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A _f(Yd|H1)
A=y )

2SO H (S 0 | HLDPR X)) P(x| H)) (6.11)

XS G 1 Hy (X S (0 | H P 00) P(x| H)

where y, =[y.,,V,4], X=[x,....x, ] . Also, P(X|x)is the probability that the relay decides X,
althoughx is transmitted. To simplify the analysis, we assume that the decoding at the relay is

perfect’ (i.e., X=X) and thus the following LRT rule is employed at the FC.

DSy | HX) f (v, | H,X)P(x| H,))
A( d)_f(yd|H1)_ X (612)

S HY D Sy | HyX) f (v, | Hy X)P(x| Hy)

Since the conditional probability density function of y ,(y,,) is independent of hypothesis

when xis given and sensor decisions are conditionally independent, the conditional distributions

or probabilities in Eq. (6.12) can be written as

N
| Vea _Z 7khs,{d0kxs,{ i

1 -
S 1X)=0——expi = = } (6.13)
1 |y, =& hNax, !
S (D | %) = ——exp{——= e } (6.14)
2o 20

N
P(X‘HI)ZHPD;“ (l_PD,( )Hlk
k=1

. (6.15)
P(X ‘ Ho) — HPFA uy (1 _ PFk )l—uk
k=1
The FC produces its final decisionu, as
Ay )zt (6.16)

where 71is the optimal threshold value used at the FC. In this paper, we consider minimum error
probability detection at the FC. Hence, the optimal threshold value can be determined in terms of

a priori probability of the event at the ROI as

* This assumption can be justified under high SNR or by using an error correction code.
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__P(H,)
P(H,)

(6.17)

where P(H,)and P(H,) are a priori probabilities of H and H, respectively. The average
probability of error of the network can be determined as

F,=P(H)F, + P(H))(1-F,) (6.18)

where P. and P, are the false alarm and detection probability of the FC respectively , which can
be expressed as
P.=P(A(y,)>7|H,) (6.19)
B, =P(A(y,)>7|H,) (6.20)

Note that the complexity of the fusion in CDD is linear in N whereas its complexity in CFNC-

DD is exponential in NV . Although the CFNC-DD seems to be more complex, it has a better
detection performance than CDD as we show in Section 6.4. This computation burden can be

alleviated with the use of clustering [42]-[43].

6.3 Determination of Sensor Signatures and the Relay Power for
Complex Field Network Coded Relay Assisted Communications in
WSNs

In this section, we propose a way to select the sensor-signatures optimally by minimizing the ML

bound on the symbol error probability of the network. We denote the vector of signatures by
9=[6’1,...,9N] . Since each sensor decision is binary, there are 2" possibilities for the sensor
decision vector which can be put in an ordered list. Let x, be the i possible decision vector in the

list for 1<i<2" . The CFNC coded symbol for the decision vectorx, due to the non-orthogonal
signaling becomes

c,=0"x, (6.21)

Hence, the CFNC coded symbol takes 2" distinct values. Assuming CSI is known at the relay
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and ML relaying is used, the pair-wise symbol error probability (PEP) of the relay node is

\/ghvkre dljk |

C,-»hsr)=Q( o ) (6.22)

PEP'(c;,c;) £ P(c, >,

whereh, =[h

YRR

h, 1. P(c,—>c,

c,.,hsr)is the probability of deciding symbol c¢; given that

symbol ¢, is transmitted under the CSI vector h_, O(x)=(/+ 27[).[ exp(—t* / 2)dt and d, is the

th

difference between the i and ;" decision vectors i.e., d, =(x,-x,), d, represents the K"

ijk

component of d,; . Hence, the instantaneous CFNC symbol error rate (SER) at the relay can be

bounded as
N
oV N |2 gkhs‘kre dyk|
R (h,)<Y Y P(c)0= ) (623)
i=l j=1 20—
J#i

where P(c,) is the probability of the CFNC coded symbol for 1<i<2" which depends on the

false alarm and detection probabilities of the sensors as follows

P(c,)=P(c,|H))P(H,)+P(c,|H )P(H,)
=P(x,|H,)P(H,)+ P(x,| H)P(H,) (6.24)

N N
- HPF/( “(1-P, )" P(H,)+ HPDk “(1-B, )™ P(H,)

2
—X

By using the Chernoff-bound [5] (i.e., Q(x) < %e7 ), the instantaneous PEP and SER of the

relay node is further upper-bounded, respectively, as:

“Z\j@h»‘k"g‘ dyj \2
PEP’(c[,cj)S%ei o’ (6.25)
\i@ hy, Oy
2‘ 2N =
P/(h,)<= ZZP (6.26)
i=l j=1
J#I
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Consequently, bounds on the average PEP and SER can be obtained by averaging the upper-

bounds in Egs.(6.25)-(6.26) over fading gains of the sensors-to-relay links, respectively, as:

APEP'(¢;,¢,) S— 05 (6.27)
ng | 6, |2 dgz'k
1441
8o
= _1&E 1
P SEZZP(Q) < (6.28)
= jj ng | 6, |2 d;'k
1+t
80

Also, pair-wise error probability (PEP) at the fusion center (FC), which is denoted by D, can be

written as

P(ct. —>c; at D|ci)=P(ci —c atR|cl.)P(cl. ¢, atD|cl. —c at R,cl.)
6.29
+P(cl. —>¢; atR|cl.)(1—P(cl. - atD|c,. —>c; at R’C,-)) (6.29)

where P(c,. —>c; at R|cl. ) and P(c,, —>c; at R|c,) denote correctly decoding probability and PEP
respectively at the relay when ¢, is sent. Also, P(cl. —>c; at D|ci —c, at R,ci) denotes the PEP

at the FC given that ¢, is sent and the relay correctly decoded, P(ci —>c, at D‘ci —c; at R,cl.)

denotes the probability of correctly decoding ¢, at the FC given that ¢, is sent and the relay
erroneously decode ¢,. Assuming CSI is known at the relay and ML relaying is used, the PEP of

the relay node R is given in (6.22). In addition to that, assuming CSI is available and ML

estimator is used at the FC; PEP at the FC given that the relay correctly decoded ¢, will be
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P(Ci _)Cf at D|Ci _)Ci at R’Ci’hsd’hrd)
N N
- [ZMhS*d‘gk("f)k N A X
k=1

k=1
>

2 2

+

N N
g.ah, Z 0.(x;); +z,—h, Z 0, (X,);
=1 =

2

N N
+ grahrdzek(xi)k +z, - grahrdzgk(xj )i
k=1 k=1

2 ZJ
|

2 N
> 2Re{zd*z 7 hskdekdijk} + 2Re{zd*\/grahrd26kdijk

k=1

N N
S J7eh 00X+ 20 = D rh (%),
k=1 k=1

2
+

N
gah, z ekdijk +2z,
=1

N
Z\/ Vi hs,{dgkdijk 7
=1

= P[|Zd |2 —i—|zd|2 >
z Vi hs,{dakdijk

P[ 3

2 N
- ‘\/ g.ah, zgkdijk
=1

k=1

(6.30)

Since z, has a complex Gaussian distribution with zero mean and 20~ variance which can be

denoted as CN(0,257), distribution of random variable

N N
2Re{zd*z\/Zhﬁd0kdyk}+2Re{zd* grahrdZdeijk} will be a Gaussian with zero mean and
k=1 k=1

2 2

N

Z Vi hskd deijk

k=1

407 ( +

N
Vg ah, Z O dyy,
=

) variance. Therefore, error probability at the FC

given that the relay decoded correctly can be written as

P(c,. —c; atD|c, > ¢, at R,c,.,hsd,hrd)

N
\/ Jg.ah, Z gkdijk
2 =1

N
z Vi hskdekdijk
k=1

2 2
+

(6.31)

=0

20

Also, by a similar analysis as in Eq.(6.30) we can obtain the probability of decoding ¢, correctly

at the FC when it is given that relay decode ¢, erroneously
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P(c,. —c, at D‘ci —>c; at R,cl.,hsd,hrd)

N N
< Z\/Zhskdek (x,), +z, - Z\/Zhskdek (Xj )i
k=1 =1

=P {|zd| +

N 2 N N 2
b 0. 42, =D \reh 0, | +Weah,Y.0,(x), +z,-Jg,ah,> 6,(x),
k=1 k=1 k=1

2 N N
+ \/ grahrdzek(xj)k +Zd - Vgrahrdzek(xj)k
k=1 k=1

2
+|zd| J

2]

g.ah, Z 0,d . +z, 7. h

ijk

2 N N
=P > Jrh, dek ah,> 6,d, zzRe{zd*Z ;/khskdekdijk}—2Re{zd*\/gr7ahrd20kdﬂk}J
=1 =1
N 2 N 2
Z 1,00 grahrdzekdjik
-0 =1 =1
N
20—\/; 7kh dek an, 4 jik

(6.32)
Therefore, PEP at the FC which is given in Eq.(6.29) can be written as follows

P(c[ —>c; at D|c[)=

2

8

N
grahrdzekdijk
=

sk ijk

\/Z Vih, dek
0

APEP”(c,,c)=E || 1-
(c.c))=Ey 0 20 20

2

N
‘ gr h zedﬂk
k=1

N
g,0n, Zekdj[k
k=1

N
D rh Ody,
Q k=1

20 N
20
k=1

> Jrih,b.d,
(6.33)

N
D gk, 0d,

k=1

+Q

2 2

Each fading coefficient A, ,,h ,,h, is assumed to be a zero-mean complex Gaussian random

s

variable with unit variance, which is denoted by CN (0,1). Hence, distribution of the random

2 2 2

T, = are exponential

2

N
Z Vi hs*kda dyk

k=1

N
Z e, 0,dy,

k=1

variable 7| =

and T, = ‘\/gr h ik

1
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random variables with means 4, = ng |6, [ dyk A= Zyk|6’| dyk

k=1

2

N
Z O, dy

k=1

A=g,

and

respectively.

Also, pairwise error probability in Eq.(6.33) can be upper bounded as

P(cl. —>c; at D|cl.) = APEPD(cl.,cj)

_ - :
\/Z 7kh 9 dyk V grahrdzekdijk \/gk hvkre dyk

<E - +

o 9 20 © 20

—, & [ V1 (6.34)
7k ijk + grahrdzekdijk J?khvlre dyk

<E | 0.5exp| -2 = +0.5ex

" P 80~ P 80°

0.5 1 0.5
< ~ +
Z7k | 6, i d,jk gra|zekd[jk i ng|0 i dyk
1+ k=1 1+ k=1 1+ k=1
80° 8o° 80”°
Hence, PEP and SER at the FC respectively, as:
APEP” (¢;,c;) < < 0.5 1N + 0.5 (6.35)
z% | 6, | dz;k gra|2‘9kdzyk |2 zgk |6, | dz/k
1+ k=1 + k=1 1+ k=1
8o 80’ 80’
P’ <B”(0,a)
1352 1 1 1
=—ZZ v -t ) (6.36)
= f# 27A|0 | yk gra|zekdijk| ng\ﬁ | dl]k
1+ 1+ = 1+
80’ 80" 807

where B”(0,c)denotes the SER upper bound at the FC. Note that, we do not consider any

specific type of modulation while we are deriving this bound.
Authors in [96], proposed to determine the sensor signatures and the relay power by minimizing

the average SER bound in Eq. (6.36) under the constraints on the total transmit power and the
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network geometry as:

minimize B”(0,a)

such that
ul 2 ul 2

2=Y16] —aQ|6[)=0 (6.37)
k=1 k=1

6, -6 >0 fork =1
a>0

where the first and second are due to the total transmit power budget and the distinctiveness of
the signatures whereas the third constraint stems from the fact that the relay actively sends

information.

N N N
Clearly, » 7,16, d},, 1>.6,d, [and Y g |6, d; are convex functions of the user
k=1 k=1 k=1

N
signatures. Also, g .| z&kdijk |* is convex with respect to the parameter vector p =[0,a]" since
k=1

the multiplication of two convex scalar functions is also convex when both functions are non-

v -1
g«| zgkd[jk |2
=1

5 1S convex

decreasing (non-increasing) and positive [85]. Additionally, | 1+ g
o

. 1. . . .
since f (x)zl—ls convex for x=0and the composition of a convex scalar function with
+X

another convex scalar function is convex. Therefore, the average SER-bound B” (0,a)is convex
in both signatures 6, and parameter «, Eq.(6.37) is a convex program.

As pointed out in [96], deriving closed form analytical results for the sensor signatures and the
relay power are cumbersome since the Karush Khun Tucker (KKT) conditions for the convex
program (please see the convexity proof in Appendix II) in Eq. (6.37) result in highly nonlinear
equations.

Instead of pursuing this direction, we follow another approach, in which we have first expressed
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the signatures in the polar form as 9, =\/E e where P and ¢ represent the magnitude-square
and phase of the /™ sensor signature. It is important to note that the signature phases does not have
any effect on the average pair-wise error probability (APEP) at the relay (i.e., it is the second term
inside the sum of Eq.(6.28)) whereas they affect the at the FC as seen from the second term inside
the sum of Eq. (6.36). Following that, we heuristically select the phases of the signatures to
increase the separation between CFNC coded symbols using BPSK modulated decisions for unit

magnitude sensor signatures, which produces equally separated phases as:

¢ ="(i-1)fori=1,N (6.38)

N
In order to optimize the signature magnitudes, we next consider a network of a sensor node called
super node (SN), which transmits CFNC symbol ,x, + 6,x, +...+ 6, x,, , a relay with a power
control parametera, and a FC. The average transmit power, P, , of the super node should

satisfy

Py =) R, (6.39)

k=

which is because the decision symbols have unit powers.

H, / H, Phenomenop

H, / H, Phenomeno

Super Node
(SN)

-0

Time Slot | ; — R Time Slot | ; ee——
Time Slot 2: % Time Slot 2: L
(a) (b)

Figure 6-3. An N node CFNC coded WSN shown in (a) and its approximation by the Super Node (SN)
network illustrated in (b).

By performing a similar analysis while deriving Eq.(6.35) and considering the worst symbol pair
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that gives the maximum APEP bound at the FC, the APEP of the SN network becomes

APEPg, (¢;,c,) < By, = _0'5 > ! —+ _0'5 — foralli=j  (6.40)
l 1+ yRS'Ndmin 1+ graPSNdmin 1+ gRS'Ndmin
8o’ 80’ 8o’

where B, represents the maximum APEP bound of the SN network, g and 7 represent the

gains of the SN-R link and SN-FC link, respectively, and d_, is the minimum distance in the

constellation formed by e’*x, +e”x, +...+¢’”x, , which is mathematically represented as:

d ., =min

mi L
i#]

&-¢| (6.41)
where ¢ =[e™,e’”,...,e’” 1" x, (i.e., CFNC symbols obtained by normalizing the magnitude of
each sensor signature to unity.

Assuming that the path gains of all sensor-to-relay links and sensor-to-FC links in the original N

node WSN are close to g and y, respectively, (ie, g =g,=-=~g,

Q

g and
V,Ry, ==y, ~7 ), the maximum APEP bound in Eq. (6.35) of the N node network is close
the maximum APEP bound of the SN network in Eq. (6.35), which implies

B ~ B, (6.42)
where B” is the maximum of the APEP bound of the N node network in Eq. (6.35).
Therefore, approximating the N- node WSN by the SN network is accurate when path gains of all
sensor-to-relay links and sensor-to-FC links are close to g andy, respectively. For a general
setting in which these gains may vary, the average of path gains in dB scale is used to determine

the path gains of SN-R link and SN-F'C link, respectively, as:

N N

g (in dB)=%Z g,(in dB) and 7 (in dB)=%Z 7,(in dB) (6.43)
i=1 i=1

g (indB) 7 (in dB)

where g =10 © and y =10 1

After determining the parameters of SN network in terms of parameters of N node WSN, we are
ready to determine optimal transmit powers of the SN and the relay node under the total transmit

power constraint stated as:
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(1+a>(§aj=a+a>m=ﬂ

(6.44)

The total power constraint in Eq. (6.44) can be used to replace aP,, by P, —P,, for the bound in

Eq.(6.40), which results in

’ 0.5 1 0.5
By =—— 2 7t 2
7PSNdmin gr (PT - PSN )dmin gPSNdmin
1+ S 1+ > 1+ 5
8o 8o 8o

2

When dm;“ is high, a further simplification can be obtained as :
o

320" N 4o?
7 P )(8. (B = Py)dr,)  BPod,

BD

SNz(

(6.45)

(6.46)

The optimal total power reserved for the transmission of all sensors, which minimizes the

maximum pair-wise error probability bound in Eq. (6.46), is obtained by the derivative of Eq.

(6.46) with respect to P, , and then by equating to zero as:

3 320" N 320" 3 407
7Png (P =Py, 7Pyg. (P —Py)’dy,  2Pd,

min min min

=0
Multiplying both sides of Eq. (6.47) by P, (P.—P,,)’ /4 and dividing produces

80" (B -Py), 80Py o (B—Fy) _

0
77grd:1in 77grd1;‘1in gdim

The roots of the quadratic relationship in Eq.(6.48) with respect to P, can be found as:

(80%/d, )28 + \/(27g,.PT +(80%/d%, )28 ) ~47°g’P?
2yg,

Py =F +

The only root satisfying the power constraint 0 < Py, < P, is

P, =P

SN T

(30 d)g 1278, (507 )+ 42 (0 )
7e, 27g,

(6.47)

(6.48)

(6.49)

(6.50)

The approximate relay power control parameter is determined using the total power constraint in

Eq.(6.44) as:
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. i -1 (6.51)

(802/‘1;111 )2§ * \/4§77grPT (80_2/d§nn ) +4g” (80'2/d§nn )2
2rg,

P+

T

Therefore, the SN network approximation allows us to determine the relay power parameter and
the total transmit power of all sensors in Eq. (6.50), which does not , however, specify the
individual transmit power of each sensor. The next sub-section is devoted to talk about an
information theoretical power allocation method for each sensor by using the total transmit power

result in Eq. (6.50).

6.3.1 Information Theoretical Determination of Individual Sensor Powers

While allocating an optimal power to each of the sensors is important, maintaining the fairness
among sensors is also very crucial in realizing a practical communication network [3], which
ensures that the access of any sensor to the network is not denied or overly penalized [67] . For
resource allocation in communication systems, various fairness criteria are considered in the
literature such as max-min fairness [68], proportional fairness [69] and fairness in information
rate (a.k.a symmetric capacity) [70] . Since the symmetric capacity represents the fairest
maximum common rate [70], we consider a fairness criterion based on the notion of symmetric
capacity and aim to develop a fair power allocation policy for sensor nodes in this study, which
ensures fairness among sensors in terms of their average rates and is referred as “average-rate
fairness”.

For this purpose, we first consider the users-to-relay channel, which is a MAC channel, and thus,
the achievable average sum-rate of sensors (the average rates of sensor S, is denoted by R; ) at the

relay is upper bounded as:
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2

N
1 Zgi‘eihslr
R+R,+-+R, SEE log 1+"=12—

2
o

(6.52)

h,

B N
} . > gPp

N
=—log| 1+ —
2 & 20°

<—log| 1+
2 g om

Note that the first line of Eq. (3.7) is because of the ergodic sum-capacity of the MAC channel,
while the second line follows from the Jensen’s inequality since the ergodic sum-capacity is a
log-concave function, and the third line is a resultant from the assumption of independently
identically distribution (i.i.d) fading gains with unit energy. Also, the factor of !4 in the rate
calculations results from the normalization due to the use of two time-slots during the
communications.

Hence, the average (or ergodic) single user rate bounds can be obtained as:

R sllog(1+i§j fori=1,2,---,N (6.53)
2 20

Assuming that the relay decodes the user messages perfectly (which can be achieved by adjusting

the user powers appropriately), the signals received at the destination in both time slots (see

Eq.(6.6) and Eq.(6.7)) can be written as:

Hlxxl[n]
{ysd[n]}:[ Vhyy  NVaho yNhSNd] Hzxiz[n] +|:zd[n]i| 654
Yualnl] | Jg,ah, gah,\Jgah, | z,[n]
y H eN‘st[n] z
%,—J
X

where Yy is the received signal vector at destination; His the channel gain matrix; xis the power
scaled and signature multiplied user message vector, and zis the AWGN noise vector.
Therefore, the this channel can be modeled as a 2xN Virtual-MIMO system, since we consider the
dependency of the relayed signal on the sensor messages in Eq. (6.10) under the assumption of

perfect relay decoding.
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The average joint-sensor rate-bound at the FC is obtained as:

f E{HSH'
R1+R2+---+RNSlE log| det I+HSI;I Sllog det I+{—2} (6.55)
2 20 2 20

where Tdenotes the conjugate-transpose operation,S = E[xx"] is the input covariance matrix,

which is a diagonal matrix with B,P,,---, P, on its diagonal.

Using Eq. (6.55), the average rate of individual sensor can be derived as:

P+ P
7/1 1 g;a l) (6‘56)

1
R <—log| 1+
<l
By combining Egs. (3.7)-(3.8) with Egs. (6.55)-(6.56), the average single-sensor and joint-user

rate bounds, respectively, becomes

R <min llog 1+Lg;a}3 ,llog 1+g;P£ fori=1,2,---,N (6.57)
2 20 2 20

,—log| 1+ 6.58
o 2 8 20° (6.58)

E{HSH'} JJ | ﬁgil’i

R +R,+---+R, <min %log[det(lnL

In order to realize the average-rate fairness, we equalize the maximum average rate bounds of

sensors in Egs. (6.57) as:

min llog(l—i——}/"g +g2"aej,llog(l+ gi}Zj = min llog(1+ ViaBu +<;§,~0‘ i+l j,llog(H gm}zﬂj
2 20 2 20 2 20 2 20

fori=12,---,N—1
(6.59)

which can be further simplified as:

min{y, + g &g } B =min{y,, +g,a.g.,| P, fori=12,-,N-1 (6.60)
By considering Eq.(5.83) , the total transmit power of the sensors in Eq. (6.51) and the solution

for the relay control parameter in Eq.(6.51) , the optimal power allocation with the average-rate

fairness criterion can be derived as:
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P- L fori=1,2,--,N (6.61)

[i : }](min{y[+gra,g,.})

Jj=2 min{]/j +gra7gj

As a result of our analysis, we determine the signature phases, the sensor powers using the notion
of average-rate fairness, and the relay power control parameter in Eq. (6.38), Eq.(6.61) and Eq.
(6.51), respectively, which shall be used in CFNC-DD. In the next section, we compare the

performance of the proposed CFNC-DD with that of the CDD.

6.4 Simulation Results

In this part, we investigate the performances of the CFNC-DD over non-orthogonal signaling and
CDD over orthogonal signaling by obtaining and comparing their probability of error plots and
their receiver operating characteristics (ROC) curves. It is critical to note that the probability of
error plots are obtained with the assumption of equal likely priors for various SNRs while each
simulated points on ROC curves is resultant by using a different prior probability. Throughout

our discussion, we assume that sensors are identical in terms of their false alarm and detection
probabilities as PF/_ =0.05 andPD/_ =0.5. To make a fair comparison between the Classical-DD
(CDD and CFNC-DD, we keep the average transmit power of the network per time slot the same
, which is assumed to be 2 units (i.e., P, =2). For all numerical simulations presented in this

part, we also assume that distance from the sensor S;-to-FC link is one and the corresponding

path loss coefficient is unity (i.e., y,=1 or 0 dB) so that other path loss coefficients
(ie.,g,,g, and y, ) are interpreted as power gains or losses relative to the sensor S;-to-FC link.

Also, the path-loss exponent is assumed to be 2 and the path-loss coefficients of the relay channel

should satisfy the following geometrical constraints because of triangle inequalities.

8" -8 k" <g g (6.62)

For the simulations considered, the signal-to noise ratio values given in dB calculated as:
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. PT
SNR (in dB) £10log,,(=—2) (6.63)
20
To compare both schemes under the information rate of unity (i.e., R=1 symbol/sec/channel use),

we set the duration of each channel use, 7, to 1/N by using Eq.(6.4) and tol/2by using

Eq.(6.8) for CDD or CFNC-CDD, respectively. Since the power budget is fixed, we realize
different SNR values by changing the variance of electronics noise in Eq. (6.63).

In order to see the benefit of CFNC-DD over CDD, we first obtain probability of error as a
function of SNR for a WSN with 2 sensors (i.e., N=2) and y,= y,=0 dB, g,= 2,=10.45 dB and g~
3.10 dB, which assumes that sensor nodes are equally separated from FC and the distance from
the relay node to each sensor node is same. One can see from Figure 6-4 that CFNC-DD
outperforms CDD for all SNR values considered. Specifically, the CFNC-DD has provided an
improvement up-to 20.74% in average error probability over CDD. In addition to average error
probability plots, we also obtained ROC curves as depicted in Figure 6-5 for same network and
different SNR values of -5, 0 and 5 dB. The proposed CFNC-DD method can obtain up to
10.34%, 11.76%, and 37.77% detection performance improvement over CDD for 5, 0 and -5 dB
SNR respectively.

From the observations made above, we can say that by employing the proposed method, the
probability of error gets better especially in the low-SNR regime as compared to using CDD,
which can be explained as follows. In the CDD, each sensor signal is sent over an orthogonal
channel and disturbed by one noise sample at the FC, which results in the availability of N noisy
measurements at the FC. Contrary to that, CFNC-DD allows interference of sensor signals both at
the relay and the FC but each of the interference signals in each time slot of CFNC-DD
experiences a distortion due to one noise sample at the FC and thereby there are only two noisy
measurements, which carry all sensor data, at the FC. Therefore, the noise has a worse impact on
the performance of CDD. Moreover, CDD provides only spatial diversity using the sensors that

give the same decision whereas CFNC-DD also achieves time diversity in addition to the spatial
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diversity since the relay node in CFNC-DD sends its decision to the FC at a different time slot.
This is very beneficial to reduce the negative effect of the interference and noise on the detection
performance of the network.

Secondly, we consider a scenario where sensors are located asymmetric with respect to the FC

and relay node is closer to S, and accordingly, parameters g, g» and g, are selected as 10.45 dB,

3.10 dB and 3.10 dB respectively. The value of y, is varied and decided to satisfy the triangle
inequality in Eq. (6.62). Then, we obtain the probability of error results as a function of SNR for
various values of y, which are shown in Figure 6-6. Again, CFNC-DD outperforms CDD using
the same y, value in all SNR regimes. For example, CFNC-DD has a error performance
improvement of 8.43%, 20.92% and 22.98% respectively for y, value of 20 dB, 7.96 dB and -2.28
dB under the SNR of -5 dB. After that, the ROC curves are presented in Figure 6-7 for different y,
values and SNR of -5 dB. Consistently, CFNC-DD has a better detection performance than CDD
for each y, value and a given false alarm probability. In particular, CFNC-DD results in detection
performance improvements up to 32.14%, 42.10% and 105.50% can be obtained for 20 dB, 7.96
dB and -2.28 dB y, respectively. Therefore, our proposed method performs better even if sensor
nodes are located far from the FC. As pointed out earlier, this is because the CFNC-DD results in
both spatial diversity and the time diversity.

Next, we increase the number of sensors to N=4 and select g,= g»= g3= 24=13.98 dB in which the
relay node is separated from the sensors equally. Also, the parameters y,, ., 73, ¥4 and g, should
be chosen to satisfy the triangle inequalities in Eq. (6.62) for which y,=0 dB, y,=0.91 dB, y;=0.91
dB, g~0.91 dB are used and the value of y, has let to change during the numerical experiments
without conflicting the triangle inequalities. Then, we obtain the probability of error versus SNR
curves for various values of y, as shown in Figure 6-8. One can see from this figure that CFNC-
DD decreases the error probability of CDD up-to 29.10%, 34.40% and 31.61% for y, value of 20

dB, 6.02 dB and 0.91 dB respectively for 0 dB SNR. Finally, we obtain the ROC curves in
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Figure 6-9 by changing the a priori probability of the event in the region of interest for SNR of 0
dB and different values of y,. CFNC-DD has a detection performance increase up to 34.73%,
54.23% and 57.86% detection performance improvement over CDD for 20 dB, 6.02 dB and 0.91

dB y, respectively.

-{~-CDD

=O-CFNC-DD

Probability of Error

SNR(dB)

Figure 6-4 Probability of error versus SNR curves of CFNC-DD and CDD for N=2 , y,= y,=0 dB, g,=
2,=10.45 dB, g=3.10 dB.
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6.5 Conclusions

In this work, we considered the complex field network coded (CFNC) relay assisted
communications in order to improve the performance and energy efficiency of the parallel
wireless sensor networks (WSN) under fading and noise. We derived the optimal LRT based
fusion rule for the proposed system. Then, we proposed an analytical method to jointly determine
the sensor signatures and the relay power by utilizing an upper bound on symbol error probability
of the network together with some information theoretical results. Finally, we have shown
through that numerical simulation that the proposed method significantly outperforms the
classical distributed detection (CDD) in terms of detection performance or energy efficiency.
Therefore, the proposed signature selection method in the system considered is a promising
technique to be used in a high energy efficient next generation wireless sensor networks, which

operates over non-orthogonal channels.
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7. Conclusion and Future Work

In this thesis, power allocation, network coding and distributed decision fusion is investigated for
multi source communication over a relay. The target of this thesis is to understand and analyze
relay assisted multi source communication systems and then propose methods to improve the
network performance in terms of detection probability, BER and achievable rate.

We first studied decision fusion over fading channels for a hierarchical WSN. We derived
optimum fusion rules for a WSN with hierarchical topology under two distinct assumptions: (1)
receiving nodes have exact knowledge of CSI or (2) receiving nodes have exact phase
information and statistics of the channel gain. It turns out that, although the fusion rule under the
assumption of exact CSI knowledge performs better in terms of detection probability, it is much
more complex than the fusion rule with exact phase knowledge and channel statistics. We, also
show that cluster size of a hierarchical WSN with same total number of sensors affects the
detection probability performance of network for each fusion rule. Our simulations confirm that
selecting smaller cluster sizes boosts the detection performance of network. An extension to our
work may be integrating the path loss coefficients of randomly deployed nodes in the network
into the decision fusion process and deriving simpler fusion rules to decrease computational
complexity. Also, as we mentioned in Chapter 2, for the fusion rule with exact CSI, GFC have to
know the CSIs between sensor nodes and CLHs exactly. But in practice, due to communication
and feedback errors it is not possible. Therefore, another extension for this work may be the
analysis of optimum fusion rule with CSI considering feedback and quantization errors for CSI
[5].

Next, we analyzed power allocation problem for CFNC-RAC channel under decode and forward
type of relaying. We present non-convex non-linear sum rate maximization problem which
considers fairness among users for the CFNC-RAC under the total power constraint. As the

solution to this problem, we propose rate-optimal fair power adaptation (ROFPA) where we
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obtained power values for users and relay by dividing the parameter space properly. The optimal
power values in ROFPA policy were determined over the segment, which resulted in the largest
achievable sum-rate among all segments. Our simulations validate that proposed ROFPA, which
is fair to the users in terms of achievable rate, approach have better performance in both BER and
sum rate when compared to EPA. Then, for the same CFNC-RAC channel we come up with the
SER upper bound problem when ML is employed both in relay and destination. We derived SER
upper bound for CFNC-RAC channel, and we define signature optimization problem which
minimizes the derived SER upper bound under total power constraint for the cases where relay
power is fixed and adjustable. For the fixed relay power case, we show that minimizing the SER
upper bound problem is convex and applying KKT conditions optimum angle difference between
users signatures can be obtained directly. On the other hand, it is not possible to reach optimum
signature powers analytically since the relation between them is highly non-linear. Hence, using
Taylor expansion we decrease the level of nonlinearity and we obtained best solutions around
ROFPA solution. In our simulations we observed that proposed method overcomes the
conventional method EPA in terms of BER. Also, for the adjustable relay power case, obviously
obtaining the user signature and relay powers is much more complicated than the fixed relay case.
Therefore, starting from ROFPA solution we applied SQP to get user signature and relay powers.
And we observed from simulations that, our method has great superiority on EPA case. Finally,
we suggest integrating CFNC in decision fusion process of WSNs. Considering performance
indexes of sensor nodes we derive SER upper bound at the FC under adjustable relay power
assumption. To minimize the decision fusion failures based on the communication errors, we
come up with the idea of selection of sensor signature which minimizes the SER upper bound and
we end up with more complicated relations between sensors’ powers and relay power. Then, we
proposed a method to obtain user signature powers and relay power by making an analogy
between MAR channel and single user (super node) relay channel. As a future work, proposed

methods for both sum rate and SER upper bound optimization can be extended to the cases where
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transmitters have CSI and effect of imperfect feedback from receiving nodes to transmitting
nodes can be analyzed for both optimization problems. Sum rate and SER upper bound

derivations should be revisited to make this extension.
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