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Abstract

Large-scale, deep grammars with structurally rich output are basic resources for
complex tools in human-computer interaction and also for exploring the linguistic phe-
nomena of a language. In this thesis, we introduce a large scale grammar for Turkish
implemented in the Lexical Functional Grammar formalism.

Developing a large scale grammar requires that several issues be solved, both lin-
guistically and computationally. As the language to be dealt with is Turkish, rich
morphological structures play an important role in constructing the basis of the rep-
resentation. We follow an approach based on building units that are larger than a
morpheme but smaller than a word, in encoding rules of the grammar to explain the
linguistic phenomena in a more formal and accurate way.

Our implementation covers rules ranging from basic constituents such as adjective,
adverbial, or prepositional phrases to more complex types with derivations such as
sentential complements, sentential adjuncts, and relative clauses. The noun phrase
subgrammar is the core of the system. Other important rules deal with several types
of sentence structures, free word order, and coordination. Also, a date-time grammar
developed earlier is integrated into our system.

Some of the frequently occuring phenomena, such as causatives, passives, noun-verb
compounds, and non-canonical objects, are also important from a theoretical perspec-
tive. We first examine their linguistic representation and then analyze the details of
different types of causatives and non-canonical objects by conducting several tests. We
then provide their implementation.

To evaluate our grammar we have experimented with real world data. Results
show that we have a reasonably high coverage in noun phrases (85.5%). We have also
integrated our system into a tool called LingBrowser.
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Gramer

Ozet

Zengin yapisal gosterimli sonuglar sunan biiytik olgekli derin gramerler, bir dilin dil-
bilimsel olaylarini arastirmak i¢in oldugu kadar bilgisayar insan etkilesimindeki karmasgik
araclar i¢in de temel kaynaklardandir. Bu tezde, Tiirkce icin Sozciiksel Islevsel Gramer
kurami i¢inde gerceklenmis biiyiik olcekli bir gramer sunuyoruz.

Biiytik olgekli bir gramer gelistirmek hem dilbilim hem de bilgisayar bilimleri agisin-
dan ¢oziilmesi gereken bir ¢ok konuyu beraberinde getirir. Caligilan dil Tiirkge oldugun-
da, zengin bicimbilimsel yapilar, gésterimin temelini olugturmakta 6nemli bir rol oynar.
Gramerimizi geligtirirken, dil olaylarim1 formel ve dogru bir sekilde ifade edebilmek
amaciyla, bicimbirimlerden biiyiik ancak sozciiklerden de kiigiik yapitaglar: kullandik.

Gercekledigimiz sistemde kurallar, sifat, zarf, edat 6bekleri gibi temel bilesenlerden,
isim-fiiller, zarf-fiiller, sifat-fiiller gibi daha karmasik tiiremis yapilara kadar genig bir
alanmi kapsamaktadir. Isim 6begi alt grameri sistemin esas bilegenidir. Ciimle cesitlerd,
serbest sozciik diziligi, baglag 6bekleri gramerimizin ¢oztimledigi diger 6nemli yapilardir.
Ayrica daha Once geligtirilmis bir tarih-zaman ¢oziimleyicisi de sistemimize eklenmistir.

Etken yapilar, edilgen yapilar, isim ve fiilden olusan fiiller, ve ismin belirtme halini
almayan nesneler gibi siklikla karsilagtigimiz dil olaylari, teorik acidan da onemlidirler.
Bu yapilarin once dilbilmsel gosterimleri incelenmis, sonra gesitli testler yapilarak etken
yapilar ve ismin belirtme halini almayan nesnelerin farkl tiirleri ayrintisiyla ¢oziimlen-
mistir. Daha sonra ¢oziimlerin gerceklenme detaylar1 sunulmustur.

Gramerin degerlendirilmesi i¢in gercek metin belgeleri lizerinde testler yapilmigtir.
Sonuglar isim 6beklerinde %85.5 oraninda bagarim oldugunu gostermektedir. Sistemi-
miz, LingBrowser adli araca da eklenmistir.
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Chapter 1

INTRODUCTION

Natural language processing (NLP) is a subfield of computer science that deals with
the research and development of computationally effective methods for analyzing and
synthesizing human languages. The applications we commonly use in our daily life such
as word processors, spelling correctors, and search engines already benefit from NLP

techniques.

High quality machine translation, human computer interaction in a natural dia-
logue, or question answering systems require that computers make deeper analyses
that go beyond superficial aspects. Such deep analyses are made possible by developing

linguistically motivated grammars.

Such grammars have a key role in revealing the semantics of sentences in a lan-
guage. Parsing a sentence with a grammar describes how words come together and
form constituents for a grammatical sentence, and determines the structural role of
each constituent within the sentence. There are mainly two approaches in parsing:
shallow parsing uses simple grammars coupled with statistical approaches to automat-
ically produce bracketed structures and deep parsing targets linguistically motivated,

rich output, that is, provides semantic information as well as syntactic structure.

The value of a large scale deep grammar is not just to be a primary resource for

many NLP applications. It is also necessary to understand, define and represent the



linguistic phenomena of the language in question in more formal ways. In this thesis,
we aim to build a large scale grammar for Turkish with various computational aspects
in mind, but without leaving aside the interesting linguistic problems to be solved.
One of the distinguishing aspects of this work is the implementation of the grammar by
employing parsing units smaller than words but larger than morphemes. This approach
allows to incorporate the complex morphology and the syntactic relations mediated by
morphological units in a manageable way and to handle lexical representations of very

productive derivations.

Our grammar is implemented using the Lexical Functional Grammar (LFG) formal-
ism [Kaplan and Bresnan, 1982], a well-established unification-based theory. LFG is a
widely used theory with many contributors working on various languages from different
language families. The different experiences of these contributors are shared through
the ParGram(Parallel Grammars) project [Butt et al., 1999]. The resulting grammars
are used in several projects such as statistical machine learning, syntax/semantics inter-
face, and translations based on parallel grammars'. Recently, a search engine company,
Powerset?, bases its indexing technology on parsing the web documents by using English

LFG grammar.

The Turkish LFG grammar is part of the ParGram project. The project aims
to develop large scale grammars for a range of languages (Arabic, Chinese, English,
French, Georgian, German, Hungarian, Japanese, Malagasy, Norwegian, Urdu, and
Welsh) within the LFG framework. Despite the differences between the languages
involved, the aim is to produce parallel syntactic analyses with the assumption that
although word order, surface representation, or constituent hierarchy may differ, the
function of constituents are the same for equivalent sentences among languages. As
a result of this assumption, a new grammar developed within ParGram benefits from
sharing the linguistic know-how on some well studied topics. Semi-annual ParGram
meetings help the grammar writers keep the grammars parallel and discuss solutions

for problematic cases.

Thttp://www2.parc.com/isl/groups/nltt /homepage.html#activities
www.powerset.com



1.1 Outline of the Thesis

The organization of this thesis is as follows:

Chapter 2 introduces the Lexical Functional Grammar formalism and how it rep-
resents syntactic structures. It also describes the architecture of the software system

(XLE) by summarizing each of its components.

Chapter 3 gives some basic information about Turkish morphology and syntax,

focusing mainly on phenomena implemented in the LFG grammar.

Chapter 4 examines the details of the grammar. First, it discusses the basic com-
ponents of the grammar. Then it investigates linguistic phenomena such as causatives,

passives, and non-canonical objects in detail, and provides implementational details.

Chapter 5 describes the evaluation of our grammar with a series of experiments.
It also describes a prototype integration of our grammar into LingBrowser [Armagan,

2008], an intelligent browser that provides users with linguistic information.
Chapter 6 closes the thesis with an extensive summary and future work.

In this thesis we simplify the linguistic representation in various examples so as to
highlight only the relevant aspects under discussion. Thus we may not display all the
syntactic or semantic structure all the time. For the cited examples, glosses and judge-
ment marks are taken with no modification. We use ‘“*’ to indicate ungrammaticality,
and ‘77 and ‘7?7’ to indicate variability. Appendix A lists morphological abbreviations

that we use to indicate Turkish morphological features.



Chapter 2

LEXICAL FUNCTIONAL GRAMMAR

The foundations of Lexical Functional Grammar (LFG) are motivated by linguistic,
computational, and psycholinguistic considerations. LFG was introduced by Joan Bres-
nan and Ronald Kaplan who published two important papers that explain the theory
in detail, define the model and the concepts, and compare the differences with existing
approaches [Kaplan and Bresnan, 1982; Bresnan and Kaplan, 1982]. XLE [Maxwell
and Kaplan, 1996] was developed to help grammarians write grammars in the LFG
formalism. It facilitates implementing large scale grammars for several languages from

several sites.

This chapter explains the XLE architecture by giving examples from the current
Turkish grammar and gives a brief introduction to LFG, focusing on the features used
during the grammar implementation. For further details on LFG, the reader is referred
to a collection of comprehensive LFG literature [Sells, 1985; Dalrymple et al., 1995;
Butt et al., 1999; Bresnan, 2001; Dalrymple, 2001; Falk, 2001].

2.1 Overview of Lexical Functional Grammar

LFG is a theory representing the structure of natural language utterances in two parallel

levels: the constituent structure (c-structure) and the functional structure (f-structure).



The c-structure defines the order and grouping of constituents, whereas the f-structure
defines functional roles of these constituents. Therefore c-structures are rather language
specific, whereas the corresponding f-structures in different languages are expected to

be crosslinguistically parallel.

2.1.1 Constituent Structure

Constituent structures have the form of context-free phrase structure trees. (1) and
(2) give the c-structures of the English sentence Dogs chased the cats. and its Turkish
counterpart kopekler kedileri kovalads, respectively. In English a basic sentence consists
of a noun phrase and a verb phrase. The noun phrase is the subject of the verb. If
the verb is transitive, the verb phrase consists of the verb itself, followed by a noun
phrase which is the object of the verb. On the contrary, the c-structure of the Turkish

sentence is flat to allow varying word order.!

(1) S (2) S
A /’\
NP VP NP NP viin
| T | | |
N A% NP N N A%
| | N
dogs chased D N kopekler kedileri kovalad
I
the cats

2.1.2 Functional Structure

Functional structures are in the form of attribute value matrices. Attributes can be
features, such as tense and gender, or functions, such as subject and object. Values

corresponding to these attributes can be

e atomic symbols (e.g., value past of TENSE in (3))

!Depending on the discourse context Turkish allows all six possible Subject-Object-Verb orders
with minimal formal constraints.



e semantic forms (e.g., value ‘chase(dog, cat)’ of PRED in (3))

e subsidiary f-structures (e.g., the f-structure corresponding to SUBJ in (3))

(3) and (4) give the simplified f-structures for the sentences used in c-structure
examples (1) and (2). Both f-structures demonstrate that the verb chase/kovala is a
two place predicate where dog/kdpek fills in the suBJect and cat/kedi fills in the OBJect
position of the verb. There are also additional features in the f-structure, e.g., the
TENSE of the verb, or the CASE of the nouns. Note that, although the functional values

are the same for these simple sentences, the f-structures have some differences, e.g., the

objects have different CASE values.

(3)

There are three conditions that an f-structure should satisfy in order to be well-

PRED  ‘chase(dog,cat)’

PRED ‘cat’

OBJ
CASE obl
NUM pl, PERS 3
PRED ‘dog’
SUBJ CASE nom

NUM pl, PERS 3

TENSE past

formed:

e Uniqueness Condition: Each attribute should have a unique value. The ex-

e Completeness Condition: An f-structure has to explicitly contain the functions

ample in (5a) is not well-formed since the CASE feature of a noun cannot be nom

and acc at the same time.

that the value of its PRED feature subcategorizes for. In (5b), the f-structure of

the sentence Mary saw. is incomplete due to a missing object.

SPEC [DET [PRED ‘the’ﬂ

(4)

PRED

OBJ

SUBJ

TENSE

PRED

CASE

past

NUM pl, PERS 3

‘kopek’

nom

NUM pl, PERS 3

‘kovala(kopek,kedi)’
PRED ‘kedi’
CASE acc




e Coherence Condition: All functional attributes represented in the f-structure
should be the arguments of the PRED feature on the same f-structure level. (5c)
exemplifies an incoherent case. The sentence Mary slept cats. has the intransitive

verb sleep, nevertheless contains an ungoverned OBJect in the corresponding f-

structure.
(5) a. |[PRED ‘cat’ b. -PRED ‘see(Mary, )’ | C. -PRED ‘sleep(Mary)’ 1
CASE  acc, nom PRED ‘Mary’ -PRED ‘cat’ |
NUM PL, PERS 3 SUBJ CASE nom OBJ CASE  obl
NUM sg, PERS 3 NUM pl, PERS 3
TENSE past -PRED ‘Mary’ |
SUBJ CASE nom

NUM sg, PERS 3

TENSE past

The relation between a c-structure and its corresponding f-structure is set by using

a mapping function, which is discussed in the following.

2.1.3 Mapping from Constituent Structure to Functional Struc-

ture

The information to construct the c-structures and f-structures is encoded, in annotated

phrase structure rules. (6) gives the rules to parse the Turkish example in (2).

(6) a. s— NP NP viin
(TsuBr) =] (ToBy) =] T=1|
b. NP — N

c. viin— v

In the LFG notation, T and | are metavariables representing the f-structure of the
mother node and the f-structure of the node itself, respectively. In (6a), the equation
(T suBJ) = | means that the attribute SUBJ of the mother node’s f-structure (here, the

f-structure of S) has the f-structure of the current node (here, NP) as its value. T = |

7



states that the f-structure of the node itself (here, vfin) unifies with the f-structure of
its mother node (here s). That is, all information encoded in the f-structure of vfin
goes into the f-structure of S. Note that there are no annotations in (6b) and (6¢). This
is because, in the general convention, each nonterminal in the right hand side of the

phrase structure rule is associated with T = | unless indicated otherwise.

The correspondence or mapping relation from c-structure to f-structure is called ¢
projection. This projection function is many-to-one and into, that is, more than one
c-structure node can correspond to the same f-structure and there can be f-structures
that have no corresponding c-structure node. (7) shows the NP kedim ‘my cat’ which is
parsed with the rule NP — N. The possessive marker is a suffix in Turkish, hence there
is no explicit node in the c-structure. But in the f-structure representation, it has a
separate f-structure. Both nl and n2 map to fI (¢(nl)=f1, ¢(n2)=f1) and there is no

corresponding c-structure node for f2.

(7) 21 NP PRED ‘kedi’
PRED ‘null_pro’
noN SPEC POSS
CASE gen, NUM sg, PERS 1
| f2
kedim B CASE NOM, NUM SG, PERS 3

(8) depicts the mapping between c-structure and f-structure of kdpekler kedileri
kovaladir ‘Dogs chased the cats.”, where nodes of c-structures and outer and inner
f-structures are labeled to highlight the correspondence. The noun kopekler, hence
its category N (labeled n5), is represented with fI and kedileri corresponds to the f-
structure f2. Due to the equation T = | in the rule NP — N, f1 is also the f-structure
for n2 and similarly n3 maps to f2. By following the equation T = | in (6a) and (6¢),
the f-stucture of the verb becomes the outermost f-structure of the sentence, namely
representing the nodes ni, n4 and n7. Again, from the constraints (T SUBJ) = | and
(1 oBJ) = | of (6a), fI which represents n2 becomes the SuBJect of f3. f2 which

corresponds to nJ is placed as the OBJect.



nlS PRED ‘kovala(kdpek,kedi)’

/’\ PRED ‘kedi’

OBJ CASE  acc
n2NP n3NP n4Vfin

NUM pl, PERS 3

| | | T :
(8) N N v PRED ‘kopek’
ns n6 n7 SUBJ CASE mnom
| | | 1 NUM pl, PERS 3
kopekler  kedileri  kovalads ) )
13 TENSE past

The mappings are also shown with the set of equations given in (9)

(9)  onl)=f3 ¢nd)=f3 ¢(n7)=£3

LFG employs several descriptional instruments to facilitate the construction and
representation of f-structures. Here we present two of them that are used in imple-

menting the Turkish LFG grammar.

Functional Uncertainty

Consider the English sentences in (10) which have nonlocal dependencies. For all the
sentences, the girl fills the gap, but its syntactic function changes in each sentence,

depending on the structure of the complement phrase.

(10) a. the girl; Mary saw _;
b. the girl; John claimed Mary saw _;

c. the girl; Tom said John claimed Mary saw _;

For (10a), the empty OBJect of the complement phrase is filled by the NP the girl.
In LFG notation, the rule given in (11) would parse the whole phrase where the NP on

the right hand side covers the girl and CP covers Mary saw.



(11) NP — NP CP
T=1 T=(osj)

If we want to parse (10b) and (10c), we need to insert the constraints (12a) and
(12b) respectively, instead of T = (] OBJ). Adding two more constraints covers the
local dependencies in (10b) and (10c¢) but it is not possible to enumerate all disjunctive

constraints to cover unbounded local dependencies.

(12) a. 1= (| comP OBJ)

b. T = (] coMP COMP OBJ)

To solve this problem, Kaplan and Zaenen [1989] proposed functional uncertainty
equations by extending the notation and allowing regular expressions in place of simple
attributes within f-structure constraints. Instead of writing separate rules for each
sentence, the single constraint | = (T cOMP* OBJ) can capture all possibilities. The
Kleene star * allows COMP to be repeated zero or more times. With this notation,
phenomena requiring multiple disjunctive enumeration can be described with a simple

expression.

Restriction Operator

Restriction enables modifying f-structures in terms of features. Kaplan and Wedekind
[1993] introduced the restriction operator ‘\’, that allows to restrict out some features
from the existing f-structure. For instance, T \CASE denotes an f-structure identical to
T except that it does not have the CASE feature. The restriction operator can be used to
eliminate some features from the existing f-structure, or to change the value of a feature
during unification. As an example, we present the rule T \CASE = | \CASE\PERS with
the constraint (T CASE)= acc. According to this rule, the f-structures of the mother
node and current node are unified. However, the CASE features are excluded during
this unification. According to the given constraint, acc is assigned to the CASE feature

of the mother node’s f-structure. The PERS feature of the current node is also excluded

10



during the unification and there is no other assignment for this feature for the mother

node. If the rule is applied to (13a), we get the f-structure in (13b).

(13) a. |prED ‘kedi'] b. |PrRED ‘kedi’
CASE nom CASE acc
NUM  sg NUM  sg
PERS 3

2.2 XLE and its Architecture

XLE [Maxwell and Kaplan, 1996] (formerly known as Xerox Linguistic Environment)
is a grammar development platform that facilitates the integration of various modules,
such as tokenizers, finite-state morphological analyzers, and lexicons in order to build
wide-coverage, deep, constraint-based LFG grammars. Figure 2.1 shows the compo-
nents of the XLE architecture. In this section, we briefly explain each of these compo-

nents and give examples from the implemented Turkish LFG grammar for clarification.

Tokenizer

The first component of the XLE pipeline, as in any string processing system, is the
tokenizer. It splits input text into tokens. Our sample sentence kopekler kedileri kovaladr
‘Dogs chased the cats.” gets the tokenization shown in (14). It is possible to include
multiple tokenizers in this step. Depending on the implementation of the further steps,
it is possible to design the tokenizer in a way that it analyzes multiple words as a single
token, i.e., multiword expressions. The current version of the Turkish LFG grammar

uses the default XLE tokenizer only.

(14) kopekler @ kedileri @ kovaladi @
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Figure 2.1: Components of the XLE architecture

Morphological Analyzer

The input to the morphological analyzer is a tokenized string like (14). XLE is de-
signed to facilitate the usage of morphological analyzers built by Xerox Finite State
Tools (XFST) [Beesley and Karttunen, 2003; Kaplan et al., 2004b]. As the Turkish
morphological analyzer [Oflazer, 1994] is built within LFG, it can be easily integrated
into the system. (15) gives the output of the analyzer for the noun kedileri. Note that
all possible morphological analyses are produced as the output. The representation

used by the Turkish morphological analyzer is discussed in Section 3.1.

(15) a. kedi+Noun+A3pl+Pnon+Acc
b. kedi+Noun+A3pl+P3sg+Nom
c. kedi+Noun+A3sg+P3pl+Nom

d. kedi+Noun+A3pl+P3pl+Nom

12



Other Transducers

XLE allows to use multiple transducers in a very flexible way. With the help of a
configuration file, it is possible to cascade the transducers or use them in a parallel
among other configurations [Kaplan and Newman, 1997]. XLE also allows the con-
struction of text-based transducers usually used for adding or overriding the analyses
of the primary morphological analyzer. For instance, if seskaydedici ‘voice recorder’ is
an unknown word for the Turkish morphological analyzer, we could include it as a new

entry in our text-based transducer with no need to change the morphological analyzer.

The current Turkish LFG grammar uses transducers to analyze multiword expres-
sions, especially date and time expressions. (16) gives the input and output of one of
these transducers [Giimiig, 2007]. The input is the morphological analyzer output of
the expression 2 Fkim 2008 ‘October 2nd, 2008’ ? and the output is the multiword

stem followed by the appropriate tags.

(16) Input: 2+Num+Card Ekim+Noun+Prop+A3sg+Pnon+Nom  2008+Num+Card

Output: 2 ekim 2008+Noun+DateTime+A3sg+Pnon+Nom

Lexicon

XLE enables the grammar writer to enter lexical entries in more than one way. In
the basic form, a lexical entry for kedileri would be in the form given in (17). The
headword, which is the surface representation, is followed by the category of the word
and an * denoting that the information is not coming from the morphological unit. Then
the set of attribute value pairs defining the word is listed. Note that the information
encoded in these pairs forms the f-structure of kedileri in (4). This method is not
applicable to large-scale grammars since the surface form of each lexical item should be
listed separately, but it can still be used to cover alternative analyses the morphological

analyzer does not output.

2There is more than one analysis of Ekim, but only the relevant sense is given as the input to the
transducer in the example.
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(17)  kedileri N* (7 PRED) = ‘kedi’
(T CASE) = acc
(T NuM) = pl

(T PERS) = 3.

Instead of listing every single lexical entry, each tag in the morphological analyzer is
assigned a separate entry in the lexicon. After that, rules that parse the morphological
output are encoded. The entries for tags are called sublexical entries and the rules that
parse these sublexical entries are called sublexical rules. (18) shows the sublexical entries
required to parse kedi+Noun+A3pl+Pnon+Acc. Each tag has its headword and category
and this time an XLE tag in the third column denoting that the information is coming
from the morphological analyzer. In the last column, instead of assigning attribute
value pairs explicitly, we prefer templates that take the values as arguments and assign
them to the attributes. Templates, starting with an @ sign, allow generalizations and

facilitate modularity.

(18)  kedi N XLE @Q(NOUN kedi).
+Noun N_SFX XLE.
+A3pl NUM_PERS_SFX XLE @Q(NUM pl) @(PERS 3).
+Pnon POSSNONE_SFX XLE.

+Acc  CASE_SFX XLE @Q(CASE acc).

Sublexical rules function in the same way as the usual phrase structure rules in LFG.
Categories of the suffixes correspond to variables on the right hand side of the sublexical
rules with a _BASE tag added to each of them. To be able to parse the morphological
output in (15a), the sublexical rule in (19) should be encoded as well as the sublexical

entries in (18).
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(19) N — N_BASE
N_SFX_BASE
NUM_PERS_SFX_BASE
POSSNONE_SFX_BASE

CASE_SFX_BASE.

Just like a usual phrase structure rule, sublexical rules construct phrase structure
trees (in this case it is morphological information), but they are not explicitly displayed
in the c-structure representation. To get this information, XLE enables the user to
switch to the expanded display mode to view the sublexical information. The sublexical

tree of the noun kedileri is given in (20).

(20) N
N N_SFX NUM_PERS_SFX POSSNONE_SFX CASE_SFX
| | | | |
kedi +Noun +A3pl +Pnon +Acc

The tags corresponding to the suffixes of the morphological analyzer are easily enu-
merable but stems cannot be enumerated that easily. Thanks to the XLE facilities, not
all stems are necessarily listed as entries in the lexicon. It is possible to define a generic
rule that places the variable ‘-unknown’ as the headword of a lexical entry and lists the
possible categories of the unknown word by using templates. The argument ‘Y%stem’ of
the templates is a variable that matches the same value ‘-unknown’ takes. For instance,
the rule in (21), along with the sublexical rules defining adjectives and nouns, will catch
adjectives and nouns which are parsed by the morphological analyzer but do not have
explicit headwords in the lexicon. Consider a case where the adjective iyi ‘good’ is
parsed as iyi+Adj by the morphological analyzer but there is no lexical entry for iy:
in the lexicon. The tag +Adj has a sublexical entry and there is a sublexical rule for
parsing the morphological analyses of adjectives. In this case, ‘-unknown’ matches iyi

and provides the adjective stem required for the adjective sublexical rule.
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(21)  -unknown A XLE Q(ADJ %stem);

N XLE @Q(NOUN %stem).

Chart Parser and Unification

XLE uses an efficient parser based on three important ideas to improve the performance.
The first key point to consider is the interface between the phrasal and functional con-
straints [Maxwell and Kaplan, 1993]. Instead of interleaving the phrasal and functional
constraints, first the phrasal constraints are processed and then the results are used to

facilitate the processing of functional constraints in a more effective way.

The second idea is using packed feature structures constructed by “contexted unifi-
cation” [Maxwell and Kaplan, 1991]. For instance, depending on the context, the noun
ata might be interpreted either as ‘to the horse’ or as ‘ancestor’ which will correspond
to two different f-structures in LFG. In the contexted feature representation, XLE will
produce the packed structure in (22) by merging the two f-structures into one and

labeling the alternatives.

(22) (a:1) ‘at’
PRED
(a:2) ‘ata’
(a:1) dat
CASE
(a:2) nom
NUM SG, PERS 3

The last key idea to improve efficiency is the lazy contexted copying during unifica-
tion [Maxwell and Kaplan, 1996]. XLE employs a bottom up approach in unifying the
contexted feature structures. Instead of copying up the whole daughter feature struc-
tures, lazy copying links are used and structures are expanded only when necessary. All
nodes include Boolean expressions of bad analyses. Daughter structures that satisfy
those bad analyses with inconsistent feature values do not pass their information up in

the tree and therefore limit the solution space of the mother node.
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Chapter 3

TURKISH

In this chapter, we present an overview of Turkish morphology and syntax with special
emphasis on the concepts that we will refer to when we describe our grammar. We then
continue with the definition of the inflectional groups and discuss the effects of using

them in our grammar.

3.1 Morphology

The most important aspect of Turkish morphology is its agglutinative nature where
sequences of inflectional and derivational morphemes attach to a root in a predefined
order [Oflazer, 1994]. Surface realizations of the morphemes are determined by various
morphophonemic rules such as vowel harmony and alternations of voiced /voiceless con-
sonants. Therefore it is possible to encounter several allomorphs of a morpheme. With
the exception of loanwords, Turkish morphotactics is quite regular yet complicated, es-
pecially when derivation is involved. Multiple derivations are frequent and the number
of word forms one can generate from a nominal or verbal root is essentially infinite.
(23) gives a simple example that demonstrates the morphemes of an inflected noun in
their surface realization in (23a) and the lexical representation of the surface form in

(23b).
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(23) a. kedi-ler-imiz-de
b. kedi-lAr-HmHz-DA

In the lexical representation, A stands for the back and unrounded vowels {a,e},
D stands for the dental consonants {d,t}, and H stands for the high vowels {1,i,u,ii}.
Therefore, depending on the morphophonemic rules, the lexical morpheme -DA is real-

ized as one of the four possible allomorphs {da, de, ta, te} on the surface level.

Oflazer [1994] uses this two-level representation [Koskenniemi, 1983] in implementing
a Turkish morphological analyzer which is built using the Xerox Finite State Tools
[Beesley and Karttunen, 2003]. The surface forms are mapped onto their lexical forms
by using the encoded morphophonemic rules. They are then transformed into a sequence
of tags representing each morpheme with the help of a finite state transducer. The

morphological output for the noun kedilerimizde ‘in our cats’ in (23) is given in (24).

(24)  kedi -IAr  -HmHz -DA
kedi+Noun +A3pl +P1pl +Loc
If there is a derivation in the analyzed word, the morphological output contains
the tag "DB denoting the derivational boundary. We call the sequence of inflectional
morphemes between each derivational boundary inflectional groups (IGs hereafter).
If we represent the morphological information in Turkish in the general form of “DBs
representing derivational boundaries and m;s representing morphemes, then the IGs will

be grouped as in (25).

(25) root+m;+my+- -+ m; DB +m;, ;+ - - DB+ - - DB+ - -+my,
| J l J [
1G, 1G, 1G,
IG; includes the root, 1G, --- 1G, each include a tag representing the semantics of

the derivation as well as the part of speech information and inflectional tags. A given
word may have multiple such representations depending on any morphological am-
biguity brought about by alternative segmentations of the word, and by ambiguous

interpretations of morphemes.
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For instance, the morphological analysis of the derived modifier interpretation of
uzaklagtirilacak ‘(the one) that will be sent away’ (lit., ‘(the one) that will be made
to be far’) would be:!

uzak+Adj DB+Verb+Become"DB+Verb+Caus DB+Verb+Pass+Pos

“DB+Adj+FutPart+Pnon

The five IGs in this word are:
. uzak+Adj
. +Verb+Become

1
2
3. +Verb+Caus
4. +Verb+Pass+Pos
5)

. tAdj+FutPart+Pnon

The first IG indicates that the root is a simple adjective meaning ‘far’. The second 1G
indicates a derivation into a verb whose semantics is ‘to become’ the preceding adjective
(here the adjective is ‘far’, so the verb is equivalent to ‘to move away’ in English). The
third IG indicates that a causative verb (equivalent to ‘to send away’ in English) is
derived from the previous verb. The fourth IG indicates the derivation of a passive
verb with positive polarity from the previous verb. Finally the last IG represents a

derivation into a future participle which will function as a modifier in the sentence.

The given example is not an extreme case in terms of the number of IGs per word.
Eryigit and Oflazer [2006] state that Turkish words found in a typical text average about
3-4 morphemes including the stem, with an average of about 1.2 derivations per word.
Given that certain noninflecting function words such as conjuctions, determiners, etc.
are rather frequent, this number is rather close to 2 for inflecting word classes. Statistics
from the Turkish Treebank [Oflazer et al., 2003] show that for sentences ranging between

2 and 40 words (with an average of about 8 words), the number of IGs range from 2 to

!The other interpretation is ‘s/he will be sent away’
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55 IGs (with an average of 10 IGs per sentence).

3.2 Syntax

Turkish is considered to be a free word order language with Subject-Object-Verb as the
main order. There are some restrictions on the constituent order in the main sentence
level and more restrictions in the clausal level. A constituent that is to be emphasized

is generally placed immediately in front of the verb.

It is possible to drop subjects of sentences and possessive pronouns of noun phrases
depending on the discourse context, since the information in the dependent is also
repeated in the head. The verb in (26a) has an agreement marker denoting the person.

Similarly, the modified noun in (26b) has a person marker (P1sg) denoting the possessor.

(26) a. (ben) uyu-du-m
(I.Nom) sleep-Past-1sg

‘I slept.’

b. (benim) kedi-m
(my)  cat-Plsg.Nom

‘my cat’

Turkish is a head-final language, that is, dependents are placed before heads, as
in (27a), but it also allows scrambling in some exceptional cases like the pronominal

possessive noun phrases as in (27b).

(27) a. beyaz kedi / *kedi  beyaz
white cat.Nom / cat.Nom white

‘white cat’

b. benim kedi-m / kedi-m benim
my  cat-Plsg.Nom / cat-Plsg.Nom my

‘my cat’

The case of a noun phrase determines its grammatical function in the sentence.
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In general, the subject is in the nominative case and the object is in nominative or
accusative case, as in (28), depending on its specificity [Eng, 1991]. Note that, in this
work we assign case to all nouns and derived nominals. When a case marker is not
overtly present, we say that the word has ‘nominative’ case, without implying any
further grammatical role or information. Thus a noun with no explicit case marking
(hence marked with nominative case in morphology), can function as an indefinite direct
object. In this case, we call such an object as ‘having a nominative (morphological)

case’.

The nominative object is restricted to immediate preverbal position.? There is also
a group of verbs where the object can bear cases other than nominative/accusative as

in (29).

(28) a. kopek  kedi kovaladi
dog.Nom cat.Nom chase.Past.3sg

‘The dog chased cats (The dog did cat chasing).’

b. kopek  kedi-yi kovaladi
dog.Nom cat-Acc chase.Past.3sg

‘The dog chased the cat.’

(29)  kedi kopek-ten korktu
cat.Nom dog-Abl fear.Past.3sg

‘The cat feared the dog.’

Causatives

Causatives in Turkish are constructed morphologically with the minor exceptions of
lexical causatives. There are two productive causative morphemes: -DHr and -t.3

More than one causative suffix can be attached to the verb. Double causatives are used

2There are some exceptions to this rule. In the sentence yapayim sana yemek ‘Let me cook for
you’, the nominative object yemek comes after the verb yapayim. Kemal Oflazer (p.c.) attributes this
example to Sarah Kennely. Ash Goksel(p.c.) gives another example: ekmek ben hi¢ yemem ‘I never
eat bread.” The nominative object precedes the nominative subject.

3There are 3 other morphemes which are not productive and apply to a very small subset of the
verbal roots.
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frequently, triple causatives are also encountered but further ones are not applicable.
Sample morphological analyses of the single and double causative of the verb uyu ‘sleep’

are given in (30).

(30)  uyu-du uyu+Verb+Pos+Past+A3sg
uyu-t-tu uyu+Verb~DB+Verb+Caus+Pos+Past+A3sg

uyu-t-tur-du uyut+Verb~DB+Verb+Caus “DB+Verb+Caus+Pos+Past+A3sg

(31) and (32) exemplify causativizations of an intransitive verb and a transitive verb
respectively. The nominative subject ked: ‘cat’ becomes accusative when causativized
in (31b). Double causativization of intransitives is similar to single causativization
of transitives (compare 31c with 32b). Nominative ¢ocuk becomes dative and kediyi

preserves its case.

(31) a. kedi uyu-du
cat.Nom sleep-Past.3sg

‘The cat slept.’

b. cocuk kedi-yi uyu-t-tu
child.Nom cat-Acc sleep-Caus-Past.3sg

‘The child made the cat sleep.’

c. anne gocug-a kedi-yi uyu-t-tur-du
mother.Nom child-Dat cat-Acc sleep-Caus-Caus-Past.3sg
‘The mother made the child make the cat sleep.’

If the verb is transitive, as in (32a), the nominative subject kdpek ‘dog’ becomes da-
tive and the accusative object kediyi ‘cat’ preserves its case ((32b)). Double causativiza-
tion of transitives has some fuzzy meaning. It is certain that somebody else is involved
in the causation hierarchy but its ranking is ambiguous. Furthermore, one cannot place

that person explicitly in the sentence. (32c) gives both interpretations.

(32) a. kopek  kedi-yi kovala-di
dog.Nom cat-Acc chase-Past.3sg

‘The dog chased the cat.’
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b. cocuk kopeg-e kedi-yi kovala-t-t1
child.Nom dog-Dat cat-Acc chase-Caus-Past.3sg
‘The child made the dog chase the cat.’

c. cocuk kopeg-e kedi-yi kovala-t-tir-di
child.Nom dog-Dat cat-Acc chase-Caus-Caus-Past.3sg

‘The child made the dog make someone chase the cat.’

‘The child made someone make the dog chase the cat.’

When a verb subcategorizes for an object with a case marker other than accusative,
the causativization patterns differ from the verbs with canonical objects. The nomina-

tive kedi ‘cat’ becomes accusative and kopekten ‘from the dog’ preserves its case.

(33)  a. kedi kopek-ten kork-tu
cat.Nom dog-Abl fear-Past.3sg

‘The cat feared the dog.’

b. cocuk kedi-yi kopek-ten kork-ut-tu
child.Nom cat-Acc dog-Abl fear-Caus-Past.3sg

‘The child made the cat fear the dog’

Passives

The passive construction is also a morphological process in Turkish. The passive mor-
phemes are -Hl and -Hn. (34) gives a basic example on passivization of a transitive
verb. The direct object in the accusative case becomes the subject in the nominative

case after causativization. The verb agrees with the subject.

(34) a. képek  ben-i  kovala-di
dog.Nom cat-Acc chase-Past.3sg

‘The dog chased me.’

b. ben (képek  tarafindan) kovala-n-di-m
[.Nom (dog.Nom by) chase-Pass-Past-1sg

‘T was chased (by the dog).’
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Again, the verbs with different case-marked objects have different behaviors in pas-

sivization than the nominative/accusative ones.

(35) a. kedi kopek-ten kork-tu
cat.Nom dog-Abl fear-Past.3sg

‘The cat feared the dog.’

b. kopek-ten kork-ul-du
dog-Abl fear-Pass-Past.3sg

‘The dog was feared.’

The behavior of non-canonical objects under certain linguistic phenomena is examined

thoroughly in Section 4.5.

3.3 Inflectional Groups

Due to the agglutinative nature of the language, the syntax of Turkish has a strong
connection with the morphology. Derivational processes occur morphologically, thus
units smaller than words affect the syntax. In this section we explain how and why we

use inflectional groups in our system.

3.3.1 Inflectional Groups as Lexical Units

In order to help clarify how IGs are involved in syntactic relations, a sentence from the
Turkish Treebank [Oflazer et al., 2003] is given in Figure 3.1.* Morpheme boundaries are
represented by the ‘-’ sign and morphemes in dashed boxes define one IG. A solid box
denotes a word boundary. If there is only one IG in the word, no dashed boxes are used.
As the example indicates, IGs may consist of one or more morphemes. Each column
underneath the boxes represents the morphological output tags of an IG corresponding

to that column. For this example, there are three words where derivation took place,

4The sentence is slightly simplified for demonstrative purposes. It is the main clause of a conditional
sentence in the treebank, the if-clause is omitted for space limitations.
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the vertical dashed lines represent the derivational boundaries in the morphological
outputs. Arrowed arcs show the dependencies from the dependant to the head and
labels above the arcs denote the type of the dependencies. There are also implicit arcs
from a left IG to its right IG, labeled with a DERIV in the treebank, but they are not

represented in the figure. Note that dependencies are between 1Gs, not words.

[kahve-ler—den} [biri-n-de} [rastla—dl—m]

o su kent en can yer ol : alan kahve biri rastla
+Pron +Det +Noun +Adv +Noun; +Adj +Noun +Verb |+Ad] +Noun | +Adj +Noun +Pron +Verb

+Pers +A3sg +A3sgl +With +A3sg +Pos [+Part +A3sg | +Rel +A3pl +Quant +Pos

+A3sg +Pnon +Pnon; +P3sg +Pnon i +Pnon +A3sg +Past

+Pnon +Gen +Nom | +Nom : +Loc | +Abl +P3sg +Alsg

+Dat ' ' ' +Loc

her-to this city-'s most life-with place-of be -ing area-at-thatis  cafe-s-from one-of-at came across

| came across her in one of the cafes in the area that is the most lively part of this city

Figure 3.1: Dependency relations of a sentence from the Turkish Treebank

We focus on a shorter phrase taken from the big example in Figure 3.1, to explain
in detail why dependencies are between IGs instead of words. Figure 3.2 depicts the

relations of the phrase kentin en canl yeri ‘the most lively place of the city’.

Here, en ‘most’ modifies canly ‘lively’ (literally ‘with life’) and not can ‘life’. It is the
derived adjective canli, again not can, that modifies the noun yer ‘place’. The genitive
noun kentin ‘city’s’ specifies the derived phrase en canli yer: ‘the most lively place’.
The morpheme -¢ of the noun yer: is the possessive marker. To emphasize the use of
IGs, the phrase in Figure 3.3 is introduced which is similar to the phrase in Figure 3.2
but contains one more derivation. The noun canl: is derived from the adjective canls
with no explicit derivational morpheme. The noun kentin now specifies the derived

noun, hence the possessive marker -s: is attached to canli instead of yer (Figure 3.2).
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kent en can yer
+Noun  +Adv +Noun {+Adj  +Noun

+A3sg +A3sg #With +A3sg
+Pnon +Pnon +P3sg
+Gen +Nom +Nom
city-'s  most life-with place-of

Figure 3.2: Dependency relations of the phrase kentin en canly yeri

Poss

kent en can : :

+Noun +Adv +Noun #Adj ;+Noun
+A3sg +A3sg HWith|+Zero
+Pnon +Pnon {+A3sg
+Gen +Nom §+P3sg

' +Nom
city-'s  most life-with-of

Figure 3.3: Dependency relations of the phrase kentin en canlis:

(36) shows the corresponding f-structure for the NP kentin en canlisy ‘the most lively
one of the city’. The semantics of the derivational suffix -li is shown as ‘li(T oBJ) .
First, the f-structure of noun can ‘life’ is placed as the OBJ of the derivational suffix.
Supporting the dependency representation in Figure 3.3, the f-structure of the adverb
en is placed as the adjunct of li(can), that is, the adjective canli. Zero derivation of an
adjective to a noun, as exemplified in the given phrase, indicates that there is a generic
person modified by the adjective in question. In terms of f-structure representation this
corresponds to a new PRED ‘null-pro’ with the adjective as the ADJUNCT of the new
structure which is shown as the outermost matrix in (36). The derived noun behaves
essentially like a lexical noun and can be specified by another noun, here by kentin

‘city’s’.
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(36) -PRED ‘null-pro’

[PrED ‘li{can)’

PRED ‘can’
OBJ
ADJUNCT CASE nom, NUM sg, PERS 3

ADJUNCT |:PRED ‘en’}

ATYPE attributive, DEGREE superlative

PRED ‘kent’
SPEC POSS
CASE gen, NUM sg, PERS 3

CASE NOM, NUM SG, PERS 3

The effect of using IGs as the representative units can be explicitly seen in the c-

structure where each IG corresponds to a separate node, as in (37).

(37) NP
/\
NP NP
| /\
N AP DS
T |
kentin  ADVsuper A st
| N\
en NP DS
]
NP [k
|
can

Within the tree representation, each IG corresponds to a separate node. Thus, the LFG
grammar rules constructing the c-structures are encoded using IGs as units of parsing.
If an IG contains the root morpheme of a word, then the node corresponding to that
IG is named as one of the syntactic category symbols. The rest of the IGs are given

the node name DS to indicate derivational suffix.

Note that in (37), the node representing the surface morpheme -si seems to be car-
rying an inflectional suffix rather than a derivational one. This is because the derivation
from an adjective to a noun does not have a surface morpheme and the possessive suffix

is attached to the derived noun.
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3.3.2 Inflectional Groups and Lexical Integrity

The representation of derivational suffixes in Turkish has been the most discussed sub-
ject since the beginning of the grammar development within the ParGram project.
Basically, the IG approach goes against the Lexical Integrity Principle [Bresnan and
Mugane, 2006] of the LFG theory:

Every lexical head is a morphologically complete word formed out of differ-

ent elements and by different principles from syntactic phrases.

However, in our approach, lexical heads might not be morphologically complete words
but derivational suffixes, causing the words to be separated into several nodes in c-
structures. For instance, in (37), the noun canlist is represented with three different

nodes although it is a single word.

There are five lexical integrity tests employed by Bresnan and Mchombo [1995] to
decide whether the words constructed by derivational suffixes are lexicalized or not.
Once these tests are applied to derived words in Turkish, it can be observed that there
are certain suffixes which do not obey the standard definition of suffixes although they
are attached to words orthographically. The most distinctive results come from tests
on phrasal recursivity. In this section we briefly give the definitions and examples
from Bresnan and Mchombo [1995] and then provide the Turkish examples with our

comments.

Extraction

Bresnan and Mchombo [1995] give the definition of extraction as follows and examplify

the test with sentences in (38).

Constituents of words cannot be extracted by syntactic operations, such as
relativization, clefting or topicalization, which leave visible gaps in struc-

ture.
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(38) a. They’ve been [American history] teachers for years.
b. sxAmerican history, which they’ve been _ teachers for years ...

c. *American history, which they’ve been it teachers for years, ...

Although the examples do not attempt to extract the constituents of a word, the
definition also holds for Turkish, as it is not possible to extract the stem of a derived

word by using syntactic operations.

Conjoinability

The paper distinguishes between the behavior of syntactic and morphological con-
stituents by stating that “while syntactic categories can be conjoined by syntactic
conjunctions, stems and affixes normally cannot”. It supports this claim with (39)

and (40).

(39) a. Mary outran and outswam Bill.

b. xMary outran and -swam Bill.

(40)  a. John’s joyfulness and cheeriness kept us going.

b. xJohn’s joyful, and cheeriness kept us going.

Bresnan and Mchombo [1995] state that examples like outswam and joyfulness are
lexicalized. The paper also indicates that there are counterexamples and explain their
behavior with the help of phonological words. (41) gives examples of a conjoinable

suffix in Turkish.

(41) a. ev-de-ki ve araba-da-ki
house-Loc-Rel and car-Loc-Rel

‘in the house and in the car’

b. [ev-de ve araba-dal-ki
[house-Loc and car-Loc|-Rel
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c. [ev ve arabal-da-ki
[house.Nom and car]-Loc-Rel

The usage in (41c) is more common than the usage in (41b) and the example may
be more related to suspended affixation [Kabak, 2007] than conjoinability.> The next
example is more convincing. The derivational affix -ken which derives an adverb with

the meaning of ‘while’ can always be conjoined as given in (42b).

(42) a. ev-den  gel-ir-ken ve okul-a gid-er-ken
house-Abl come-Aor-While and school-Dat go-Pres-While

‘while coming from the house and going to the school’

b. [ev-den  gel-ir ve okul-a gid-er|-ken
[house-Abl come-Aor and school-Dat go-Aor]-While

Another conjoinable derivational suffix is given in (43). In this case the usage in
(43b) is much more common than the one in (43a). The suffix -DHr is used to form

copular sentences from adjective phrases, noun phrases, or postpositional phrases.

(43) a. genc-tir  ve giizel-dir
young-Cop and beautiful-Cop

‘S/he is young and beautiful.’

b. [geng ve giizel]-dir
[young and beautiful]-Cop

Also, there are cases where the derivational suffix cannot be conjoined as exemplified

by the suffix -(y)An which derives a participle from a sentence in (44).

(44) a. ev-den  gel-en ve okul-a gid-en gocuk
house-Abl come-Prespart and school-Dat go-Prespart child.Nom

‘the child who comes from the house and who goes to the school’

b. *[ev-den gel ve okul-a gid]en cocuk
[house-Abl come and school-Dat go|-Prespart child.Nom

5Suspended affixation is defined in Section 4.1.5.
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Gapping

Bresnan and Mchombo takes Simpson’s observations [1983; 1991] as the third test:

“gapping or ellipsis can apply to syntactic, but not morphological, constituents”.

(45) a. John outran Bill and Mary, Patrick.

b. xJohn outran Bill and Mary -swam Patrick. [Simpson, 1991]

(46) a. John liked the play and Mary, the movie.

b. xJohn liked the play, and Mary dis- it. [Simpson, 1991]

There is no derivational suffix in Turkish that we can apply gapping to.

Inbound Anaphoric Islands

The fourth test claims that “while phrases can contain anaphoric and deictic uses of syn-
tactically independent pronouns, derived words and compounds cannot”. A supporting

example from Postal [1969] is given in (47).

(47)  a. McCarthyite
b. sxhimite [Postal, 1969]

In Turkish, there are examples for both supporting and opposing this argument.
(48) shows an ungrammatical case, but phrases in (49)-(52) are quite possible. In
usage, a native speaker will understand the meaning of the first example although it is
ungrammatical. Note that the suffix -[Hk has two interpretations. The -IHk we use in
(52) derives an adjective from a noun. The other interpretation derives a noun from an

adjective and has the meaning of the suffix -ness in English.

6Tn showing the surface suffix boundaries we follow the output of the Turkish morphological ana-
lyzer[Oflazer, 1994].
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(48) a. [kedi]-li (49) a. [kedi]-siz

cat-With it-Without
‘with a cat’ ‘without a cat’
b. *[o]-nlu b. [o]-nsuz
s/he-With it-Without
‘with her/him’ ‘without it’
(50) a. [kiz]-cagz (51) a. [Ali’-de]-ki
girl-Dim.Nom Ali-Loc-Rel
‘poor girl’ ‘the one at Ali’
b. [o]-ncagiz b. [o-nda]-ki
she-Dim.Nom he-Loc-Rel
‘poor she’ ‘the one at him’
(52) a. bu ceket tam [babam|hik

this jacket.Nom just father-Pos-Fitfor
‘this jacket is just right for my father. (e.g. fits well or his style)’

b. bu ceket tam [on|luk
this jacket.Nom just he-Fitfor

‘This jacket is just right for him.’

Phrasal Recursivity

Bresnan and Mchombo [1995] state that “word-internal constituents generally differ
from word-external phrases in disallowing the arbitrarily deep embedding of syntactic

phrasal modifiers” and give the example in (53).

(53) a. [ happy|-ness
b. *[ quite happi|-ness

c. *[ more happy [than sad]]-ness

This test is the one most similar to our basic concerns. We have adopted the

IG-based approach to correctly identify the dependency relations among the phrases
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and thus obtain the bracketing of the phrases as given in (54) - (57), which verifies
phrasal recursivity. But not all of the derivational suffixes can satisfy this condition, a

counterexample is given in (58).

(54) a. evde-ki
house-Loc-Rel

‘in the house’
b. [bu ev-de]-ki
[this house-Loc]-Rel
‘in this house’
c. [sen-in  ev-in-den  daha giizel  ev-de-ki
[you-Gen ev-Poss-Abl more beautiful house-Loc]-Rel

‘in the house which is more beautiful than your house’

(55) a. gel-en adam
come-Prespart man.Nom

‘the man who comes’
b. [ge¢ gel]-en adam
[late come]-Prespart man.Nom

‘the man who comes late’

(56) a. elbise-li (57) a. perde-lik kumag
dress-With curtain-Fitfor fabric.Nom
‘with a dress’ ‘fabric for curtains’
b. [mavi elbisel-li b. [kisa perde]-lik kumasg
[blue dress]-With [short curtain]-Fitfor fabric.Nom
‘with a blue dress’ ‘fabric for short curtains’

(58)  a. mutlu-luk
happy-Ness.Nom

‘happiness’

b. *[cok mutlu]luk
[very happy]-Ness.Nom

‘[very happy|ness’
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c. *[sen-den daha mutlu]-luk
[you-Abl more happy|-Ness.Nom

‘(happier than you|ness’

The paper points out some possible syntactic phrases that can be derived, mention-
ing Afrikaans, English and Japanese examples. They follow Spencer’s analyses [Spencer,
1988, 1991] by claiming that such phrases are lexicalized. In Turkish, however, none of

the phrases that undergo derivations in the given examples above are lexicalized.

Lieber’s [1988; 1992] approach is similar to ours in the way that it allows phrasal
recursion within lexical categories, in violation of the lexical integrity principle. Accord-
ing to the authors, one of the problems of this approach is that Lieber would also try
to syntactically construct examples like (59). These problematic cases are grammatical
sentences in Turkish, because every sentence can be used as a noun phrase, hence the

authors’ argument is not applicable to Turkish.

(59) a. ?7the Prince of Wales and the woman that he married syndrome,
b. 77an ate too much and smoked a post-prandial cigar headache,

c. ?7?7who’s the manager, proprietor, or CEO wink

Conclusion

In summary, most Turkish suffixes have phrasal scope. Without the IG approach, one
would end up with c-structures that do not reflect the linguistic intuitions. Consider
the phrase mavi elbiseli ‘with a blue dress’ in (56b). If we attached the suffix -li to
the stem elbise without considering the phrasal scope, the adjective mavi would seem
to modify the derived adjective elbiseli. Similarly, the c-structure in (60) would be the
representation of the phrase in Figure 3.3, instead of (37), p.27 if the IG represantation

had not been preferred.
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(60) NP (61) NP

A A

NP NP AP NP
N ADVsuper NP N ADVsuper canlis
| | | | |
kentin en canlisy kentin en

Another proposed alternative was implementing the approach in Bresnan and Mu-
gane [2006]. (61) gives the c-structure of Figure 3.3 according to this approach. In
any of these alternatives, the lexical integrity is preserved but the c-structure does not
reflect the actual relations between the phrases. There is both information loss and
misconception about the phrase structures of the language. For instance, in (60) the
adverb en seems to modify the derived noun canlisi although adverbs cannot modify
noun phrases in Turkish. Further, in (61) an NP and an ADV seem to construct an AP,
and again, it is not one of the generalizations of Turkish grammar. Thus, we claim that

our approach fits better the computational treatment of Turkish syntax.

3.4 Other Grammars for Turkish

Giingordii and Oflazer [1995] describe a rather extensive grammar for Turkish using the
LFG formalism. Although this grammar had a good coverage and handled phenomena
such as free-constituent order, the underlying implementation was based on pseudo-
unification. But most crucially, it employed a rather standard approach to represent
lexical units: words with multiple nested derivations were represented with complex
nested feature structures where linguistically relevant information could be embedded
at unpredictable depths which made access to them in rules extremely complex and

unwieldy.

Bozsahin [2002] has concerns similar to ours on the scope of derivational morphemes.
He argues that inflectional morphemes also have phrasal scope and the most appropriate
way to handle these scope relations (both for inflections and derivations) is to prefer

morphosyntactic rules instead of syntactic rules. Therefore he employs morphemes
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overtly as lexical units in a CCG framework to account for a variety of linguistic phe-
nomena. The implementation aims to solve the problematic cases rather than to extend
coverage. The drawback is that morphotactics is explicitly raised to the level of the
sentence grammar, hence the categorial lexicon accounted for both constituent order

and the morpheme order with no distinction.

Oflazer’s dependency parser [Oflazer, 2003] is based on an extended finite state ap-
proach where the dependency relations are established between IGs. The rules of the
grammar are defined in terms of regular expressions that form a composed finite state
transducer. There is also a syntactic filtering component to filter the overparses, again
implemented as a finite state transducer. The input sentence is first morphologically
analyzed and converted into an IG representation. Then the parser and filter compo-
nents are applied to the IG representation iteratively. Each iteration sets head and
dependent relations between the IGs, until a fixed point is reached, i.e., there are no
more dependency relations added in an iteration. Parses are then ranked according to
the total link length. He also provides lenient filtering for robustness and allows the

system to output partial dependency structures when there is no full parse.

Cakic1 [2005], uses relations between IG-based representations encoded within the
Turkish Treebank [Oflazer et al., 2003] to automatically induce a CCG grammar lexicon
for Turkish. She uses the dependencies in the treebank except that coordination is left
for future work. The version of the Turkish Treebank that is used, does not contain
dependency information for relative clauses. Labels that represent such dependencies
are manually added in order to extract the information in long distance dependen-
cies. It is the earliest attempt for Turkish to automatically build a large coverage and

linguistically expressive grammar by using a treebank.

Another work that investigates the use of IGs is Eryigit, Nivre, and Oflazer’s [2008]
dependency parsing experiments. They conduct tests on a probabilistic parser and a
classifier-based parser with words or IGs as parsing units. They also test the effects
of adding morphological information as features and lexicalization. In all possible test

cases, taking IGs as the parsing unit outperforms word-based parsing. The best score
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is achieved when the classifier based parser is run with parameters combining IG based

representation, morphological information, and lexicalization.
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Chapter 4

LEXICAL FUNCTIONAL GRAMMAR
ANALYSES OF VARIOUS TURKISH
LINGUISTIC PHENOMENA

This chapter summarizes all rules in the grammar in general and mainly focuses on
how inflectional groups are used in derivational linguistic phenomena by giving example
sentences and their corresponding f-structures. The derivational suffix attached to the
verb may change the function of the sentence containing the verb as a whole, as in
infinitives and participles, or may modify the function of verb arguments in the derived

structure in a valency alternating case like causativization and passivization.

We only briefly mention the rules that are comparatively straightforward either in
terms of linguistics or in terms of implementation, and explain the more interesting cases
in detail. Section 4.1 gives a general overview of the rules in the grammar. The following
sections first analyze a linguistic phenomenon and then explain the LFG implementa-
tion. In Section 4.2 we focus on causatives. We discuss their clausal representation
by conducting tests, and then present their implementation. Section 4.3 investigates
different types of passives and provides their f-structures. An analysis for noun verb
compound verbs is proposed in Section 4.4. Finally, Section 4.5 groups non-canonical
objects into subsets and observes their behavior under causativization, passivization,

and raising. We present our analyses and implementation in Section 4.5.3.
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4.1 General Overview of Rules

This section presents on overview of the set of rules that make up the majority of the
grammar. Our grammar comprises an extensive set of rules to handle noun phrases.
After an overview of recent relevant work on Turkish noun phrases, we give a parsing
example with a sample noun phrase and its rule and list the other types of noun phrase
rules in Section 4.1.1. In addition, we present an overview of adjective, adverbial,
and postpositional rules in Section 4.1.2. Sentential complements, sentential adjuncts,
and relative clauses are all constructed by morphological derivations. Section 4.1.3
goes into detail with these derivations by using examples and presenting the LFG
analyses. We present the main sentence rule and discuss the problems we encountered
in implementing free word order (Section 4.1.4) and coordination (Section 4.1.5). The

section concludes with a description of the date-time grammar (Section 4.1.6).

4.1.1 Noun Phrases

A noun phrase is any sequence of words that can function as a subject, or as some
kind of an complement such as an object, a subject complement, the complement of a
postposition [Goksel and Kerslake, 2005]. The case and referentiality plays an impor-
tant role in determining the argumenthood of noun phrases. Recently there has been
extensive work on Turkish that examines the case and referentiality features [Oztiirk,

2005; Arslan Kechriotis, 2006].

Oztiirk [2005] claims that case and referentiality are strongly correlated and they
are assigned by the same functional projection, since there is no Determiner Phrase
(DP) layer in terms of Minimalist Program to assign referentiality separately from case.
Arslan Kechriotis [2006] takes a contrary position and argues that Turkish employs DP
despite the lack of an overt determiner system. She compares (morphologically) nom-
inative NPs with no determiner with nominative [bir NP] constructions and concludes

that there are syntactic differences between them. This finding is, again, contrary
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to Oztiirk’s analyses. Observing that referential nominals are DPs and non-referential
nominals are NPs, she also discusses the position and function of these phrases such as
the behavior as subject and object, position with respect to adverbials, and position
and case marking in embedded clauses and under relativization. The related work on
Turkish noun phrases provides us important analyses on explaining the behavior of

different noun phrases within the sentence.

In our approach, we take the determiners as the modifiers of noun phrases, unlike
the Minimalist Program which takes determiners as the heads of DPs and nouns as the
complements. This section only deals with the construction of several types of noun
phrases. The role of noun phrases within the sentence is discussed in Sections 4.1.4,

4.2, and 4.5.

Our grammar covers a wide range of different types of noun phrases, including indef-
inite and definite noun compounds, possessives, pronouns, proper nouns, derived noun
phrases, NPs modified by adjectives, determiners, numbers, measure phrases, postposi-
tions, and combinations of these. In indefinite noun compounds, an NP in nominative
case modifies the head NP and the modifying NP functions as MoODifier in the LFG
representation. In definite noun compounds, an NP in genitive case modifies the head
NP, and this time the modifying NP functions as a possessive specifier, namely SPEC
POss. (62) and (63) give the c-structure and the f-structure for the simple definite noun

compound kitabin kapagr ‘book’s cover’.

(62) NP (63) |PrED ‘kapalk’
| PRED ‘kitap’
NPdefnn|def] SPEC  [POSS
/\ CASE gen, NUM sg, PERS 3
NP[indef] NP[def] CASE NOM, NUM SG, PERS 3

| |
Nlindef]  N[def]

| |
kitabin kapagi

The definiteness feature of nouns is stored in the c-structure by using complex
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categories, i.e, categories that can take arguments, to be able to modify its value during
unification. For noun phrases, the value of the argument is either def or indef. An
example which makes use of this property is given in (64). The head of the NP is kitap
‘book’ which is indefinite as a single noun but the whole phrase evdeki kitap ‘the book
at the house’ is definite. During parsing, the f-structure of the head unifies with the
f-structure of the whole phrase. Having a feature value pair [DEF -] in the f-structure
of kitap ‘book’ would result in an unwanted [DEF -] in the final f-structure. Instead,
we do not carry the argument indef of the NP up the tree and assign the correct value

def to the argument of the complex category Npadj.

(64) NP

|
NPadj[def]

T

AP NP[indef]

| |
Arel  Nlindef]

| |
evdeki kitap

The rule for the noun phrase evdeki kitap ‘the book at the house’ is given in (65).
NpPadj is composed of an AP followed by an NP. The NP is the head of the Nradj (T = |),
and AP is the ADJUNCT in the resulting f-structure ((T ADJUNCT) = |). There are three
disjuncts in the rule, each representing a generalization on NP types. Only NPs falling

into one of these disjuncts can be modified by adjectives derived by -k:.

(65)  ~padj[-var] — AP { NP[indef] | NP[_var] | ~pvalid }
(T apjuner) = | T =] T=1 T=1
_var=def _var=def _var=def
(1 SPEC DEF) (| SPEC POSS)

The first type deals with indefinite NPs; in this case the final NPadj is definite
(_var=def). Our example phrase falls into this group. The second type deals with
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| Rule Name | Description |

NPdet|_defvar] determiner-modified NPs, e.g., bu kitap ‘this book’

Npnum|_defvar] | number-modified NPs, e.g., iki kitap ‘two books’

Npadj[-defvar] adjective-modified phrases, e.g., mavi kitap ‘blue book’

Npmeas[_defvar]| | measure phrases, e.g., biyik bir kutu kitap ‘a big box of
books’

Nppostp[_defvar] | postposition-modified NPs, e.g., kitaba ait kapak ‘cover
belonging to the book’

Npun|_defvar] indefinite noun compounds, e.g., kitap kapagr ‘book
cover’

Npposs|[_defvar] | covert possessive NPs, e.g., kitap kapagim ‘my book
cover’

Npdefnn|_defvar| | definite noun compounds, e.g, kitabin kapagr ‘book’s
cover’

Nppron[_defvar] | possessive NPs, e.g. benim kedim ‘my cat’

PRON pronouns, e.g., ben ‘I’

PROP proper names, e.g., Ahmet

PROPloc proper location names, e.g., Istanbul

N[_defvar] basic nouns, e.g., kitap ‘book’, kitabim ‘my book’

NPpart sentential complement, infinitives, e.g., gitmek ‘to go’

NPderiv NPs derived from adjectives or numbers, e.g., ikide ‘at
two’

Table 4.1: Types of noun phrase rules

definite NPs with a determiner, e.g., evdeki bu kitap ‘this book at the house’. And
finally, the third type is used for valid NPs with a possessor, where Npvalid represents
the set of definite possessive NPs, definite nouns, or nouns derived from adjectives.
The phrase evdeki kitaplarim ‘my books at the house’ is an example for the third set.
The NP grammar is composed of rules that follow the basic rule structure of (65). We

summarize these rules in Table 4.1.

The actual noun f-structures also carry semantic information about nouns (e.g.,
common, proper, count, mass, measure). This information is crucial for parsing
some phrases. The morphological analyzer outputs some semantic information such as
proper, but most of the semantic details are manually encoded in the lexicon. For

instance, measure nouns have a semantic marker in the lexicon and measure phrases

INpvalid is defined as NPvalid = { NPposs[def] | N[def] | NPderiv }. in the grammar.
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have a separate rule in the grammar. (66) and (67) show the c-structure and f-structure
of the phrase ki kilo elma ‘two kilos of apple’. The marker measure placed in the f-
structure of kilo enables the phrase to be parsed by the rules Apmeas (for measure APs)

and NPmeas (for measure NPs).

(66) (67) PRED ‘elma’
NP PRED ‘kilo’
|
NPmeas|indef] NTYPE [NSEM [COMMON measureﬂ
/\ SPEC MEASURE
SPEC NUMBER |:PRED ‘iki’]

APmeas NP[indef]

/\ | CASE gen, NUM sg, PERS 3

NUM  Nlindef] Nindef] L = 4]

| | | CASE NOM, NUM SG, PERS 3

iki kilo elma

We conclude this section with the structures for a relatively complex NP, giving
the actual XLE output of the phrase instead of simplified representative structures.
Figure 4.1 and Figure 4.2 illustrate the c-structure and f-structure of the NP benim tarih
dersimin kitabinin yeni basims ‘the new edition of my history course’s book’. All parts
of speech have type information (e.g., ATYPE, NTYPE, PRON-TYPE) in their f-structures
and there is also the CHECK feature that keeps information on well-formedness which

we usually omit in simplified structures.

4.1.2 Adjective, Adverbial, and Postpositional Phrases

Similar to noun phrases, adjective, adverbial, and postpositional phrases are essential
components of a wide coverage grammar. This section summarizes the basic rules of
those phrases. Deverbal constructions of adjectives and adverbs are discussed separately

in Section 4.1.3.

Adjective Phrases

The adjective phrase grammar includes rules for basic, comparative and superlative

adjectival phrases such as mutlu ‘happy’, daha mutlu ‘happier’, en mutlu ‘the happiest’.
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Cs 1: *TOP*

NP

NP [def]

NPdefnn [def

/\

NP NP [def]
NP[Lef] NPadJ[def]
NPdefnn [def] Agf/;Igef]
/\
NP NP [def] l baJ1m1
NP[Lef] N[de] ani

NPpron [def] kitabinin

PRON NP [def]

benim NPposs [def

N

NP [indef] N[def]

N[indef] dersimin

tarih

Figure 4.1: C-structure of the NP benim tarih dersimin kitabinin yeni basims ‘the new
edition of my history course’s book’

The degree of the adjective is also represented in the f-structure, with values positive,
comparative, and superlative respectively. (68) and (69) give the c-structure and

f-structure for the AP daha mutlu kedi ‘happier cat’.

(68) NPadj[indef] (69) |prED Kedi’
/\ PRED ‘mutlu’
AP NP[indef]
PRED ‘daha’
/\ | ADJUNCT |ADJUNCT
ADVcompar A Nlindef] DEGREE positive
| | | :
. DEGREE  comparative
daha mutlu kedi - -
CASE NOM, NUM SG, PERS 3
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"benim tarih dersimin kitabinin yeni basimi"

[PRED 'basim'
PRED 'yeni'
AD T o s
JUNC {109[ATYPE attributive, DEGREE pOSlthJ}
NTypE  [NSEM [COMMON count]
INSYN common
[PRED ‘'kitap' ]
CHECK [ EXPLICIT _poss|
NTYPE INSEM [COMMON count]
INSYN common
[PRED 'ders’ |
PRED 'tarih'
MOD NTYPE [NSEM [common mass]]
50|CASE nom, NUM sg, PERS 3
SPEC POSS y
CHECK [_EXPLICIT _poss]

NTYPE \NSEM [COMMON count]
INSYN ~common

SPEC [POSS

PRED 'ben'

CHECK [_EXPLICIT _poss|
NSYN pronoun
1|CASE gen, NUM sg, PERS 1, PRON-TYPE pers

SPEC |POSS |NTYPE

65 _CASE gen, NUM sg, PERS 3 ]

86 _CASE gen, NUM sg, PERS 3 ]

140|CASE nom, NUM sg, PERS 3 ]

Figure 4.2: F-structure of the NP benim tarih dersimin kitabinin yeni basimi ‘the new
edition of my history course’s book’

There is a group of phrases that requires special treatment due to their semantics.
Although the phrase ki fincan ‘two cups’ should be a noun phrase as fincan is a noun,
it is parsed as an adjective phrase APcont (container adjective phrase), so that the
container phrase can modify a mass noun, e.g. ki fincan kahve ‘two cups of coffee’.
We follow exactly the same approach for the measurement phrases and treat them as

adjective phrases as well.

Derived adjectives are handled by encoding two types of rules. If the derivational
suffix has phrasal scope it has a separate rule. If the adjective suffix is attached to
simple words, for instance -CH ‘-ist” in e.g. merkez-ci ‘centralist’, baris-¢i ‘pacifist’,
then the generic rule Aderiv is used. Table 4.2 summarizes the rules in the adjective

phrase grammar. APpart which covers relative clauses is explained in Section 4.1.3.
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‘ Rule Name ‘ Description

A basic adjectives, e.g., mavi ‘blue’

APcont container APs, e.g., iki fincan ‘two cups (of)’

APmeas measure APs, e.g., ki kitap ‘two books’

Aderiv derived adjectives with no phrasal scope, e.g., milliyetci
‘nationalist’

Awith, Arel derived adjectives with phrasal scope, e.g., beyaz elbiseli
‘with a white dress’

APpart participles, e.g., uyuyan ‘sleeping’

Table 4.2: Types of adjective phrase rules

Adverbial Phrases

The part of the grammar that handles adverbial phrases consists of rules for parsing
simple, comparative, and superlative adverbs, adverbs modifying other adverbs, e.g.
az ‘less’, ¢ok ‘more’, derived adverbs, e.g. sakince ‘calmly’, and adverbs formed by
duplicating adjectives, e.g, sakin sakin ‘calmly, lit. calm calm’. There is also a special
constituent focus rule? for adverbs like bile ‘even’, dA ‘too’, falan/filan ‘etc.’. They
attach these adverbs after every possible phrase. For the basic sentence in (70a), the

sentences in (70b) - (70c) represent all possible placements of the adverb bile ‘even’.

(70) a. Zeynep sabah yumurta-si-n1 ye-di
Zeynep.Nom morning.Nom egg-Poss-Acc eat-Past.3sg

‘Zeynep ate her egg in the morning.’

b. Zeynep bile sabah yumurtasini  yedi
Zeynep.Nom even morning.Nom egg-Poss-Acc eat-Past.3sg

‘Even Zeynep ate her egg in the morning.’

c. Zeynep sabah bile yumurtasim yedi
Zeynep.Nom morning.Nom even egg-Poss-Acc eat-Past.3sg
‘Zeynep ate her egg even in the morning.’

d. Zeynep sabah yumurtasini bile yedi
Zeynep.Nom morning.Nom egg-Poss-Acc even eat-Past.3sg

‘Zeynep ate even her egg in the morning.’

2yvery similar to the one used in the ParGram English grammar
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e. Zeynep sabah yumurtasini  yedi bile
Zeynep.Nom morning.Nom egg-Poss-Acc eat-Past.3sg even

‘Zeynep even ate her egg in the morning.’
The c-structure and f-structure of (70b) is given in (71) and (72) respectively.

(71) S

NP([def] NP[indef] NPJindef] Vfin
N | | |
NP[def] ADVfoc  Nlindef] Nlindef] A%
| | | | |
PROP bile sabah yumurtasini yedi

|
Zeynep

(72) |prED ‘ye(Zeynep, yumurta)’

PRED ‘Zeynep’
SUBJ ADJUNCT [PRED ‘bile’}

CASE nom

PRED ‘yumurta’

PRED ‘null_pro’
OBJ SPEC POSS

NUM sg, PERS 3

CASE acc

PRED ‘sabah’
ADJUNCT

CASE nom

Table 4.3 summarizes the rules in the grammar for adverbial phrases. ADVsub which

covers subordinate clauses is explained in Section 4.1.3.
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‘ Rule Name ‘ Description

ADV basic adverbs, e.g., erken ‘early’

ADVcompar comparative adverb daha ‘more’

ADVsuper superlative adverb en ‘most’

ADVderiv derived adverbs, e.g., sakince ‘calmly’

Adup adverbs derived by duplicating adjectives, e.g., sakin
sakin ‘calmly’

ADVsub subordinate clauses, e.g., uyurken ‘while sleeping’

ADVmodADV | adverbs modifying adverbs, e.g., cok ‘very’

ADVfoc constituent focusing adverbs, bile ‘even’

Table 4.3: Types of adverbial phrase rules

Postpositional Phrases

The postposition rule is straightforward, the only crucial information, that is, the case
marker of the NP that the postposition subcategorizes for, comes from the morphological
analyzer. The analysis for ait ‘belonging to’ is ait+Postp+Dat. +Dat indicates that
the NP should be dative, hence the dative marked Ali’ye ‘to Ali’ can function as the
oBJect of ait. The f-structure of the postpositional phrase Ali’ye ait ‘belonging to Ali’
is illustrated in (73). Whether the resulting postposion phrase (POSTPP) modifies an
NP, e.g., Ali’ye ait kitap ‘the book belonging to Ali’, or serves as an adverbial phrase,

e.g., yemekten sonra ‘after the dinner’; is determined by semantic markers.

(73) |PRED ‘ait(Ali)’

PRED ‘Al
OBJ

CASE dat, NUM sg, PERS 3

CASE NOM, NUM SG, PERS 3

There is also a handful of words that behave as postpositions although they are
nouns. They cannot be taken as simple lexicalized postpositions neither by the mor-
phology nor by the syntax due to agreement in person during the phrase construction.
yuzinden ‘because of’, as one of the members of the set, has the alternations in (74a)

and (74b) for 1st and 3rd person singular. The lemma (here, yiz) and the case (here,
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ablative) of the noun acting as postposition are handcoded in the grammar. Other
information can be generalized: agreement in person and number with the exception of

nominative case in 3rd person nouns (cf. (74c)).

(74)  a. ben-im yiiz-iim-den
[-Gen because.of-P1sg-Abl

‘because of me’

b. on-un yiiz-iin-den
he/she/it-Gen because.of-P2sg-Abl

‘because of him/her/it’

c. kedi yiiz-uin-den
cat.Nom because.of-P2sg-Abl

‘because of the cat’

The very few postpositions originating from other categories (baska ‘other than, lit.
other’, diye ‘in the way of, lit. say-Opt’, nazaran ‘as compared to, lit. by glance’) are
lexicalized in our morphological analyzer and are handled by the standand postposition

rule.

4.1.3 Sentential Complements, Sentential Adjuncts, and Rel-

ative Clauses

In Turkish, sentential complements and adjuncts are marked by productive verbal
derivations into nominals (infinitives, participles) or adverbials. Relative clauses with
subject and non-subject (object or adjunct) gaps are formed by participles which func-
tion as adjectivals modifying a head noun. (75) shows a simple sentence that will be
used throughout the following examples. Its c¢- and f-structure are given in (76a) and

(76b), respectively.

(75) kiz adam-1  ara-di
girl.Nom man-Acc call-Past.3sg

‘The girl called the man.’
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(76) a. S b. |PRED  ‘ara(kiz,adam)’

/]\ PRED ‘kiz’

NP[indef] NP[def] Vfin SUBJ CASE nom
| | | NUM sg, PERS 3

Nlindef]  Nlindef] \% PRED ‘adam’
| | | OBJ CASE acc

kiz adama aradr
NUM sg, PERS 3

TENSE past

Sentential Complements

In (77), we give a past participle form as the head of a sentential complement. This

complement functions as an object for the verb sdyledi ‘said’. It is derived from (75).

(77) manav kiz-m  adam-1  ara-digi-ni soyle-di
grocer.Nom girl-Gen man-Acc call-PastPart-Acc say-Past.3sg

‘The grocer said that the girl called the man.’

Once the grammar encounters such a sentential complement, the verb with its empty
arguments (here, SUBJ and OBJ) and the participle IG with its nominal features, e.g.,
CASE, construct the derivation. Later, the constituents of the sentential complement

fill in those empty arguments as in a normal sentence.

(78) gives the c-structure of the sentence in (77). Note that the participle IG
including the derivational morpheme is attached to the base verb in the node vnom,
unlike placement of the IG in (37), p.27, which is a separate node in the tree. This is
necessitated by the free constituent order: the NP adam: kizin aradigina is valid, as well
as the NPs with other permutations of the constituents within the participle phrase.
Representing the IG on the sublexical level never causes loss of information that we
discussed in Section 3.3. In participle derivation, there cannot be nested subtrees where
one of the nodes modifies the inner nodes of the head —here, the verb— thanks to the

characteristics of the derivational suflixes of this kind.
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(78)

S
NP[indef] NP|[def] Viin
| |
N [in|def] NPpart soyledi
/‘\

manav NP [i|ndef] NP[def] Vn|om
Nlindef]  N[indef] aradigins
| |

kizin adamz

The IG is part of the sublexical tree of vnom, which is invisible in the standard
c-structure representation. (79) unfolds the leaves of the sublexical tree. The subcat-

egorization information is carried in the root are and the nominal features come from

the IG part.

(79) Vnom

Vv NomlIG

=l D~

P
ara  +Verb +Pos +Noun +PastPart +A3Sg +P3sg +Acc

The resulting f-structure is for a noun phrase, which is now the object of the matrix
verb sdyledi ‘said’ in (77). The final f-structure for the whole sentence is shown in (80).
Since the participle IG has the complete set of syntactic features of a noun, no new
rules are needed to incorporate the derived f-structure to the rest of the grammar, that

is, the derived phrase can be used as if it is a simple NP.
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(80)

PRED  ‘sOyle(manav, ara)’

PRED ‘manav’

SUBJ
CASE nom, NUM sg, PERS 3
PRED  ‘ara(kiz, adam)’
PRED ‘kiz’
SUBJ
CASE gen, NUM sg, PERS 3
OBJ PRED ‘adam’
OBJ
CASE acc, NUM sg, PERS 3
CHECK |PART pastpart

CASE acc, NUM sg, PERS 3, CLAUSE-TYPE nom

TENSE past

The f-structure and c-structure similarities of sentences in (75) and (77) can easily

be observed. In both cases, the structures of (77), in a way, encapsulate the structures

of (75). The structures of the basic sentence and the derived sentential complement

have many features in common. We can observe the same similarity in the grammar

rules too. In a very simplified representation, the sentence has the rule in (81a) and

the sentential complement is parsed by (81b).?

(81)

a. s — NP[_var] NP[_var] viin
(TsuBn) =1  (ToB))=] T=1|
(I CASE)= nom (|l CASE)
b. Nppart — NP[_var] NP[_var] vnom

(TsuBy)=1  (ToB))=] T=1|

(| CASE)= gen

3Note that the rules are oversimplified to focus on the similarities and distinguish the major differ-

ences.

(1)

It is possible to have non-genitive subjects in the sentential complement as given in (1)

yol-dan Dbir araba  geg¢-tigi-ni gor-dii-m
road-Abl a car.Nom went.by-PastPart-Acc see-Past-1sg

‘I saw that a car went by on the road.” [Kornfilt, 2002]

The rules also have disjuncts and constraints to handle such cases.
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Basically the rules differ in the construction of the verb and some minor constraints,
e.g., the case of the subject. To understand whether the parsed sentence is a complete
sentence or not, the finite verb requirement is checked. Since the requirement is met
by the existence of the TENSE feature, (77) is parsed as a complete sentence. There
is no TENSE feature in the participle, hence it is not a complete sentence. Indeed the
sentential complement also includes temporal information as the pastpart value of

PART feature, in the OBJect’s f-structure, denoting an event in the past.

Sentential Adjuncts

Another verbal derivation that follows the same mechanism is the construction of sen-
tential adjuncts. A sentential adjunct example which derives (75) into an adverb is

given in (82).

(82) kiz adam-1  ara-r-ken polis gel-di
girl. Nom man-Acc call-Aor-While police.Nom come-Past.3sg

‘The police came while the girl called the man.’

The c-structure construction of the adverbial clause in (83) is similar to the sentential
complement c-structure in (78). Again, vadv of the adverbial clause is constructed

first. The ADVsub rule is similar to the basic S rule in (81a) with a vadv instead of a

viin.
(83)
S
T
ADV NP  Vfin
| | |
ADVsub N geldi

|
NP[indef] NP[def] Vadv  polis
| |
Nlindef] Nlindef] ararken

kiz adamz
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The f-structure for this sentence is shown in (84). Similar to the nominalized clause,
which functions as an 0BJ in (80), the derived ADJUNCT contains the verb’s suBJect
and OBJect as well as the features of the adverb such as ADJUNCT-TYPE. The CHECK

feature is important for controlling the SuBJect of the adverbial clause.

(84) |prED ‘gel(polis)’
PRED ‘polis’
SUBJ
CASE nom, NUM sg, PERS 3
PRED  ‘ara(kiz, adam)’
PRED ‘kiz’
SUBJ
CASE nom, NUM sg, PERS 3
ADJUNCT PRED ‘adam’
OBJ
CASE acc, NUM sg, PERS 3
CHECK |SUB while
ADJUNCT-TYPE sub
TENSE past

Deverbal adverbs can be divided into two groups according to subject control: one
group, namely -(y)ALH ‘since having verbed’, -(y)HncA ‘when (s/he) verbs’, -ken ‘while
(s/he is ) verbing’, -/mAJdAn ‘without having verbed’, -[DHk/¢A ‘as long as (s/he)
verbs’, allows different subjects for the adverbial clause and the main sentence. In
the other group, namely -(y)Hp ‘after having verbed’ and -(y)ArAk ‘by verbing’, the
subject of the matrix verb is also the subject of the inner clause. -CAsHnA ‘as if (s/he
is) wverbing’ belongs to both of the groups depending on the tense of the verb. If the
verb is in aorist tense, then the subjects of the matrix verb and the inner clause should

match, but if the verb is in narrative tense, then the subjects might differ.

Relative Clauses

Relative clauses in Turkish are gapped sentences which function as modifiers of nominal

heads. Turkish relative clauses have been previously studied [Giingérdii and Engdahl,
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1998; Barker et al., 1990] and found to pose interesting issues for linguistic and com-
putational modeling. Our aim here is not to address this problem in its generality but
show with a simple example, how IGs that encode derived forms, handle the mechanics

of generating f-structures for such cases.

We basically follow Kaplan and Zaenen’s [1989] functional uncertainty approach in
handling long distance dependencies. Once we derive the participle phrase we unify it
with the appropriate argument of the verb using rules based on functional uncertainty:.
(85) shows a relative clause where a participle form is used as a modifier of a head

noun, adam in this case.

(85) manav-in  kizzmn [ ]; ara-digi-ni soyle-digi ~ adam;
grocer-Gen girl-Gen obj.gap call-PastPart-Acc say-PastPart man.Nom

‘the man the grocer said the girl called’

The rule parsing the relative clause is similar to the other verbal derivation rules.
This time, we replace vfin of the basic sentence rule with Vadj. The c-structure of the
sentence in (85) is given in (86). The sentential NP denoted as NPpart in the tree is
treated like any regular NP by the rule that parses the participle AP. NPpart has an
implicit gap but empty nodes are not allowed in LFG c-structures. The verb ara ‘call’
of NpPpart subcategorizes for a subject and an object, and the f-structure of Nppart,

hence all the f-structures encapsulating it, would be incomplete with a missing object.

(86) NP[def]
NPadj[def]
APpart/\NP def]
NP [indef] NP[def] Vadj N [in|def]
N[in|def] NPpart sayzLdz‘gz adam

| /\

manavin  NP[indef]  Vnom

Nlindef]  aradigine

kizin
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There is an Npadj rule given in (87) for filling in the gaps like the one inside NPpart.
By default, it treats the adjective phrase that modifies a noun phrase as the ADJUNCT
of that NP, i.e, (T ADJUNCT) = |. Additionally, the constraint (| oBJ+) = T of the
APpart rule states that the mother node of the participle adjective unifies with the
current node’s function that is composed of at least one OBJect. The f-structure of the
participle adjective’s mother node (T, here Npadj) is the f-structure of the head NP by
the constraint T = | of NP. Therefore, the rule covers all possible gaps in the path

starting with head noun’s ADJUNCT OBJ and can continue with infinitely many OBJs.

(87)  Npadj[_var] — APpart NP[_var2]
(T ApJuNcT) =| 1=

(l oBJ+) =1 _var = def

The resulting f-structure can be examined more easily from (88). At the innermost
level, the NP kizin aradigine ‘that the girl called’ is parsed with a gap object. It then
functions as the OBJect of the outer adjectival phrase manavin kizin aradigine soyledigi
‘that the grocer said the girl called’. The participle adjective modifies the head NP adam
‘man’, hence functions as the ADJUNCT of the topmost level f-structure. The gap in the
derived form, the object here, is then unified with the head word adam as marked with

co-indexation in (88). As a result, adam unifies with its ADJUNCT’s OBJect’s OBJect.

26



(88) [prED 'adam’

PRED  ‘sOyle(manav, ara)’

PRED ‘manav’

SUBJ
CASE gen, NUM sg, PERS 3
PRED ‘ara(kiz, adam)’
PRED ‘kiz’
SUBJ
CASE gen, NUM sg, PERS 3
ADJUNCT L
OBJ
OBJ PRED ‘adam’
CHECK |PART pastpart]
CASE acc, NUM sg, PERS 3, CLAUSE-TYPE nom

CHECK |PART pastpart]

ADJUNCT-TYPE relative

The example sentence (85) includes (77) as a relative clause with the object ex-
tracted, hence the similarity in the f-structures can be observed easily. The ADJUNCT
in (88) is almost the same as the whole f-structure of (80), differing only in TENSE and

ADJUNCT-TYPE features.

4.1.4 Sentences and Free Word Order

A simplified rule to parse a sentence has been given in (81la). The actual sentence
rule is very similar to this simple rule with additional constituents on the right hand
side, such as adverbial phrases, postpositional phrases, NPs functioning as adverbs.
The most complex part of the rule is vfin that represents a finite verb. vfin can be a
simple or a derived verb, a noun-verb compound, or can have one of valency alternating
suffixes. There is a meta sentence rule which checks if the verb is finite, controls whether
subcategorization frames are filled and assigns PRO. No matter how complicated the

verb formation is, all sentences are parsed with the same rule.

Copular sentences, on the other hand, have a special rule. When the copular suffix
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-DHr is attached to an NP, AP, or POSTPP, the morphological output is parallel to a
regular verb, hence sentences containing such copular verbs are parsed with the standard
sentence rule.* However it is also possible to construct copular sentences by using NPs,
APs, or POSTPPs as the predicate without any explicit derivation. (89a) and (89b) give
two copular sentences with and without the copular suffix, respectively. The special
copular sentence rule covers cases like (89b) to assure that f-structures are identical.
Moreover, the representation of the past tense of copular verbs is parallel to that of
regular verbs, but the future tense is a construction with the light verb ol- ‘be’. (89c¢)

and (89d) give two copular sentences in the past and future tense, respectively.

(89) a. kedi mutlu-dur
cat.Nom happy-Cop.3sg

‘The cat is happy.’

b. kedi mutlu
cat.Nom happy

‘The cat is happy.’

c. kedi mutlu-ydu
cat.Nom happy-Past.3sg

‘The cat was happy.’

d. kedi mutlu ol-acak
cat.Nom happy be-Fut.3sg

‘The cat will be happy.’

In the implementation, we pay attention to the parallelism of the structures of dif-
ferent sentence types represented in (89). The value of the PRED in the f-structure is
“01((7 suBJ), (1 xcoMP-PRED))’ where the XCOMP-PRED contains ‘pred((T suBJ))’.
pred is the predicate of the sentence. (90)-(92) illustrate the f-structures of (89b)-(89d).
The differences in the f-structures are their TENSE values. Also note that the value of

VTYPE in (92) is main instead of copular.

4i.e., the extended version of (81a).
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(90) PRED ‘ol(mutlu, kedi)’ (91) PRED ‘ol(mutlu, kedi)’

PRED ‘kedi’ PRED ‘kedi’
SUBJ SUBJ

CASE nom CASE nom

PRED ‘mutlu(kedi)’ PRED ‘mutlu(kedi)’
XCOMP-PRED | SUBJ [} XCOMP-PRED | SUBJ [}

ATYPE predicative ATYPE predicative
TENSE PRES, VTYPE COPULAR TENSE PAST, VTYPE COPULAR

(92) [ PrED ‘ol{mutlu, kedi)’

PRED ‘kedi’

SUBJ

CASE nom

PRED  ‘mutlu(kedi)’

XCOMP-PRED SUBJ [}

ATYPE predicative

TENSE FUT, VIYPE MAIN

Although Turkish is known to be a free word order language, there are still some
restrictions on the word order, especially in the constituent order of subordinate clauses.
The nominative object is restricted to immediate preverbal position, but accusative
objects can move freely.® Still, the usage of some adverbs restrict the position of direct
objects. (93) exemplifies the different placement of the adverb hizli ‘fast’ in sentences
with direct or indirect objects. (93d) is not grammatical if we want the adverb to modify
the verb. This restriction comes from the semantics of the adverb, as hizl: is both an
adjective and an adverb, and in (93d) it modifies kitab: ‘book’ instead of the verb read.
If the adverb has no adjective interpretation, it can be placed in a prenominal position

and it still modifies the verb as given in (93e).

(93) a. ben kitab-1  hizh oku-r-um
[.Nom book-Acc fast read-Aor-1sg

‘I read the book fast.’

b. *ben kitap hizli oku-r-um
[.Nom book.Nom fast read-Aor-1sg

‘I read books fast.’

5As exemplified in Footnote 2, p.21, there are exceptions to this rule.
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c. ben  hizh kitap okurum
[.LNom fast book.Nom read-Aor-1sg

‘I read books fast.’

d. *ben hizh kitab: oku-r-um
[.Nom fast book-Acc read-Aor-1sg

‘I read the book fast. (intended)’

e. ben sabahleyin kitab-1  oku-r-um
[.LNom in.the.morning book-Acc read-Aor-1sg

‘I (will) read the book in the morning.’

Our implementation allows the constituents of sentential complements move freely
within the participle. But there is also a possibility that the constituents of the sen-
tential complement interfere with the constituents of the main sentence, as in (94a).
As can be observed from the subtree Nppart in (78), p.51, the whole participle phrase
is parsed at once and then used in the main sentence level. Hence, it is not possible
to parse non-contiguous chunks of the participle in our approach. Note that the other

non-contiguous possibilities, such as (94b) and (94c) are not grammatical.

(94) a. manav adam-1 ara-digi-ni soyle-di kiz-1n
grocer.Nom man-Acc call-PastPart-Acc say-Past.3sg girl-Gen

‘The grocer said that the girl called the man.’

b. *kiz-in manav adam-1 ara-digi-ni soyle-di
girl-Gen grocer.Nom man-Acc call-PastPart-Acc say-Past.3sg

‘The grocer said that the girl called the man.’

c. *adam-1 ara-digi-n1 manav kiz-in soyle-di
grocer.Nom man-Acc  call-PastPart-Acc say-Past.3sg girl-Gen

‘The grocer said that the girl called the man.’

In general, question sentences are constructed by simply omitting the target of the
question and inserting the question word into its place, as exemplified in (95a) and
(95b). But there is an exception for this generalization; although (95c¢) is grammatical,

(95d) is not.
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(95) a. kitab-1  ben  oku-du-m kitab-1  kim oku-du
book-Acc I.Nom read-Past-1sg book-Acc who.Nom read-Past.3sg

‘I read the book.’ ‘Who read the book?’

b. ben  Kkitap oku-du-m kim kitap oku-du
[.Nom book.Nom read-Past-1sg who.Nom book.Nom read-Past.3sg
‘I read books.’ ‘Who read books?’

c. kitap/kitabr  oku-du-m  ben
book.Nom/Acc read-Past-1sg [.Nom

‘I read books/the book.’

d. *kitap/kitab1 oku-du kim
book.Nom/Acc read-Past.3sg who.Nom

‘Who read books/the book?’

Question sentences like (95a) and (95b) are parsed with the standard sentence rule.
The major difference is the value of the feature CLAUSE-TYPE. It is decl for declarative
sentences but int for questions. The grammar also contains rules to parse interrogative

sentences.

4.1.5 Coordination

Coordination is an important issue to be solved especially in a computational approach,
as the number of possible interpretations of the coordination increases by the number of
constituents involved in the coordination. Hence many ambiguous cases occur. Efforts
of ParGram members brought up a common set of rules which facilitate the implemen-
tation of coordinated structures in XLE. In simple coordination, coordination is a set
consisting the f-structure of each conjunct [Kaplan and Maxwell, 1988]. The standard
coordination rule is given in (96) where CAT represents any category such as N, NP,
S, etc. There are at least two conjuncts of the same category, and they are conjoined
by a coNJunction. Between the first conjunct and the conjunction, one or more con-
juncts can follow, separated by commas. The mother node is the same category as the

daughter nodes.
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(96)  SCCOORD(CAT) = CAT ([COMMA CAT|]+ (COMMA)) CONJ CAT

Tel Tel T=1 7€l

(97) gives the f-structure of the phrase adam ve kadin ‘the man and the woman’.
Some of the attributes are nondistributive across the members of the set, instead they
have their own attribute value pairs in the set itself. For instance, PERS is a nondis-
tributive attribute, so that two singular nouns can form a coordinate structure which
is plural. The outermost f-structure does not have a PRED, but the coordinator is
represented in COORD-FORM. <s inside the f-structure of kadin indicates that adam

precedes kadin in the coordination structure.

(97) PRED ‘adam’

CASE NOM, NUM SG, PERS 3

PRED ‘kadin’

(s [ ‘adam’}

CASE NOM, NUM SG, PERS 3

CASE NOM, COORD —+_, COORD-FORM VE, NUM PL, PERS 3

As well as standard coordination, Turkish has interesting coordination structures
using suspended affization [Kabak, 2007], in which the inflectional features of the last
element in a coordination have phrasal scope, that is, all other coordinated constituents
have certain default features which are then ‘overridden’ by the features of the last ele-
ment in the coordination. A very simple case of such suspended affixation is exemplified
in (98a) and (98b). Note that although this is not due to the derivational morphology
that we mentioned in Section 3.3, it is due to a more general nature of morphology in

which affixes can have phrasal scope.

(98) a. kiz adam ve kadin-1 ara-d1
girl.Nom man.Nom and woman-Acc call-Past.3sg

‘The girl called the man and the woman.’

b. kiz [adam ve kadimn]-1 ara~d1
girl. Nom [man.Nom and woman]-Acc call-Past.3sg

‘The girl called the man and the woman.’
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The f-structure of adam ve kadinz in (98b) is given in (99). For Turkish, CASE is
also one of the nondistributive attributes. The standard coordination rule is modified
so that the case of the coordination is the case of the last conjunct if the previous
conjuncts are in nominative case. In (99), the CASE of the coordination is acc although

adam has CASE nom.

(99) PRED ‘adam’

CASE NOM, NUM SG, PERS 3

PRED ‘kadin’

(s [ ‘adam’

CASE ACC, NUM SG, PERS 3

CASE ACC, COORD +_, COORD-FORM VE, NUM PL, PERS 3

Although it is possible to parse basic coordinated phrases with or without suspended
affixation in the current implementation, the grammar lacks a wide coverage of coor-
dinated structures especially for verbal coordination where one or more arguments are

shared by the coordinated verbs.

4.1.6 The Date-Time Grammar

Tuba Giimiig at Istanbul Technical University has implemented a date-time grammar
for Turkish [Giimiig, 2007], based on our grammar. Her work covers point-in-time
expressions, particularly clock-time expressions (saat 2’de ‘at 2 o’clock’, gecenin t¢iinde
‘at three (oclock) at night’), days of the week (Salilars ‘on Tuesdays’, Cuma giini ‘on
Friday’), calender dates (9 Mart 2007 ‘9th March 2007, Ekim 19°da ‘on October 19th’),
seasons (yazin ‘in summer’, kis mevsiminde ‘in winter’), and some general phrases

(simdi ‘now’, diin sabah ‘yesterday morning’).

The core of the developed grammar uses our NP rules, hence the implementational
approach is parallel to ours. Also the features and templates are based on our version

for the sake of consistency. Giimiig added new rules to parse temporal phrases that
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are not covered by the NP rules (e.g. a nominative N modifying an N for din sabah).
For the date expressions, finite state transducers are introduced. She also semantically
marked certain types of words as being temporal with more specific information such

as date, clock-time, day, or season.

We then integrated this date-time grammar into our system. The integration process
brings about some ambiguity which is solved by introducing OT-marks® that help to

rank the parser outputs.

4.2 Causatives

Crosslinguistically, causatives can give rise to either biclausal or monoclausal struc-
tures and they can be formed either periphrastically or morphologically. In Turkish,
causatives are formed morphologically and a natural assumption would be that these
morphological formations are monoclausal structures. However, as discussions with re-
spect to morphologically-formed causatives in Japanese [Matsumoto, 1998] have shown,

morphological causatives can also give rise to biclausal structures as well.

Previous work on Turkish causatives [Gibson and Ozkaragéz, 1981; Aissen and Han-
kamer, 1980; Knecht, 1986] has been formulated within Relational Grammar (RG) and
has arrived at differing conclusions with respect to the monoclausality (clause union in
terms of RG) of the construction. Knecht [1986] has supported the ideas of Aissen and
Hankamer [1980] on a monoclausal structure, whereas Gibson and Ozkaragéz [1981]
have argued that a biclausal approach is more appropriate. Knecht [1986] gives differ-
ent RG-based explanations for the evidence Gibson and Ozkaragoz [1981] proposed in

favor of biclausality.

In this section we reexamine the structural representation of causatives by applying
several language dependent tests to decide whether the causative constructions are

indeed monoclausal, that is, with a single predicate, or biclausal, that is, with an

6The discussion on OT-Marks is given in Section 5.2
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embedded clause. The basic data with respect to causative formation in Turkish is
provided in Section 3.2. We introduce the possible tests that can be applied to decide
whether the causatives are monoclausal or biclausal in Section 4.2.1, with subsections
that discuss these tests in more detail. Concluding that the majority of the tests
points towards a monoclausal status of Turkish causatives, we present the analysis and
implementation in our LFG grammar in Section 4.2.2. We then continue with the

explanation and implementation of double causatives in Section 4.2.3.

Most of the research in this section is done in collaboration with Miriam Butt and

published in Cetinoglu et al. [2008].

4.2.1 Causatives: Monoclausal or Biclausal?

There are several language dependent tests to decide whether the causative construc-
tions are monoclausal or biclausal. Butt [2003] uses object agreement, anaphora, and
control for Urdu and also gives examples of clitic climbing for French [Rosen, 1989] and
cooccurrence of negative polarity items for Korean [Choi, 2002]. Matsumoto [1998] and
Yokota [2001] use subject honorification, passivization, pronominal binding, control and
adjunct interpretation for Japanese. Yokota [2001] also tests the double-o constraint,
and shika-na(i) ‘only-Neg’ construction for functional monoclausality. Among these
possible tests, five are applicable to Turkish: Passivization, Reflexive Binding, Control,

Adjunct Interpretation, and Negative Polarity Items.

For all the tests, the sample sentence is first used in the causative and then in a
‘tell” construction to compare and contrast the mono/biclausality of causatives with a

clearly biclausal construction [cf. Butt 1995].

Passivization

In the passivization test, the behavior of the object of the base verb is observed when

the base verb is first causativized and then passivized. The object of the base verb
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can be the subject of the passivized causativized sentence, which indicates that the
causative construction is monoclausal. (100a) and (100b) give the base sentence and

causativized sentence respectively.

(100) a. siit-i  biitiin gocuk-lar-a ig-ir-di
milk-Acc all child-Pl-Dat drink-Caus-Past.3sg

‘(S/he) made all children drink the milk.’

b. siit biitiin cocuk-lar-a icir-il-di
milk.Nom all child-Pl-Dat drink-Caus-Pass-Past.3sg

‘All children were made to drink milk.’

sut ‘milk’, which is the object of the base verb i¢ ‘drink’ and also the object of the
causativized verb i¢cir ‘make drink’, is the subject of the passivized causativized verb.
There is no clausal barrier that prevents the innermost object behave as a subject

through the causativization and passivization processes.

The difference can be observed by comparing the causative construction with a ‘tell’
construction where the ‘drink milk’ clause is embedded by the ‘tell’ matrix verb in an
infinitive in (101). Here, the embedded object cannot become the subject in the passive
version in (101b). Instead, a different construction is used in which the entire infinitive
‘drink the milk’ functions as the subject of the construction as in (101c). stt ‘milk’ is

still the object of the sentence constructing the NP.

(101) a. biitiin ¢ocuk-lar-a siit-ii ic-me-leri-ni soyle-di
all child-P1-Dat milk-Acc drink-Inf-Poss-Acc tell-Past.3sg

‘(S/he) told all children to drink the milk.’

b. *siit biitiin cocuk-lar-a i¢-me-leri soyle-n-di
milk.Nom all child-Pl-Dat drink-Inf-Poss.Nom tell-Pass-Past.3sg
‘All children were told to drink the milk.’

c. biitun cocuk-lar-a siit-i ic-me-leri soyle-n-di
all child-P1-Dat milk-Acc drink-Inf-Poss.Nom tell-Pass-Past.3sg
‘All children were told to drink the milk.’
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In sum, data from passivization exhibits a clear difference between causatives and
an embedded infinitive as in the ‘tell’ construction. In particular, in the causative, the
“embedded” object can be passivized, indicating that it is in fact an object argument

of a monoclausal, albeit complex predication.

Reflexive Binding

Reflexive binding is a further possible test for monoclausality, as reflexives crosslinguis-
tically tend to be clause-bound. However, this test is also tricky, since it may not refer
to syntactic boundaries, but operate on semantic grounds. With respect to Japanese,
according to Matsumoto [1998] it depends on whether the causative is permissive or
coercive; he concludes that the former is biclausal and the latter is monoclausal, but
Yokota [2001] claims that regardless of the type of the causative, binding the reflexive

pronoun to the causer or the causee is possible.

The sentence in (102a) is similar to Japanese example in (Yokota 2001:7). As can
be seen, the reflexive pronoun kendi ‘self’ in Turkish can be bound to both the subject
of the base verb, here Arda, and the subject of the causativized verb, here Ali. We
give the tell construction as comparison in (102b). Again, the reflexive pronoun can be

bound to both of the subjects.

(102) a. Alj; Arda’-ya; kendi-ni;;;  savun-dur-du
Ali.Nom Arda-Dat him(self)-Acc defend-Caus-Past.3sg

‘Ali made Arda defend him(self).’

b. Alj; Arda’-ya; kendi-ni, ; savun-ma-si-ni soyle-di
Ali.Nom Arda-Dat him(self)-Acc defend-Inf-Poss-Acc tell-Past.3sg

‘Ali told Arda to defend him(self).’

We go one step further and apply Yokota’s [2001] test to see whether there is a
distinction between permissive and coercive meanings. (103) introduces the adverb
forcibly for the coercive meaning. The behavior of kendi both for the causative and the

tell constructions remains the same for the coercive case.
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(103) a. Alj; zorla  Arda’-ya; kendi-ni;;;  savun-dur-du
Ali.Nom forcibly Arda-Dat him(self)-Acc defend-Caus-Past.3sg

‘Ali forcibly made Arda defend him(self).’

b. Al zorla  Arda’-ya; kendi-ni; savun-ma-si-ni
Ali.Nom forcibly Arda-Dat him(self)-Acc defend-Inf-Poss-Acc
soyle-di

tell-Past.3sg
‘Ali forcibly told Arda to defend him(self).’

Given that the reflexive could be sensitive to logical subjects, rather than synactic
subjects [Mohanan, 1994], this test is thus inconclusive with respect to monoclausality

in Turkish.

Control

Syntactic control is a well-established crosslinguistic test for subjecthood. It has been
used for both Urdu and Japanese causatives. In Urdu, control clauses differ with respect
to morphological causatives versus the biclausal ‘tell’ construction, clearly indicating
that causatives are monoclausal [Butt, 2003]. In Japanese, however, the situation is
more complex. Matsumoto [1998] uses this test also as an evidence for different types
of causatives. Yokota [2001] again argues that this distinction is not applicable for
Japanese causatives reanalyzing the examples given in [Matsumoto, 1998]. A similarly

complex situation holds in Turkish. (104a) is parallel to examples in Matsumoto [1998].

(104) a. Can cocug-a; [PRO,/; televizyon seyred-er-ken|  gorap-lar-1
Can.Nom child-Dat television watch-Aor-While sock-Pl-Acc
giy-dir-di

wear-Caus-Past.3sg
‘Can made the child put on the socks while watching TV.’

b. Can, cocug-a; [PRO; televizyon seyred-er-ken|  ¢orap-lar-1
Can.Nom child-Dat television watch-Aor-While sock-Pl-Acc
giy-me-si-ni soyle-di

wear-Inf-Poss-Acc tell-Past.3sg
‘Can told the child to put on the socks, while watching TV.’
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Turkish patterns similarly to Japanese [Yokota, 2001]. In causative sentences, as
in (104a), subject of the control clause can be controlled either by the subject of the
base verb or by the agent (logical subject) of the causativized verb. In (104b), on the

contrary, the subject of the control clause is controlled by the matrix object only.

Notice that this pattern is independent of word order. Since word order is free in
Turkish, the adverbial control clause can be placed in several positions within the sen-
tence. (106) gives all possible placements of the adverbial clause televizyon seyrederken
‘watching TV’ for the sentence in (105). Some of the placements are biased towards

Can but in all the arrangements either Can or the child can be watching TV.

(105) Can ¢ocug-a ¢orap-lar-1  giy-dir-di.
Can child-Dat sock-Pl-Acc wear-Caus-Past.3sg
‘Can made the child put on the socks’

(106) a. [PRO,; televizyon seyrederken] Can, ¢ocuga; coraplar1 giydirdi.
b. Can; [PRO,/; televizyon seyrederken| cocuga; coraplar giydirdi.
c. Can; ¢ocuga; [PRO,/; televizyon seyrederken| coraplar: giydirdi.
d. Can; cocuga; coraplar [PRO,); televizyon seyrederken] giydirdi.

e. Can; cocuga; coraplar giydirdi [PRO;/»; televizyon seyrederken].

This word order test is also applied to the biclausal tell construction. (107) gives
the basic tell sentence, and items of (108) give the possible phrase ordering. For the tell
constructions there is no ambiguity. The subject watching TV is either Can ((108a-
b,e)) or the child ((108c-d)) unlike the ambiguous cases in causatives. If the adverb is
close to the inner clause to be a part of it, then it is the child who is watching TV.

Otherwise, the adverb is attached to the verb in the main clause.

(107) Can gocug-a; [PRO; gorap-lar-1 giy-me-si-ni soyle-di
Can.Nom child-Dat sock-Pl-Acc wear-Inf-Poss-Acc tell-Past.3sg
‘Can told the child to put on the socks.’

(108) a. [PRO; televizyon seyrederken | Can; ¢ocuga; coraplari giymesini sGyledi.
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b. Can; [PRO; televizyon seyrederken| cocuga; coraplari giymesini séyledi.
c. Can; cocuga; [PRO; televizyon seyrederken| coraplari giymesini sGyledi.
d. Can; gocuga; coraplar1 [PRO; televizyon seyrederken| giymesini soyledi.

e. Can; gocuga; coraplar1 giymesini soyledi [PRO; televizyon seyrederken].

We take it to be significant that the causative and the biclausal ‘tell’ construction

do not pattern in parallel, but show differences.

Adjunct Interpretation

Matsumoto [1998] and Yokota [2001] give examples of adjunct interpretation in dis-
cussion of mono/biclausality of Japanese causatives. Whether manner adverbs are
interpreted with respect to the base verb or the causativized verb, or both can give us
an idea of the structure of the causatives. In (109) the adverb is interpreted with re-
spect to the causer (mother), not the causee (baby), which is taken to be clear evidence

for monoclausality.

(109) anne bebeg-1  isteksizce uyu-t-tu
mother.Nom baby-Acc reluctantly sleep-Caus-Past.3sg

‘The mother reluctantly made the baby sleep’

If we want to say that the baby is sleeping reluctantly we cannot use an adverb to

express it. Instead, we can use an adjective as in (110).

(110) anne isteksiz  bebeg-i uyu-t-tu
mother.Nom reluctant baby-Acc sleep-Caus-Past.3sg

‘The mother made the reluctant baby sleep.’

Now let us compare the causative data with that of the biclausal ‘tell’ construction
in (111). As can be seen, there are more interpretive possibilities, as the adverb ‘re-

luctantly’ can apply either within the matrix clause (the mother was reluctant) or the
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embedded clause (the sleeping of the baby was reluctant). We thus again have a clear

contrast between the causative and a biclausal construction.

(111) a. anne bebeg-e isteksizce uyu-ma-si-ni soyle-di
mother.Nom baby-Dat reluctantly sleep-Inf-Poss-Acc tell-Past.3sg

"The mother told the baby to sleep reluctantly.’
"The mother reluctantly told the baby to sleep.’

b. anne bebeg-e uyu-ma-si-ni isteksizce soyle-di
mother baby-Dat sleep-Inf-Poss-Acc reluctantly tell-Past.3sg

"The mother reluctantly told the baby to sleep.’

Recall that in Japanese coercive and permissive causatives patterned differently.
In Turkish, the coercive reading generally is the default interpretation for causatives.
However, with respect to some verbs, the permissive meaning is more frequent than
the coercive one. An example is provided in (112) and (113) checks on the adjunct

interpretation in this sentence.

(112) bisiklet-in-i kullan-dir-ir - mi-sin?
bicycle-P2sg-Acc use-Caus-Aor Ques-2sg

‘Would you let (me) ride your bicycle?’

(113) bisiklet-in-i ban-a sessizce kullan-dir-di
bicycle-P3sg-Acc I-Dat quietly use-Caus-Past.3sg

‘He let me quietly ride his bicycle.’
‘He quietly let me ride his bicycle.’

Unlike with the coercive causative, a permissive reading thus seems to allow an
ambiguous interpretation along the lines of a biclausal. The second interpretation in
(113) is more probable, but both are possible. However, if we use a different adverb,
the ambiguity vanishes. Consider (114a) and (114b) with the adverbs ‘forcibly’ and

‘reluctantly’, respectively.

(114)  a. bisiklet-in-i ban-a zorla  kullan-dir-d1
bicycle-P3sg-Acc I-Dat forcibly use-Caus-Past.3sg

‘He forcibly let me ride his bicycle.’
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b. bisiklet-in-i ban-a isteksizce kullan-dir-di

bicycle-P3sg-Acc I-Dat reluctantly use-Caus-Past.3sg

‘He reluctantly let me ride his bicycle.’

These examples show that the interplay between adverbial meaning, lexical seman-

tics and context is rather complex and that the data must be treated with care. How-

ever, the central contrast in (109) vs. (111) would seem to indicate that causatives differ

from biclausal structures.

Negative Polarity Items

We now turn to the last test and one that has been proven to be quite robust as

a test for monoclausality, namely negative polarity [cf. Choi 2005]. The scope of a

negative polarity item tends to be clause-bound. In Turkish this plays out as follows:

the pronoun hi¢ kimse ‘anybody’ in conjunction with the negative suffix -mA means

nobody ((115)).

(115)  a.

hi¢ kimse kestane yedi mi
anybody.Nom chestnut.Nom eat.Past Ques

‘Did anybody eat chestnuts?’

hi¢ kimse kestane yemedi
anybody.Nom chestnut.Nom eat.Neg.Past

‘Nobody ate chestnuts.’

*hic kimse  kestane yedi
anybody.Nom chestnut.Nom eat-Past.3sg

‘Anybody ate chestnuts.’

(116) gives a causative sentence with hi¢ kimse. The negative pronoun and the

negative suffix should be in the same clause therefore this example favors monoclausal

constructions.

(116) hic kimse Cem’-e kestane ye-dir-me-di
anybody.Nom Cem-Dat chestnut-Nom eat-Caus-Neg-Past.3sg

‘Nobody let Cem eat chestnuts.’

‘Nobody fed Cem with chestnuts.’
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We can see the difference better by using the same items in a tell construction as in
(117). In (117a) hi¢ kimse and the negative marker on the verb are in the same clause, so
the sentence is grammatical, but (117b) exemplifies an ungrammatical sentence where

hi¢ kimse is used in the matrix verb and -mA negates the verb of the inner clause.

(117)  a. hig kimse Cem’-e  kestane ye-me-si-ni sOyle-me-di
anybody.Nom Cem-Dat chestnut-Nom eat-Inf-Poss-Acc tell-Neg-Past.3sg

‘Nobody told Cem to eat chestnuts’

b. *hi¢ kimse Cem’-e  kestane ye-me-me-si-ni soyle-di
anybody.Nom Cem-Dat chestnut-Nom eat-Neg-Inf-Poss-Acc tell-Past.3sg

‘Nobody told Cem not to eat chestnuts’

If we use hi¢ kimse in another role within the sentence, as in (118), the same pattern
as in (117) is observed. This is the expected result, the person who is told to (here hi¢

kimse) is not a part of the embedded clause.

(118) a. Cem hi¢ kimse-ye kestane ye-me-si-ni sOyle-me-di
Cem.Nom anybody-Dat chestnut-Nom eat-Inf-Poss-Acc tell-Neg-Past.3sg
‘Cem told nobody to eat chestnuts’

b. *Cem hi¢ kimse-ye kestane ye-me-me-si-ni soyle-di
Cem.Nom anybody-Dat chestnut-Nom eat-Neg-Inf-Poss-Acc tell-Past.3sg

‘Cem told nobody not to eat chestnuts’

So in order to test the behavior of anybody as a part of the embedded clause,
(119) is introduced. In (119a) negation is in the matrix sentence but hi¢ kimse is in
the embedded clause, therefore it is ungrammatical as expected.” Satisfying the same
clause rule, (119b) is grammatical. (119¢) is also grammatical; once the inner clause

has both the negation and negative polarity item we can negate the matrix verb as well.

(119) a. *Cem Ayse’ye hig¢ kimse-yi  Op-me-si-ni soyle-me-di
Cem.Nom Ayse-Dat anybody-Acc kiss-Inf-Poss-Acc tell-Neg-Past.3sg

‘Cem didn’t tell Ayse to kiss nobody.’

"Actually (119a) is grammatical when we interpret it as ‘Cem didn’t tell Ayse ‘go and kiss that
person’ it is Ayse who decided to kiss’. But we think this is not what we are looking for in the tests.
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b. Cem Ayse’ye  hig kimse-yi Op-me-me-si-ni soyle-di
Cem.Nom Ayse-Dat anybody-Acc kiss-Neg-Inf-Poss-Acc tell-Past.3sg

‘Cem told Ayse to kiss nobody.’

c. Cem Ayse’ye hi¢ kimse-yi ~ O0p-me-me-si-ni sOyle-me-di
Cem.Nom anybody-Dat chestnut-Nom kiss-Neg-Inf-Poss-Acc tell-Past.3sg
‘Cem didn’t tell Ayse to kiss nobody.’

The following examples give the causative forms parallel to (118) and (119). Es-

pecially (121) provides a good evidence in contrasting the biclausal construction in

(119a).

(120)

(121)

Cem hi¢ kimse-ye kestane ye-dir-me-di
Cem.Nom nobody-Dat chestnut.Nom eat-Caus-Neg-Past.3sg

‘Cem let nobody eat chestnuts.’

‘Cem didn’t feed anybody with chestnuts.’

Cem Ayse’yve  hi¢ kimse-yi 6p-tiir-me-di
Cem.Nom Ayse-Dat nobody-Acc kiss-Caus-Neg-Past.3sg

‘Cem didn’t let Ayse kiss anybody.’

Thus, the interaction of causatives with negative polarity again demonstrates that

causatives do not pattern along the lines of a biclausal construction.

Though, there is a drawback of the monoclausal representation when the causative

sentence is negative. In her thesis [1993] Goksel uses examples like (122) to indicate

the scope of negation and to prove that [[V+neg|caus] is semantically possible in Turk-

ish. Our implementation only represents one of the interpretations. We believe the

answer to represent both of the interpretations could only be found by considering the

representation of negation as well.

(122)

Ali Cem’-e  kestane ye-dir-me-di
Ali Cem-Dat chesnut-Nom eat-Caus-Neg-Past.3sg

‘Ali didn’t let Cem eat chesnuts’
‘Ali didn’t feed Cem with chesnuts’
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Summary

The results of the tests are mixed: some of the tests completely favor monoclausality,
whereas some others provide counterexamples for representation with a single predicate.
The Passivization test clearly shows the distinction between the causative structures
and the biclausal ‘tell” constructions, and favors monoclausality. The Reflexive Binding
test supports biclausal structure but this might be due to logical subjects. The Control
test seems to give evidence for biclausality if we only consider the causative example
but a comparison with the tell construction clearly demonstrates a distinction. The
Adjunct Interpretation, on the other hand, favors monoclausal structures in almost all
cases but there are few ambiguous interpretations. This problem again, targets the
semantic interpretation of the adjuncts rather than the clausal structure, hence does
not completely negate our conclusions. Another test that clearly favors monoclausality
is the use of Negative Polarity Items. The result of these observations leads us to

assume a monoclausal structure.

4.2.2 Implementation in Lexical Functional Grammar

Having established that Turkish causatives are best analyzed as monoclausal, we now
turn to their representation. Modeling a monoclausal structure in which two predicates
(in our case the main verb and the causative morphology) merge to a predicate as a
single unit is tricky because the analysis involves argument structure merger. Within
LFG, argument structure merger can be effected in various ways. In terms of our actual
implementation, we use the Restriction Operator [Kaplan and Wedekind, 1993] and base

ourselves on the approach suggested by [Butt and King, 2006] for Urdu causatives.

As can be seen in our analysis in (131), the complex causative predication is rep-
resented as a monoclausal structure, that is, as a flat f-structure with no embeddings.
The way we arrive at this analysis is complex and works as follows. For one, we assume
a base f-structure as in (130), which is combined with the predicative information of

the causative morpheme. That is, there are two morphemes containing the predicative
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information of a causativized verb: the verb stem and the causative suffix. These two
predicates are merged to form the new complex predicate by substituting in the argu-

ment structure of the verb stem into one of the arguments of the causative morpheme.

(123) illustrates the sublexical tree representation of a causativized verb. The
morphological output uyu+Verb~DB+Verb+Caus+Pos+Past+A3sg of uyuttu ‘made sleep’

splits into two IGs by the derivational boundary "DB .

(123) Vcaus

Vv CauslG

TR

uyu +Verb
+Verb +Caus +Pos +Past +A3Sg

The lexical entries for the intransitive verb uyu and the causative suffix are given in
(124a) and (124b) respectively. The second argument %PRED2 of the causative suffix is
a local variable that will be filled in by the predicate of the base verb. As can be seen
in (124b), the causative suffix has a two place predicate where the first argument is the
causer and the second argument is the event that is caused. The verb stem in our case
has only one argument ((124a)). When this information is substituted in for %PRED2 in
(124b), the number of arguments of the base verb is preserved. However, the nature of

the arguments themselves are altered.

(124) a. (1 PRED) = ‘uyu<(] SuBJ)>’

b. (T PRED) = ‘caus<(] SUBJ), %PRED2>’

(125) gives the semantic representations of the main verb and its causativized form,
and the mapping of arguments. For intransitive verbs as in (124a), the SUBJect of the

base verb becomes the OBJect of the merged structure.

(125) uyu(SuBJ) caus(SUBJ, uyu(OBJ))
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The XLE code snippet in (126) is the part of the causative rule that handles intran-
sitive verbs. The equation T=| under CausiG states that the f-structure of causiG (|,
current node) is unified with the f-structure of vcaus (T, mother node), therefore all the
features of CcausiG, including its predicate is passed to vcaus. The equation under V
also unifies the current node with the mother node but this time some of the features are
restricted out not to carry those features to the mother node and instead to construct
the merged structure. The predicate of the mother node is ‘caus(suBJ, %PRED2)’
coming from the causative morpheme. Therefore the PRED features should be excluded
during the unification. The subject of the main verb (|) is the object of the complex
predicate (1) ((] suBJ) = (T 0BJ)) and the new subject of the complex predicate will
be filled in by a phrase other than the arguments of the main verb. Therefore SUBJ
and OBJ should also be excluded from the equation T=|, i.e., T \PRED\SUBJ\OBJ=
| \PRED\SUBJ\0OBJ. The constraint (| PRED) = (T PRED ARG2) states that the second
argument of PRED of the mother node, here vcaus, is the PRED of the current node,

here v.

(126)  vcaus —» Vv causiG
7 \PRED\SUBJ\OBJ= | \PRED\SUBJ\OBJ | = |
(] suBJ) = (T 0BJ)

(] PRED) = (T PRED ARG2)

We revisit (31) to give its implementation. C-structures corresponding to the base
sentence in (127a) and its causativized form in (127b) are given in (128) and (129)
respectively. In accordance with our analysis of the basic sentences, causatives also

have a flat structure in order to account for the possibility of free word order.

(127)  a. kedi uyu-du
cat.Nom sleep-Past.3sg

‘The cat slept.’

b. cocuk kedi-yi uyu-t-tu
child.Nom cat-Acc sleep-Caus-Past.3sg

‘The child made the cat sleep.’

7



(128) S (129) S

o v I
NP[indef]  Vfin

| | NP[indef] NP|def] Viin
Nfindef]  V | | |
| | Nlindef] N[indef]  Vcaus
kedi uyudu | | |
cocuk kediyi uyuttu

F-structures (130) and (131) show the initial representation of the base sentence and
the resulting structure after causativization. The former subject kedi ‘cat’in nominative
case is the object in accusative case when causativized. The subject of the new sentence

is ¢cocuk ‘child’.

(130) |prED  ‘uyu(kedi)’ (131) |PrED  ‘caus(cocuk, uyu(kedi))’
PRED ‘kedi’ PRED ‘gocuk’
SUBJ SUBJ
CASE nom CASE nom
TENSE  past PRED ‘kedi’
- - OBJ
CASE  acc
TENSE past

When the verb in question is transitive, the lexical entry has a subject and an object
argument as exemplified for kovala ‘chase’ in (132a). The merged structure in (132b)
reflects the new functions assigned after the causativization process. For transitive
verbs, the subject of the base verb becomes the thematic object (0BJg) of the merged

structure; the object remains the same.

(132) a. (1 PRED) = ‘kovala<(] SuBJ),(T OBJ)>’

b. kovala(suBJ, oBJ) caus(SUBJ, kovala(OBJ-TH, OBJ))

(133) gives the disjunction of the XLE causative rule handling transitive verbs.
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The mapping in (132b) is encoded by using the restriction operator and constraints.
The f-structure of v is unified with the f-structure of the mother node, that is vcaus,
without the SUBJ and oBJ-THfeatures. The PRED is also restricted out to be able to
place the merged predicate in the mother f-structure. The SUBJ of the mother node
comes from the causativized sentence. The equation (| SUBJ)= (T OBJ-TH) places the
suBJ of the base verb v(|) as the OBJ-THof the causativized verb vcaus(T). The rule
makes sure that the verb is transitive with the existential constraint (| OBJ). As in the
intransitive rule disjunct, the constraint (| PRED) = (] PRED ARG2) states that the

second argument of the PRED of vcaus will be filled by the PRED of V.

(133)  vcaus —» Vv CausIG
7 \sUBJ\OBJ-TH\PRED = |\SUBJ\OBJ-TH\PRED | = |
(] suBJ)= (1 OBJ-TH)
(1 oBy)

(] PRED) = (T PRED ARG2)

For the transitive verbs, we present the sentences in (32) once more, as (134). The c-
structures of transitive verbs have no representational difference from intransitive ones.
The c-structures for (134a) and its causativized form (134b) are given in (135) and

(136).

(134) a. kopek  kedi-yi kovala-di
dog.Nom cat-Acc chase-Past.3sg

‘The dog chased the cat.’

b. cocuk kopeg-e kedi-yi kovala-t-t1
child.Nom dog-Dat cat-Acc chase-Caus-Past.3sg

‘The child made the dog chase the cat.’
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(135) S

I

NP[indef] NP|def] Viin

| | |
Nlindef]  N[indef] Vv

| | |
kopek kediyi kovaladi

(136) S

N

NP[indef] NP[indef] NP[def] Vfin

| | | |
Nlindef]  N[indef]  Nlindef] Vcaus

| | | |
gocuk kopege kediyi kovalatt1

(137) and (138) give the corresponding f-structures of (135) and (136), respectively.
kediyi ‘cat (acc)’, the object of the first sentence, preserves its case and function
whereas the nominative subject kopek ‘dog’ becomes a dative thematic object when

the causativization occurs. The subject of the new sentence is ¢ocuk ‘child’.

(137) |prED  ‘kovala(kSpek kedi)’ (138) |PrED  ‘caus(gocuk, kovala(kdpek kedi))’

PRED ‘kopek’ PRED ‘cocuk’
SUBJ SUBJ

CASE nom CASE nom

PRED ‘kedi’ PRED ‘kedi’
OBJ OBJ

CASE acc CASE acc
TENSE  past PRED ‘kopek’

- - OBJTH
CASE dat
TENSE past

Following these implementation basics, we show the f-structures of the example sen-

tences used in the mono/bi-clausality tests. The f-structure of the sentence Ali Arda’ya
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kendini savundurdu ‘Ali made Arda defend him(self).” given in (102a) is depicted in
(139). The reflexive pronoun kendi ‘self’ is not bound to any of the subjects in the

implementation.

(139) |PrED  ‘caus(Ali, savun(Arda,kendi))’

PRED ‘Ali’
SUBJ

CASE nom

PRED ‘kendi’
OBJ

CASE acceC

PRED ‘Arda’
OBJTH

CASE dat

TENSE past

The control test sentence (104a) Can ¢ocuga televizyon seyrederken ¢oraplar: giy-
dirdi. ‘Can made the child put on the socks while watching TV.” has the f-structure
in (140). The subject of the inner clause is ‘null_pro’ and there is no co-indexation,

neither with Can nor with ¢ocuk ‘child” in the implementation.

(140) |prED ‘caus(Can, giy(cocuk, gorap))’
PRED ‘Can’
SUBJ
CASE nom
PRED ‘corap’
OBJ
CASE  acc
PRED ‘cocuk’
OBJTH
CASE dat
PRED ‘seyret(null_pro, televizyon)’
PRED ‘null_pro’ PRED ‘televizyon’
ADJUNCT SUBJ OBJ
CASE nom CASE nom
ADJUNCT-TYPE sub
TENSE past
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(141) gives the f-structure for bisikletini bana sessizce kullandird: ‘He quietly let me
ride his bicycle.” given in (113). The second interpretation ‘He let me quietly ride his

bicycle.” is lost due to the monoclausal representation.

(141) |prED ‘caus(o, kullan(ben,bisiklet))’

PRED ‘O’
SUBJ

CASE nom

PRED ‘bisiklet’

OBJ
CASE acceC
PRED ‘ben’
OBJTH
CASE dat

ADJUNCT |PRED ‘sessizce’

TENSE past

Finally, the f-structure of hi¢ kimse Cem’e kestane yedirmedi ‘Nobody let Cem eat
chestnuts.” given in (116) is shown in (142). Negation is represented in the main clause
level in the structure, hence the representation covers the second interpretation in (116)

as well.

(142) |pPrED  ‘caus(hi¢ kimse, ye(Cem kestane))’

PRED ‘hig kimse’
SUBJ

CASE nom

PRED ‘kestane’
OBJ

CASE nom

PRED ‘Cem’
OBJTH

CASE dat

TENSE PAST, NEG +
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4.2.3 Double Causatives

Double causativization of verbs is frequently used in Turkish, especially if the verb
is intransitive. We revisit the examples we have given in Section 4.2, to analyze the

representation further and to present the details of our implementation.

(143a) and (143b) demonstrate the example sentences for the double causativiza-
tion of intransitives. Once an intransitive verb is causativized, the resulting predicate
‘caus(suBJ, pred(oBJ))’ bears the grammatical functions of a canonical transitive.

Therefore it will be parsed without any need for modifications in the grammar rules.

(143) a. gocuk kedi-yi uyu-t-tu
child.Nom cat-Acc sleep-Caus-Past.3sg
“The child made the cat sleep.’

b. anne gocug-a kedi-yi uyu-t-tur-du
mother.Nom child-Dat cat-Acc sleep-Caus-Caus-Past.3sg

‘The mother made the child make the cat sleep.’

The c-structures of double causativized intransitives are usual flat trees but the
sublexical tree of the verb is interesting in that it has a hierarchical structure. (144)

depicts the sublexical tree of uyutturdu ‘made someone make sleep’.

(144) Vcaus
Vcaus CauslG
\Y% CauslG +Verb +Caus +Pos +Past +A3Sg

P /\
uyu +Verb +Verb +Caus

Causativizing the same verb for the second time ends up with an f-structure parallel

to the single causativization of transitives. In (145), we repeat (131) as the f-structure
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of the base sentence (143a), and give the f-structure of the causativized sentence (143b)

in (146).

(145) PRED  ‘caus(cocuk, uyu(kedi))’ (146) PRED ‘caus(anne, caus(cocuk, uyu(kedi)))’

[ PRED ‘anne’
PRED ‘cocuk’ SUBJ

SUBJ | CASE  nom
CASE nom r
L PRED ‘kedi’
r OBJ
PRED ‘kedi’ | CASE  acc

OBJ -
CASE acc oprrn | TP ‘cocuk’
B CASE  dat

TENSE past )

L _ TENSE  past

Double causativization of transitives, however, is controversial. A single causativiza-
tion example along with two double causativization examples are given in (147). As
exemplified in (147b), it is not considered to be grammatical to overtly state both of
the intermediaries between the agent and the theme of the event. Unlike (147b), the
sentence in (147¢) is grammatical when one of the intermediaries is covert. But then,
the ranking is ambiguous although it is certain that somebody else is involved in the

causation hierarchy. We give both possible interpretations in (147c).

(147)  a. gocuk kopeg-e kedi-yi kovala-t-t1
child.Nom dog-Dat cat-Acc chase-Caus-Past.3sg

‘The child made the dog chase the cat.’

b. *cocug-a kopeg-e kedi-yi kovala-t-tir-di
child-Dat dog-Dat cat-Acc chase-Caus-Caus-Past.3sg

‘S/he made the child make the dog chase the cat.’

c. ¢ocuk kopeg-e kedi-yi kovala-t-tir-di
child.Nom dog-Dat cat-Acc chase-Caus-Caus-Past.3sg

‘The child made someone make the dog chase the cat.’

“The child made the dog make someone chase the cat.’

Dede [1984] explains the ungrammaticality of (147b) with a constraint against two
derived datives. The sentence is ungrammatical when the datives are derived from

former subjects of the base and single causativized verb. To support her argument,
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she provides grammatical examples of causatives with two overt dative noun phrases in
(148) where one of the datives is originally dative in the base sentence (cf. also Zimmer

1976, Kornfilt 1997:332, Goksel 1993:216).

148) a. ben para-y1 cocug-a  ver-di-m
( g
[.LNom money-Acc child-Dat give-Past-1sg

‘I gave the money to the child.’

b. ban-a para-y1 ¢ocug-a  ver-dir-di
[-Dat money-Acc child-Dat give-Caus-Past.3sg

‘S/he made me give the money to the child.” [Dede, 1984]

Note that (147c) is not the causativized form of (147a). We have to introduce
an agent and omit either ¢ocuk ‘child’ or kopek ‘dog’ from the sentence in favor of
grammaticality to get the causativized (147a). Instead, the agent cocuk of (147a)
preserves its function and another intermediary is introduced in (147¢). Goksel and
Kerslake consider some instances of the second causative as an emphasizer so that
there are no more valency alternations in the causativized verb [Goksel, 1993; Goksel
and Kerslake, 2005]. According to them, (149a) and (149b) are identical in meaning,.
We believe (149b) would include an interpretation with an intermediary as well and

treat all double causatives the same in our implementation.

(149) a. sa¢-im-1 kes-tir-di-m
hair-P1sg-Acc cut-Caus-Past-1sg

‘I had my hair cut.’

b. sag-1m-1 kes-tir-t-ti-m
hair-P1sg-Acc cut-Caus-Caus-Past-1sg

‘I had my hair cut.” [Goksel and Kerslake 2005:148]

Now let us examine how we can represent double causative sentences like (147¢) in
LFG. Recall the three place predicate of intransitives after the first causativization (cf.
(132b)); this time, with one more argument, the predicate will be four place and the

intermediary will be represented by the special symbol NuLL to indicate the absence
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of a grammatical function. (150) illustrates the two possible predicates of the verb in

(147¢).

(150) a. caus(SUBJ, caus(NULL, kovala(OBJ-TH, OBJ)))

b. caus(SUBJ, caus(OBJ-TH, kovala(NULL, OBJ)))

The grammar needs an additional causative rule to handle double causatives of
transitives. The methodology is the same but we introduce another causative predicate
with NULL as one of the arguments ((151)) and a CHECK feature _DOUBLE-CAUS to

control second causativization.
(151) (7 PRED) = ‘caus<NULL, %PRED2>’

Additional contraints to (133) are given in boldface in (152) and the rule for the
second causative is given in (153). Briefly, we force the inner causative to have an
argument structure with a NuLL if it will have the outer causative, and force the double

causative not to have a NULL instead of a SUBJ, that is, pick the lexical representation

in (124b) instead of (151).

(152)  vcaus —» Vv CausIG
7 \SUBJ\OBJ-TH\PRED = |\SUBJ\OBJ-TH\PRED | = |
(] suBJ)= (1 OBJ-TH)

(1 oB3)

(T CHECK _DOUBLE-CAUS)

(T PRED ARG1) = NULL

(

| PRED) = (] PRED ARG2)

(153)  vdoublecaus —  Vvcaus causlG
1 \SUBJ\PRED = [\SUBJ\PRED | = |
(T CHECK _DOUBLE-CAUS)= +
(T PRED ARG1) ~= NULL

(| PRED) = (] PRED ARG2)
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The simplified f-structure of (147c¢) is depicted in (154). kedi ‘cat’ is chased by kdpek
‘dog’, and ¢ocuk ‘child’ is the agent that starts the causation. The intermediary person
between the child and dog is not explicit in the sentence, hence is represented as NULL

in the f-structure.

(154) |PrED  ‘caus{gocuk, caus(NULL, kovala(kdpek,kedi)))’

PRED ‘cocuk’
SUBJ

CASE nom

PRED ‘kedi’
OBJ

CASE  acc

PRED ‘kopek’
OBJTH

CASE dat

TENSE past

4.3 Passives

As briefly introduced in Section 3.2, passivization is also realized morphologically in
Turkish. We have given a canonical passivization example in (34), p.23 where the ac-
cusative object becomes nominative subject when passivized. We now continue with
impersonal and double passivization discussed in Section 4.3.1 and then provide our im-
plementation in Section 4.3.2. The analysis and implementation of passivized causatives

are presented in Section 4.3.3.

4.3.1 Impersonal and Double Passives

In Turkish, it is possible to passivize intransitives with constituents other than direct
object, as in (155) and (156). In those cases, passivization is impersonal, that is, the
constituent preserves its function (and also its case marking) and there is no subject in

the passivized sentence. Kornfilt [1997] shows such passives are impersonal by stating
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the two properties that do not obey the subjecthood rules: the constituent is not in
nominative case ((155b) and (156b)) and it does not agree with the verb in person
and number ((156b) and (156¢)). Still, we can derive a participle from the passivized

sentence and extract the constituent in the same way as subject, as in (155¢).

(155) a. Ali okul-a git-ti
Ali.Nom school-Dat go-Past.3sg

‘Ali went to the school.’

b. okul-a gid-il-di
school-Dat go-Pass-Past.3sg
‘The school was gone to.’

c. gid-il-en okul
go-Pass-Prespart school.Nom

‘the school that was gone to’

(156) a. Alisan-a  git-ti
Ali you-Dat go-Past.3sg

‘Ali went to you.’

b. san-a  gid-il-di
you-Dat go-Pass-Past.3sg

“You were gone to.’

c. *sen/san-a gid-il-di-n
you.Nom /you-Dat go-Pass-Past-2sg

“You were gone to. (intended meaning)’

When the constituent is used with a transitive verb, instead of an intransitive one
as in (157a), the object becomes the subject as expected ((157b)), and the behavior
of the constituent in the participle construction changes. We can see the object-like
behavior in (157¢). The derivation in (157d), which is parallel to (155¢) in terms of the

participle suffix, is now ungrammatical with a transitive verb.

(157) a. Ali™-yi okul-a gotiir-dii-m
Ali-Acc school-Dat take-Past-1sg

‘I took Ali to the school.’
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b. Ali okul-a gotir-il-di
Ali.Nom school-Dat take-Pass-Past.3sg

‘Ali was taken to the school.’

c. Ali'nin gotur-ul-digi okul
Ali-Gen take-Pass-Pastpart school.Nom

‘the school that Ali was taken to’

d. *Ali gotir-iil-en okul
Ali.Nom take-Pass-PresPart school.Nom

‘the school that Ali was taken to’ (intended meaning)

(158) illustrates another examples of an impersonal passive. To prevent a confusion
that might arise, (158) is only given to show the passivization of an intransitive verb
in terms of syntactic and morphological modifications; it does not necessarily mean
that (158b) is the passive form of the 1st person singular verb in (158a). In all cases
of impersonal passivization, the agent is uncertain, yet can be identified as a group of

people, not a single person.

(158) a. ben ev-de uyu-du-m
[.Nom home-Loc sleep-Past-1sg

‘I slept at home.’

b. ev-de uyu-n-du
home-Loc sleep-Pass-Past.3sg

‘It was slept at home.’

When the ‘group’ meaning is intended in the sentence, transitive verbs can also
be impersonally passivized by using double passivization on transitives. (159) gives
two double passivized sentences, both having the meaning that the actions are taken

together with a group. It may also contain the generic meaning, as exemplified in (160).%

(159) a. film izle-n-il-di
movie.Nom watch-Pass-Pass-Past.3sg

‘The movie was watched.’

8The single passivization of the sentences in (159) can be assumed to have the same interpretation
with the double passivization, but (160) does not have such a parallelism.
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b. tath-lar ye-n-il-di
Dessert-P1.Nom eat-Pass-Pass-Past.3sg

‘Desserts were eaten.’

(160) harp-te vur-ul-un-ur
war-Loc shoot-Pass-Pass-Aor.3sg

‘One is shot (by one) in war’ [Ozkaragoz, 1986]

In the following section, we give the implementation of different passivization types.

4.3.2 Implementation in Lexical Functional Grammar

The basic passivization is handled with the standard lexical rule that takes an 0BJ and
makes it a SUBJ.® The passivization information is carried in the morphological tag
+Pass and is represented as the feature-value pair [PASSIVE +|. The sublexical tree in

(161) illustrates the representation of the passivized form of kovala ‘chase’.

(161) Vpass

Vv PassIG

TS

kovala +Verb
+Verb +Pass +Pos +Past +A3Sg

(162) gives the lexical entry for the same verb, which is modified in order to handle
passivization. Now the basic lexical entry, also given in (132a), is the argument of the
template QPASS. There are no separate lexical entries for a verb and its passive form

in the lexicon.

(162) @(pass (T PRED)=‘kovala((T suBJ), (T OBJ))").

9We slightly modified the version available at http://www?2.parc.com/isl/groups/nltt/xle/doc /no-
tations.html
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The template @PASS in (163) leaves its argument SCHEMATA as is, when there
is no passivization. The SCHEMATA is the PRED schema of the verb. If the verb is
passivized, the passive morpheme inserts an + as the value of the PASSIVE feature.
Since the constraint (T PASSIVE)=c + is satisfied, the second disjunct of the passive
rule is selected during the parse. The OBJect of the PRED becomes SUBJect by the lexical
rewrite rule (T 0BJ)— (7T suBJ) and the suBJect is replaced with an OBLique AGent if a
by-phrase is present, otherwise it will only be represented as NuLL. The resulting PRED
schema is either (T PRED)="kovala((T OBL-AG), (1 SUBJ))’ or (T PRED)="kovala(NULL,
(T suBJ))’, respectively. Then, the governing functions are filled in by the appropriate

noun phrases by using the standard sentence rule.

(163)  PASS(SCHEMATA)= { SCHEMATA (] PASSIVE)=c -
| SCHEMATA
(T PASSIVE)=c +
(T oBJ)—(T suBJ)
{ (1 suBJ)— (T OBL-AG)

|(T SUBJ)— NULL}}.

The different outputs of this rule are illustrated in (164) and (165), which provide
simplified f-structures of the sentences kdpek beni kovaladr ‘The dog chased me.” (also

in (34a)) and ben kovalandum ‘I was chased.” (also in (34b)) respectively.

(164) |prED  ‘kovala(kdpek, ben)’ (165) |PrRED ‘kovala(NULL, ben)’

PRED ‘kopek’ PRED ‘ben’

SUBJ SUBJ
CASE nom CASE nom
PRED  ‘ben’ TENSE PAST, PASSIVE +

OBJ - -
CASE  acc

TENSE past

A similar rule is applied for the implementation of impersonal passivization. (166)

gives the f-structure for the impersonally passivized sentence in (158b).
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(166) |PrED ‘uyu(NULL)’
PRED ‘ev’

ADJUNCT
CASE loc

TENSE PAST, PASSIVE —+

In cases of double passivization, the morphological analyzer produces the analysis
of a single passivized verb although there are two passive morphemes in the surface
level. ye-n-di (eat-Pass-Past.3sg) and ye-n-il-di (eat-Pass-Pass-Past.3sg) have the same

morphological output ye+Verb”DB+Verb+Pass+Pos+Past+A3sg.

In our implementation, we accept the second passivization only as an emphasizer
which is not reflected in our representation. Hence, we use the output of the morpho-
logical analyzer without any modification. The double passivized sentence in (159b)

has the f-structure provided in (167).

(167) |PRED ‘ye(NULL, tath)’
PRED ‘tatl’
SUBJ
CASE nom

TENSE PAST, PASSIVE —+

4.3.3 Passivization of Causatives

Passivization of causatives is straightforward from a theoretical point of view but poses
interesting issues in terms of implementation. The nominative subject kedi ‘cat’ in
(168a) becomes the accusative object in (168b) when causativized. When the causative
sentence in (168b) is passivized the accusative kedi ‘cat’ becomes the nominative subject
again in (168c).

(168) a. kedi uyu-du

cat.Nom sleep-Past.3sg
‘The cat slept.’
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b. cocuk kedi-yi uyu-t-tu
child.Nom cat-Acc sleep-Caus-Past.3sg
‘The child made the cat sleep.’

c. kedi uyu-t-ul-du
cat.Nom sleep-Caus-Pass-Past.3sg

‘The cat was made to sleep.’

(169) illustrates the sublexical tree of the verb uyutuldu ‘was made to sleep’ where
the hierarchy of the causative and passive morphemes can be observed. According
to this sublexical tree, the main verb and the causative morpheme come together to
constuct the causative complex predicate which is represented as vcaus in the tree.

Then the IG including the passive morpheme is attached to vcaus to passivize it.

(169) Vpass
Vcaus PassIG
\Y CauslG +Verb +Pass +Pos +Past +A3sg

P TN
uyu +Verb +Verb +Caus

Causativization increases the valency of the verb by one. If the verb is intransitive, as
in (168), the result is a transitive verb. Therefore, one would expect the passivization
of causatives to be like the passivization of transitive verbs. The morpheme +Caus
carrying the causative information has the modified lexical entry given in (170), similar
to other verbs (cf. (162)). Then, the passivization will be handled by the standard

passive rule.

(170) @(Pass (1 PRED) = ‘caus{(] SUBJ), %PRED2)").

Hovewer, the implementation does not go in parallel with the linguistic theory. The

passive template in (163) is a lexical rule and it is called from the suffix lexicon of the
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grammar ((170)). When there is no passivization, the PRED for the causative morpheme
is ‘caus<(] suBJ), %PRED2>’ as expected. But when there is passivization, only
the lexical rewrite rule (1 SUBJ)— NULL applies since there is no explicit OBJ in the
provided PRED schema of the +Caus morpheme. Therefore the resulting PRED schema
is (1 PRED)=‘caus(NULL, %PRED2)" and the obligatory rewrite rule (T OBJ)—(T SUBJ)

is lost in this step.

This is why there is a special disjunct devoted to passivized causatives in the
causative rule ((171)). It makes use of the fact that the subject of the base verb
is also the subject of the passivized causativized verb. There is no risk of allowing

[[V+pass]+caus| constructions since they cannot pass the morphology barrier.

(171)  vcaus — V causlG
7 \PRED = | \PRED T=1
(T PASSIVE)=c +

(I PRED) = (T PRED ARG2)

As a result, the f-structure of the passivized causative sentence in (168c) is given in

(173).

(172) |PrED  ‘caus(cocuk, uyu(kedi))’| (173) |PRED ‘caus(NULL, uyu(kedi))’
PRED ‘gocuk’ PRED ‘kedi’
SUBJ SUBJ
CASE nom CASE nom
PRED ‘kedi’ TENSE PAST, PASSIVE +
OBJ - -
CASE acc

TENSE past

The passivization of causativized transitives has no difference in implementation.
(175) repeats the f-structure of the causativized transitive (174a) and (176) gives the

f-structure of its passivized form in (174b).

(174) a. gocuk kopeg-e kedi-yi kovala-t-t1
child.Nom dog-Dat cat-Acc chase-Caus-Past.3sg

‘The child made the dog chase the cat.’
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b. kedi (gocuk  tarafindan) kopeg-e kovala-t-1l-di
cat.Nom child.Nom by dog-Dat chase-Caus-Pass-Past.3sg

‘The dog was made to chase the cat (by the child).’

(175) -PRED ‘caus(gocuk, kovala(kopek,kedi))’ (176)

PRED  ‘caus(NULL, kovala(kopek kedi))’

PRED ‘cocuk’ i )
SUBJ PRED ‘kedi’
CASE nom OBJ
- CASE nom
PRED ‘kedi’ L
OBJ r
CASE  acc PRED ‘kopek’
- OBJTH
PRED ‘kopek’
OBITH CASE dat
CASE dat B

TENSE PAST, PASSIVE +

TENSE past L

4.4 Noun-Verb Compound Verbs

In Turkish, N-v constructions that act as a single verb are commonly used. Most
frequently, the light verbs et ‘do” and ol ‘become’, followed by al ‘take’, ver ‘give’; koy

‘put’ form the v part of the construction. (177) exemplifies a light verb in use.

(177)  Ayse ge¢mis-i yad et-ti
Ayse.Nom past-Acc remembrance.Nom do-Past.3sg

‘Ayse remembered the past.’

Verbs that are constructed using a noun and a light verb possess the characteristics
of complex predicates. Consider the passivization test in (178). We argue that it is
ge¢mis ‘past’, not yad ‘remembrance’; which functions as object in (177). Supporting
our argument, ge¢mis ‘past’ becomes the nominative subject when the sentence is

passivized in (178).

(178) ge¢mis yad ed-il-di
past-Acc remembrance.Nom do-Pass-Past.3sg

‘The past was remembered.’
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Further evidence for the complex predication is that the noun and the light verb
jointly affect the argument structure. (179) shows the effect of using two different light
verbs with the same noun. In (179a) the object is in accusative, but in (179b) it is in

dative case.

(179) a. gocuk ogretmen-i  drnek ald:
child.Nom teacher-Acc role.model.Nom take-Past.3sg

‘The child took the teacher as a role model.’

b. ¢ocuk ogretmen-e ornek oldu
child.Nom teacher-Dat role.model.Nom become-Past.3sg

‘The child became a role model to the teacher.’

In opposition to (179), if we use one light verb and change the noun part of the
compound verb, as in (180a) and (180b), then we can observe different case markers in
the object. Thus, it is the combination of light verb and noun that determines the case

of the object.

(180) a. gocuk ogretmen-i Ornek ald1
child.Nom teacher-Acc role.model.Nom take-Past.3sg

‘The child took the teacher as a role model.’

b. cocuk ogretmen-den haber aldi
child.Nom teacher-Abl  news.Nom take-Past.3sg

‘The child learned news about the teacher’

‘The child learned news from the teacher’

In terms of the LFG representation, we follow the N-v analysis of Butt et al. [2008].
The argument structure of verb and noun is mapped into a merged monoclausal struc-
ture. Together with its verb meaning, et ‘do’ has an additional entry in the lexicon as

a light verb, given in (181).

(181) (1 PRED) = ‘et<(] SUBJ), %PRED2>’

The predicate of the noun that forms a compound verb with the given light verb

is placed as the second argument of the complex predicate. The rule handling this
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transformation is completely parallel to that of causatives. The c-structure and f-

structure of the light verb example in (177) are given in (182) and (183) respectively.

(182) S
NP[indef] NP[indef] Vfin

| | |
PROP N[indef] Vcomplex
| | N

Ayse gegmigi  N[indef] Vlight
| |
yad etti

(183) |PrED  ‘et(Ayse, yad(gecmis))’
PRED ‘Ayse’

SUBJ
CASE nom

PRED ‘gecmig’
OBJ
CASE acc

TENSE past

Compound verbs also act as a single constituent within the sentence. None of the
other constituents of the sentence can interfere. Only the question clitic mH, e.g, yad
ma etti ‘did s/he remember’ and the adverb dA, e.g, yad da etti ‘s/he remembered too’
can be used in between. The vcomplex representation in the c-structure makes sure

that this property holds.

4.5 Non-canonical Objects

Turkish has a well-known case alternation on objects that correlates with the semantics

of specificity [Eng, 1991]. A nonspecific direct object generally bears nominative case
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and a specific direct object is marked with the accusative. (184) and (185) exemplify

this well-known contrast.

(184) a. Ali bir piyano  kiralamak istiyor
Ali one piano.Nom to.rent  want.Prog.3sg

‘Ali wants to rent one (some) piano.” [Eng, 1991]

b. Ali bir piyano-yu kiralamak istiyor
Ali one piano-Acc to.rent  want.Prog.3sg

‘Ali wants to rent a certain piano.” [Eng, 1991]

(185) a. su ictim
water.Nom drink.Past.1sg

‘T drank water.’

b. su-yu ictim
water-Acc drink.Past.1sg

‘I drank the water.’

In this section, we survey a less well-known fact that Turkish contains further seman-
tically conditioned case markings. There are at least two identifiable groups (Section
4.5.1). One involves Differential-Object Marking [Aissen, 2003], encoding semantic dif-
ferences at a clausal level, and in the other one, the non-canonical object marking seems
to be conditioned exclusively by the lexical semantics of the verb. In Section 4.5.2, we
go through a number of tests involving passivization, causativization and raising in
order to get a handle on the distribution and behavior of the non-canonical objects.

We present our analysis and its implementational details in Section 4.5.3.

The research in this section is done in collaboration with Miriam Butt and published

in Cetinoglu and Butt [2008].

4.5.1 Non-Canonical Object Marking in Turkish

In addition to the well-known specificity alternation in (184) and (185), an ablative
object indicates partitivity when the object is consumable [Dede, 1981; Kornfilt, 1990],
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as in (186), or it expresses a membership of a category (e.g. drnek ‘example’, [Goksel
and Kerslake, 2005]). As (187) illustrates, the relation does not hold when the object

does not belong to any of these groups.

(186) su-dan  igtim
water-Abl drink.Past.1sg

‘I drank some of the water.’

(187) sige-den  ictim
bottle-Abl drink.Past.1sg

‘I drank (something) from the bottle.’

In addition to signaling partitivity, case in Turkish also appears to make distinctions
between the degree of affectedness of an object. The examples in (188) and (189)
illustrate this type of case alternation, which occurs with a group of verbs that also
includes bak ‘look’ and fle ‘blow on’. Here the dative encodes less affected objects and
alternates with the accusative. For example, in (188) the action and, indeed, the verb
are the same. However, if an accusative is used, the interpretation is that the child was
shot; when a dative is used, the object child is less affected and the interpretation is

that the child was merely hit.

(188) a. Ali g¢ocug-u vur-du
Ali.Nom child-Acc hit-Past.3sg

‘Ali shot the child.” [Dede 1981:41]
b. Ali cocug-a vur-du

Ali.Nom child-Dat hit-Past.3sg

‘Ali hit the child.” [Dede 1981:41]

(189) a. fare peynir-i ye-di
mouse.Nom cheese-Acc eat-Past.3sg

‘The mouse ate the cheese.” [Dede 1981:41]

b. fare peynir-e dokun-du
mouse.Nom cheese-Dat touch-Past.3sg

‘The mouse touched the cheese.” [Dede 1981:41]
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In (189) the verbs differ, but the effect of the case alternation is the same: actions

affecting an object to differing degrees are encoded via differential case marking.

Alternating case markers due to the affectedness of the object are also found in
many other languages (e.g., Scottish Gaelic, Finnish, South Asian languages in general,
cf. Butt 2006). For example, Kiparsky [1998] analyzes a Finnish alternation that is

very similar to the one in (188) as involving boundedness.

(190) a. Ammu-i-n karhu-n
shoot-Past-1sg bear-Acc

‘I shot the/a bear.” [Kiparsky 1998:267]

b. Ammu-i-n karhu-a
shoot-Past-1sg bear-Part

‘I shot at the/a bear (bear is not dead).” [Kiparsky 1998:267]

We leave aside the question of the exact semantics underlying the observed alterna-
tions in (188) and (189) and move on to another type of non-canonical case marking
on objects found with a large subset of psych verbs. Although all the verbs given in
(191) are similar in meaning, only (191a) bears the canonical accusative case. (191b)
and a group of verbs such as nefret et ‘hate’, kork ‘fear’, suphelen ‘suspect’, igren ‘be
disgusted’ have ablative objects and (191c), and another subset of pysch verbs such as

yalvar ‘beg’, kiz ‘be angry’, inan ‘believe’ have dative objects.

(191) a. Ali Ayse’-yi seviyor
Ali.Nom Ayse-Acc love.Prog.3sg

‘Ali loves Ayse.’

b. Ali Ayse’-den hoglaniyor
Ali.Nom Ayse-Abl like.Prog.3sg
‘Ali likes Ayse.’

c. Ali Ayse’-ye tapiyor
Ali.Nom Ayse-Dat adore.Prog.3sg
‘Ali adores Ayse.’
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There is also another set of verbs which simply take non-canonical objects. These
verbs do not have a common semantic property and can have either ablative or dative

objects. bin ‘ride’ in (192) and yardim et ‘help’ are from this class.

(192) Hasan at-a bindi
Hasan.Nom horse-Dat ride.Past.3sg

‘Hasan rode the horse.’

In our work, we focus on how these non-canonical objects should be analyzed. Given
that they are clearly semantically restricted ([4r]), we would expect them to function
as OBJy or even OBL in terms of LFG’s linking theory [Bresnan and Zaenen, 1990].
A related question is whether these non-canonical objects, when passivized, should be
analyzed as subjects. In the next section, we therefore examine data with respect to

passivization, causativization and raising.

4.5.2 Object Tests

Both causativization and passivization affect argument structure and thus are poten-
tially good tests to distinguish between types of objects. In addition to these tests we

consider the data from raising tests and observe that there are two classes of objects.

Passivization

We have given the passivization of verbs with canonical objects in Section 4.3. In
standard LFG analyses (e.g., Bresnan 1982; Sells 1985; Butt et al. 1999), the assumption
is that the OBJ, but not OBJy, is realized as the SUBJ of the passive clause (also see
the discussion of the status of 0BJ in Borjars and Vincent [2008]). This section thus

investigates the behavior of the non-canonical objects with respect to passivization.

Recall that in canonically marked clauses, the nominative/accusative object is real-
ized as a standard nominative subject which agrees with the verb under passivization.

(193) gives a simple canonical example.

101



(193) a. ben-i kovala-di
[-Acc chase-Past.3sg

‘S/he chased me.’

b. ben  kovala-n-di-m
[.Nom chase-Pass-Past-1sg

‘I was chased.’

In contrast, the ablative partitive object preserves its case under passivization. As
Dede [1981] points out, if the ablative were absorbed under passivization with ablative
partitives, then the partitive reading would be lost. There is thus a clausal semantic

reason for the ablative to be preserved.

(194) a. su i¢-il-di
water.Nom drink-Pass-Past.3sg

‘Water was drunk.’

b. su-dan ig-il-di
water-Abl drink-Pass-Past3sg

‘Some of the water was drunk.’

Given this observation, the next question is the function of the ablative partitives in
the passivized sentence. Subjecthood rules given in Kornfilt [1997] are the nominative
case and the agreement with the verb in person and number [cf. also Goksel and Kerslake
2005], and (194b) fails with respect to both of them. This is more clearly illustrated
by the (semantically somewhat strange) examples in (195) where the verb agreement

is 3sg in (195b).

(195) a. ben igil-di-m
[.Nom drink.Pass-Past.1sg

‘T was drunk.’

b. ben-den ic¢-il-di
[-Abl drink.Pass-Past.3sg

‘Some of me was drunk.’

However, there are indications, as in (196), that these ablative partitives function

as subjects. Kornfilt [1990] points out that these examples involve unaccusative verbs
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where the ablative is the sole core argument and is naturally analyzed as a subject
(despite the absence of verb agreement). Kornfilt [1990] argues that the ablative objects
have the same distribution as canonical objects and proposes a pro which receives a
phonologically unrealized Structural Case, thus bringing ablatives in line with canonical
nominative/accusative objects (Kornfilt abandons the subjecthood criterion of verb

agreement with respect to these examples).

(196) a. biz-de bu kitap-tan kal-ma-di
we-Loc this book-Abl remain-Neg-Past

‘We don’t have any (copies) of this book left.” [Kornfilt 1990:287]

b. dolap-ta bu sucuk-lar-dan var/yok
cupboard-Loc this sausage-P1-Abl exist/Neg.exist

‘There are/aren’t (some/any) of these sausages in the cupboard.” [Kornfilt

1990:287]

In Goksel and Kerslake’s [2005] analysis, a type of partitive constructions is com-
posed of an ablative noun phrase as the modifier and the constituent expressing the
part as the head. (197) exemplifies the partitive construction bu kitaptan iki tane ‘two
copies of this book’. In such constructions it is possible to omit the head. When the
head ki tane ‘two copies’ is omitted, we get the ablative noun phrase in (196a).Thus,
the analysis of (196a) is parallel to that of (197). In our analysis, we do not employ
such a parallelism. Our approach follows a parallelism between the ablative and nomi-

native/accusative alternations of the same phrase.

(197) biz-de bu kitap-tan iki tane kal-ma-di
we-Loc this book-Abl two copy remain-Neg-Past

‘We don’t have two copies of this book left.’

Non-canonical case encoding degree of affectedness/boundedness is also preserved
under passivization. When (198a) is passivised the dative object is still dative in (198b)
instead of nominative. Again, case absorption would erase the semantic contrast; the

sentence would mean ‘shot the child’ rather than ‘hit the child’.
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(198) a. Ali gocug-a  vur-du
Ali.Nom child-Dat hit-Past
‘Ali hit the child.’

b. cocug-a vur-ul-du
child-Dat hit-Pass-Past

‘The child was hit.” [Dede 1981:45]

If we apply a test on both alternatives of vur, we can observe that the passivized
accusative and dative behave exactly alike with respect to anaphora resolution. This

indicates that the passivized dative argument may be functioning as a subject.

(199) a. gocuk  kendisi tarafindan vuruldu
child.Nom self.P3sg by shoot.Pass.Past.3sg

‘The child was shot by itself.’

b. cocug-a kendisi tarafindan vuruldu
child-Dat self.P3sg by shoot.Pass.Past.3sg

‘The child was hit by itself.’

In psych verbs, the object also preserves its case under passivization as exemplified
in (200b). A small group of native speakers also accept the passivization as grammatical

when the object becomes nominative as in (200c).

(200) a. san-a  tap-t1
you-Dat worship.Past.3sg

‘S/he worshipped you.’

b. san-a  tapild:
you-Dat worship.Pass.Past.3sg

“You were worshipped.’

c. 7sen tapildin
you.Nom worship.Pass.Past.2sg

“You were worshipped.’

Although (200¢) is ungrammatical for some speakers, the same data providers find
(201) grammatical. In this example, tapilarak ‘(while) being worshipped’ is the sen-

tential complement which behaves as an adverb and is constructed by appending an
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-(y)ArAk suffix to the verb. The subject of the while-clause always matches the sub-
ject of the main sentence (presumably via obligatory anaphoric control, cf. Dalrymple
2001). So, it seems that, to be able to construct the matrix sentence, the inner sentence
should have a subject, and the verb tap ‘worship’ is forced to be passivized and has a

nominative case marker, rather than a dative one.

(201) o©kiiz tap-il-arak kilise-ye  getir-il-di
ox.Nom worship-Pass-ByDoingSo church-Dat bring-Pass-Past.3sg

“The ox, while being worshipped, was brought to the church.’
(Knecht [1986] taken from Ozkaragoz [1979))

When the matrix verb is impersonally passivized, ox can keep its dative case marker
in the embedded clause. On the whole, the evidence from passivization with respect
to the psych verbs again seems to indicate that the non-canonical object is indeed

functioning as a direct object that is realized as a subject under passivization.

(202) o©kiiz-e tap-l-arak dans ed-il-di
ox-Dat worship-Pass-ByDoingSo dance make-Pass-Past.3sg

‘It was danced while the ox was worshipped.’

Lastly, we turn to the class of verbs like bin ’ride’, which have dative objects. As

shown in (203), case is again preserved under passivization.

(203) a. Hasan at-a bindi
Hasan.Nom horse-Dat ride.Past.3sg

‘Hasan rode the horse.’

b. at-a bin-il-di
horse-Dat ride-Pass-Past.3sg

‘The horse was ridden.’

However, this data by itself again is not sufficient to establish the potential sub-
jecthood (and hence the precise object status of the non-canonical object), as it is also

possible to passivize clauses with an intransitive verb and constituents other than the

105



direct object, as in (204). In these cases passivization is impersonal, that is, the con-
stituent preserves its function (and also its case marking) and there is no subject in the

passivized sentence ((204a) and (204b)).1°

(204) a. Ali okul-a git-ti
Ali.Nom school-Dat go-Past.3sg

‘Ali went to the school.’

b. okul-a gid-il-di
school-Dat go-Pass-Past.3sg

‘The school was gone to. (Somebody went to the school)’

But all is not lost as the derivational suffixes -(y)An and -dHGH help distinguish
between subject and non-subject gaps in participles. The suffix -(y)An is used in
relativizing subjects, constituents expressing the location of the activity indicated by

the relative clause, and some possessors [Goksel and Kerslake, 2005].

Thus, if we convert a passivized sentence with neither a location constituent nor
a possessor into a participle and extract the constituent we are interested in, we can
restrict ourselves to determine whether or not it is functioning as a subject. Consider the
data in (205). (205a) represents the base predication. In (205b) and (205c¢), participles
corresponding to the base predication have been formed. In (205b), the suffix -(y)An
indicates that there is a subject gap, i.e., kopek ‘dog’ is the missing subject of the
participle. In (205c¢), on the other hand, the object kedi ‘cat’ has been extracted and
the non-subject suffix -dHgH marks this.

(205) a. kopek  kedi-yi kovaladi
dog.Nom cat-Acc chase.Past.3sg

‘The dog chased the cat.’
b. []; kedi-yi kovala-yan  kopek;
cat-Acc chase.PresPart dog.Nom
‘The dog that chased the cat.’

10The impersonal passive in (204) repeats (155). The detailed discussion on impersonal passives is
given in Section 4.3.
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c. kopeg-in [ ]; kovala-dig1 kedi;
dog-Gen chase-PastPart.3sg cat.Nom

‘The cat that the dog chased.”!

So let us try the participle extraction test with the bin ‘ride’ class. When we make a
participle out of the passive version in (203) and extract the constituent at ‘horse’, the
morphological marking on the participle indicates that the former non-canonical object
is now patterning with subjects (cf. (206a) and (206b)). We take this as an indication

that these non-canonical objects behave like subjects when they are passivized.

(206) a. bin-il-en at
ride-Pass-PresPart.3sg horse.Nom

‘The horse that was ridden.’

b. *bin-il-digi at
ride-Pass-PastPart.3sg horse.Nom

‘The horse that was ridden.” (intended meaning)

The data in this section has demonstrated that in all instances of non-canonical
object marking, the case was preserved under passivization. Despite this case preser-
vation and the lack of agreement with the verb, a range of tests indicate that these
non-canonical objects function as subjects when passivized. Thus, the passivization
data so far also suggest that all of the objects could be analyzed as OBJ. In the next
section we turn to data from causativization to see whether this analysis can be con-

firmed or whether our analysis needs to be more differentiated.

Causativization

Both single and double causativization of verbs with canonical objects are discussed in
the introductory Section 3.2 and in more detail in Section 4.2. If the verb is intran-
sitive, the subject becomes an accusative object (cf. (31b)). In transitive clauses, the

canonical nominative/accusative object preserves its case and function when the verb

The genitive case on dog is because it is functioning as the agent/Spec of the participle.
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is causativized. The causee (former nominative subject) is marked with the dative (cf.

(32b)).

The ablative on partitive objects is similarly preserved under causativization. The
causee is again dative, as exemplified in (207b). This is parallel to the canonical

causative in (32), indicating that the ablative object patterns with canonical objects.

(207) a. su-dan  ig-ti-m
water-Abl drink-Past-1sg

‘I drank some of the water.’

b. annem ban-a su-dan  ig-ir-di
mother.Plsg I-Dat water-Abl drink-Caus-Past.3sg

‘My mother made me drink some of the water.’

Where a dative object signals low affectedness, we encounter a difficulty because
Turkish has a general constraint which disprefers two dative-marked objects in a clause.
However, if one of the datives is an indirect object, then two datives in a clause are

allowed, as in (208).

(208) Babam-a ¢ocuklar-a  masal anlat-tir-di-m
father.P1sg-Dat child.Pl-Dat story.Nom tell-Caus-Past-1sg

‘I had my father tell stories to the children.” [Goksel 1993:216]

The pattern with causatives of dative less affected objects is complex in that it
allows for an alternative realization of both the causee and the object. Each can be
realized with a dative or an accusative, depending on whichever is compatible with an
affectedness/boundedness reading. Consider bak ‘look’ in (209), which takes a dative
object in the base predication. In (209a), the causee is in the dative, but in (209b), the

causee is accusative and kap: ‘door’ (which is not affected) is dative.

(209) a. hizmetgi-ye ¢ocug-u bak-tir-di-k
maid-Dat child-Acc look-Caus-Past-1pl

‘We made the maid look after the child.” [Dede 1981:43]
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b. herkes-i kapi-ya  bak-tir-di-m
everybody-Acc door-Dat look-Caus-Past-1sg

‘T made everybody look at the door.” [Dede 1981:43]

A similar pattern can be observed in (210) with the shoot/hit alternation.' When
the child is less affected (hit rather than shot), it appears in the dative.

(210) a. Ahmet Ali’-ye c¢ocug-u vur-dur-du
Ahmet.Nom Ali-Dat child-Acc shoot-Caus-Past.3sg

‘Ahmet made Ali shoot the child.’

b. Ahmet Ali’-yi c¢ocug-a vur-dur-du
Ahmet.Nom Ali-Acc child-Dat hit-Caus-Past.3sg

‘Ahmet made Ali hit the child.’

Knecht [1986] gives another interesting example which allows two causativization
patterns for a verb with a non-canonical object. The verb hohla ‘blow on’ subcategorizes
for a dative object. Most of the native speakers prefer to keep ayna ‘mirror’ in the
dative case, and convert Ufuk into accusative when causativized (211c). But it is also
acceptable to transform the non-canonical object of the main verb into the accusative
object of the causative verb, demonstrating the alternative possibilities in verbs with

no clearly affected object (211b).

(211) a. Ufuk ayna-ya  hohla-d1
Ufuk.Nom mirror-Dat blow.on-Past.3sg

‘Ufuk blew on the mirror.’
b. Ufuk’-a ayna-y1  hohla-t-ti-m
Ufuk-Dat mirror-Acc blow.on-Caus-Past-1sg
‘I made Ufuk blow on the mirror.’
c. Ufuk’-u ayna-ya  hohla-t-ti-m
Ufuk-Acc mirror-Dat blow.on-Caus-Past-1sg

‘I made Ufuk blow on the mirror.’

2Note that an “affectedness” alternation in causatives has also been documented in Romance, Bantu
and South Asian languages [Alsina and Joshi, 1991; Alsina, 1997; Butt, 1998].
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The fact that causatives of non-canonical dative objects do not allow two datives
in the clause indicates that both the causee and the non-canonical object should be
analyzed as objects — the causee cannot be analyzed as an indirect object, otherwise
two datives in a clause should be licit, as in (208). Furthermore, modulo the double-
dative constraint, the non-canonical objects pattern like canonical transitives in terms

of causativization.

We now turn to the pattern with psych verbs and verbs of the bin ‘ride’ type. Both
with ablative and dative objects of psych verbs, the case is preserved under causa-
tivization. However, the causee (former nominative subject) is accusative rather than

dative, as shown in (212) and (213).

(212) a. kedi kopek-ten kork-tu
cat.Nom dog-Abl fear-Past.3sg

‘The cat feared the dog.’

b. cocuk kedi-yi kopek-ten kork-ut-tu
child.Nom cat-Acc dog-Abl fear-Caus-Past.3sg
‘The child made the cat fear the dog.’

(213) a. Ali ateg-e  tap-t1
Ali.Nom fire-Dat worship-Past.3sg

‘Ali worshipped the fire.’

b. baba-s1 Ali’-yi ateg-e tap-tir-di
father-P3sg Ali-Acc fire-Dat worship-Caus-Past.3sg
‘His father made Ali worship the fire.’

The same pattern holds for the bin ‘ride’ type. As shown in (214), the case of the

object is preserved under causativization, and again, the causee must be accusative.

(214) a. Hasan at-a bin-di
Hasan.Nom horse-Dat ride-Past.3sg

‘Hasan rode the horse.’

b. baba-s1 Hasan’-1 at-a bin-dir-di
father-P3sg Hasan-Acc horse-Dat ride-Caus-Past.3sg

‘His father made Hasan ride the horse.’
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The evidence from causativization thus partitions the data into two sets: those
which allow for a dative causee in parallel to canonical transitive clauses and those
which require an accusative causee, deviating from the canonical pattern. Under the
assumption that causatives always need to include an OBJ in the subcategorization
frame, we suggest that the data from causativization can be understood as follows: ab-
lative partitives and affectedness alternation involve “real” objects, i.e., OBJ. However,
psych verbs and other non-canonical case marking verbs subcategorize for 0BJg. That
is, when a clause with a partitive or less affected object is causativized, then the causee
is realized as a dative OBJy (or the causee as an OBJ and the affected object as an 0BJy
in the case of the alternative possibilities in examples as in (209) or (211)) because
there is already an OBJ in the clause. On the other hand, when a psych verb or bin
‘ride’ type verb is causativized, there is only a lexically determined OBJy in the clause

and so the causee is linked to an OBJ.

Passives of Causatives

In order to test this hypothesis, we examine the behavior of the causativized clauses
with non-canonical objects when these in turn are passivized. As a benchmark, the
passivization of a causativized canonical verb is given in (215). Note that the translation
in (215b) might be misleading. In the Turkish sentence, kedi ‘cat’ is the subject whereas

in the English sentence dog is the subject.!3

(215) a. gocuk kopeg-e kedi-yi kovala-t-t1
child.Nom dog-Dat cat-Acc chase-Caus-Past.3sg

‘The child made the dog chase the cat.’

b. kedi (gocuk  tarafindan) képeg-e kovala-t-1l-d1
cat.Nom child.Nom by dog-Dat chase-Caus-Pass-Past.3sg

‘The dog was made to chase the cat (by the child).’

The ablative partitives again pattern canonically in that the causee remains dative.

However, the ablative case is preserved and the subject is non-nominative. That is, the

13The example in (215) is also given in (174). Its f-structure analysis can be found in (176).
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ablative object of the main verb seems to be the one linked to the OBJ in the causative
version and it is this argument which is subject to passivization in (216b). Again, the

English translation might be misleading.

(216) a. anne-m ban-a su-dan  i¢-ir-di
mother-Plsg [-Dat water-Abl drink-Caus-Past.3sg

‘My mother made me drink some of the water.’

b. ban-a su-dan  ig¢-ir-il-di
[-Dat water-Abl drink-Caus-Pass-Past.3sg

‘I was made to drink some of the water.’

The dative less affected objects pattern like the ablatives. The verb wvur ‘shoot’,
which represents the canonical part of the affectedness alternation has the behavior
given in (217). Both (217a) and (217b) have two readings caused by free word order.
Note that ¢ocuk ‘child’ is the subject of the first interpretation in (217b) despite the

English translation.

(217) a. Ahmet Ali'ye c¢ocug-u vur-dur-du
Ahmet Ali-Dat child-Acc shoot-Caus-Past.3sg

‘Ahmet made Ali shoot the child.’
‘Ahmet made the child hit AL’

b. ¢ocuk Ali’ye vur-dur-ul-du
child.Nom Ali-Dat shoot-Caus-Past.3sg

‘Ali was made to shoot the child.’
“The child was made to hit Ali.’

The next example uses the verb vur ‘hit’ which represents the non-canonical part
of the affectedness alternation. Similar to (217), (218) is also ambiguous. The sec-
ond interpretation of (218b) would be more frequent than the first one among native

speakers, though both are quite grammatical.'*

4Note that these examples are somewhat artifical in daily usage although they are grammatical. A
native speaker would prefer using a periphrastic causative verb, as in (2b). Then, the causative is a
biclausal structure, the whole sentence in (2a) is nominalized so the dative case marker of the inner
clause is preserved. sebep ol ‘cause’ is a N-V complex predicate and takes a dative object.
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(218)

a. Ahmet Ali’-yi cocug-a vur-dur-du

Ahmet Ali-Acc child-Dat hit-Caus-Past.3sg
‘Ahmet made Ali hit the child.’

‘Ahmet made the child shoot Ali. ’

. Al ¢ocug-a vur-dur-ul-du

Ali.Nom child-Dat hit-Caus-Pass-Past.3sg
‘Ali was made to hit the child.’

‘The child was made to shoot Ali.’

So in order to avoid ambiguity, we introduce an example with an inanimate object

(219). The resulting sentence in (219b) is parallel to the worship example and in

compliance with our findings.

(219)

a. Ahmet Ali’-yi kapr-ya vur-dur-du

Ahmet Ali-Acc door-Dat hit-Caus-Past.3sg
‘Ahmet made Ali hit the door.’

. Al kapi-ya vur-dur-ul-du

Ahmet Ali-Acc door-Dat hit-Caus-Pass-Past.3sg
‘Ali was made to hit the door.’

The psych verbs and bin ‘ride’ type verbs again exhibit a different pattern. Examples

of a psych verb with an ablative object ((220)), a psych verb with a dative object ((221)),

and bin ‘ride’ with the dative object ((222)) are provided below. In every example the

accusative causee in the causativized sentences becomes nominative under passivization.

This is consistent with our analysis of the accusative causee having been linked to OBJ

in the causative and then being available for standard passivization whereby a canonical

OBJ is realized as a nominative SUBJ.

(2)

a. Ali cocug-a vur-du

Ali.Nom child-Dat hit-Past
‘Ali hit the child.’

. Ahmet [Ali-'nin gocug-a vur-ma-si-na  sebep ol-du

Ahmet.Nom Ali-Gen child-Dat hit-Inf-Poss-Dat cause.Nom become-Past.3sg
‘Ahmet caused Ali hit the child.’
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(220) a. gocuk kedi-yi kopek-ten kork-ut-tu
child.Nom cat-Acc dog-Abl fear-Caus-Past.3sg

‘The child made the cat fear the dog.’

b. kedi kopek-ten kork-ut-ul-du
cat.Nom dog-Abl fear-Caus-Pass-Past.3sg

‘The cat was made to fear the dog.’

(221) a. babasi Ali’yi  ates-e taptird:
father.P3sg Ali-Acc fire-Dat worship.Caus.Past.3sg

‘His father made Ali worship the fire.’

b. Ali ates-e  taptirildi
Ali.Nom fire-Dat worship.Caus.Pass.Past.3sg

‘Ali was made to worship the fire.’

(222) a. babasi Hasan’-1  at-a bindirdi
father.P3sg Hasan-Acc horse-Dat ride.Caus.Past.3sg

‘His father made Hasan ride the horse.’

b. Hasan at-a bindirildi
Hasan.Nom horse-Dat ride.Caus.Pass.Past.3sg

‘Hasan was made to ride the horse.’

In sum, the data from passivized causatives are consistent with our analysis made on
the basis of the data with respect to simple causatives and passives. Ablative partitive
and dative less affected objects behave in parallel to canonical objects, strengthening
our claim that they are 0BJ. For the sentences in (220)—(222), the result of the pas-
sivization is as expected: causativization introduces OBJs with an accusative case to
these sentences, and passivization makes these OBJs nominative SUBJs. Hence the psych
verbs and the bin ‘ride’ type of verbs with non-canonical objects can be analyzed as

subcategorizing for OBJgs in their basic form.

Raising

Raising is another possible test for subject status. That is, one could take a passivized

version of the clauses with non-canonical objects and see if the passivized object is
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able to be raised out of the clause, as a normal subject would. However, it turns out
that verbs like gorin ‘seem’ and inan ‘believe’, which are equivalent to raising verbs in
other languages, display a quite complex set of syntactic properties [a.0., Mulder 1976;

Kornfilt 1977; Moore 1998] in Turkish.

When the lexical item gibi ‘like’ is used, agreement markers can appear on both the
matrix and the embedded verb. Since this provides information about subject status
and is thus potentially interesting for our investigation, we only provide examples with

gibi, as in (223). Note that the agreement marker of the matrix verb is optional.

(223) biz san-a  sit ig-ti-k gibi goriin-di-k
we.Nom you-Dat milk drink-Past.1pl like seem-Past-1pl

‘We seemed to you to have drunk milk.” [Mulder 1976:(26b)]

The biz ‘we’ here is nominative and is clearly the subject of the matrix verb gdrin

‘seem’ ; as evidenced by verb agreement, it is also the subject of the embedded verb.

In (224), we have taken our benchmark transitive clause, passivized it and then
embedded it in a raising construction. As can be seen, the embedded subject is raised
to be the matrix nominative subject which agrees with the raising verb. Interestingly,

this subject (biz ‘we’) may or may not agree with the embedded verb.

(224) a. biz sana  kovala-n-di-k gibi goriin-di-k
we.Nom you.Dat chase-Pass-Past-1pl like seem-Past-1pl

‘We seemed to you to have been chased.’

b. biz sana kovala-n-di gibi goriin-dii-k
we.Nom you.Dat chase-Pass-Past.3sg like seem-Past-1pl

‘We seemed to you to have been chased.’

Now let us examine what happens with respect to clauses with non-canonical ob-
jects. First, we take the examples of semantic case alternation. As can be seen from
the alternation in (225), the case is again preserved in order to be able to preserve the

semantic distinction of partitivity.
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(225) a. su ig-il-di gibi gorun-du
water.Nom drink-Pass-Past.3sg like seem-Past.3sg

‘It seemed that water was drunk.’

b. su-dan  ic¢-il-di gibi goriin-dii
water-Abl drink-Pass-Past.3sg like seem-Past.3sg

‘It seemed that some of the water was drunk.’

The same is true for the affectedness alternation, where a nominative on child in
(226a) would result in the reading that the child was shot, rather than hit (cf. [Kornfilt
1977]). This can be seen in (226b), which is ambiguous. In the second reading, the
subject has been pro-dropped and is interpreted as a third person pronoun. Actually,

(226a) also has a second reading parallel to that of (226b).

(226) a. gocug-a vur-ul-du gibi gorin-dii
child-Dat hit-Pass-Past.3sg like seem-Past.3sg

‘It seemed that the child was hit.’
‘It seemed to the child that s/he was shot.’

b. ban-a vur-ul-du gibi goriin-dii
[-Dat hit-Pass-Past.3sg like seem-Past.3sg

‘It seemed that I was hit.’

‘It seemed to me that s/he was shot.’

So, again it seems that in these cases the non-canonical object is acting as a direct
object which can be raised out of a clause after passivization, though preserving its case

marking for reasons of semantic contrast.

The pattern with respect to the psych verbs and the bin ‘ride’ type again differs. We
illustrate this only with respect to the verb kork ‘fear’(all the other verbs behave the
same way as this one). As can be seen from (227a) vs. (227b), biz ‘we’ can marginally
be raised; however it is not the subject of the embedded verb, as it cannot agree with
that. Furthermore, as illustrated by (227c¢), one cannot raise biz ‘we’ while preserving its
non-canonical case marking. biz ‘we’ can appear with the non-canonical case marking,

but then only as part of the embedded clause, as in (227d) (cf. [Kornfilt, 1977] on a
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discussion of the significance of word order in such examples) and the verb gorin ‘seem’

must be interpreted as having an impersonal subject.

(227) a. *biz sana  kork-ul-duk gibi goriin-diik
we.Nom you.Dat fear-Pass-Past.1pl like seem-Past.1pl

‘We seemed to you to have been feared.’

b. 7biz sana kork-ul-du gibi goriin-diik
we.Nom you.Dat fear-Pass-Past.3sg like seem-Past.1pl

‘We seemed to you to have been feared.’

c. *biz-den sana kork-ul-du gibi goriin-dii
we-Abl you.Dat fear-Pass-Past.3sg like seem-Past.3sg

‘It seemed to you that we were feared.’

d. sana  [biz-den kork-ul-du] gibi goriin-dii
you.Dat we-Abl fear-Pass-Past.3sg like seem-Past.3sg

‘It seemed to you that we were feared.’

To summarize, the raising data confirms the patterns observed with respect to
causativization and passivization: the non-canonical objects in Turkish can be grouped
into two types. On the one hand, the non-canonical marking is used to express a seman-
tic case alternation at clausal level and here the object can be analyzed as an OBJ. On
the other hand, the non-canonical case marking is tied to the inherent lexical semantics
of particular verbs, such as psych verbs and verbs such as bin ‘ride’, and in this case,

the object can be analyzed as an OBJy.

4.5.3 Analysis and Implementation

Given the empirical considerations made above, we conclude that the instances of Dif-
ferential Object Marking (DOM), namely the ablative partitives and the affectedness
alternation should be analyzed as involving OBJ. On the other hand, the cases of lex-
ically specified non-canonical case marking involving dative and ablative arguments
should be analyzed as inherently semantically-restricted objects, i.e., as OBJy. We show

how this analysis plays out in the actual implementation with respect to passivization
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and causativization thereby further confirming the formal validity of our analysis.

Passivization

The subpart of the passive lexical rule dealing with canonical verbs is given in detail
in Section 4.3.2. Another subpart of the passive lexical rule deals with psych verbs
and bin ‘ride’ type verbs. For these, we posit the subcategorization frame pred<susJ,
oBJ-TH> and add a disjunction to the standard passive lexical rule to encode that an
OBJ-THbecomes SUBJ ((T OBJ-TH) — (T SUBJ)) when there are no OBJ available in the
clause. The result is illustrated in (228) and (229), which give the simplified f-structures
of the sentences in Hasan ata bindi ‘Hasan rode the horse.” in (203a) and ata binildi

‘The horse was ridden.” in (203b), respectively.

(228) |PrED  ‘bin(Hasan, at)’ (229) |PRED ‘bin(NULL, at)’

PRED ‘Hasan’ PRED ‘at’

SUBJ SUBJ
CASE nom CASE dat
PRED ‘at’ TENSE PAST, PASSIVE +

OBJ-TH - -
CASE dat

TENSE past

Finally, the partitivity and affectedness relations are controlled via CHECK features,
which are generally used within ParGram to enforce well-formedness constraints. Thus,
for example, if a verb of consumption has a consumable object, it is allowed to have
an ablative object in the basic sentence and an ablative subject in its passive form.
(230) shows the f-structure analysis of (186). The passivized sentence (194b) has the
f-structure in (231).

15T deally, this kind of information should be encoded and checked at the level of the representation
of world knowledge.
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(230) |prED  ‘ig(ben, su)’ (231) [ pRED ‘ig(NULL, su)’ ]
PRED ‘ben’ PRED ‘su’
SUBJ
CASE nom SUBJ CASE abl
:PRED ‘w’ CHECK consumable
OBJ CASE  abl | TENSE PAST, PASSIVE + |
CHECK consumable

TENSE past

Causativization

For the implementation of causatives with non-canonical objects, we follow the approach
explained in Section 4.2.2. The standard rule that if the core predication already
contains an OBJ, then the causee (former SUBJ) is realized as a dative 0BJy, applies to

ablative partitives and the affectedness alternation.

Both the base version ben sudan ictim ‘I drank some of the water.” and causativized
version annem bana sudan i¢irdi ‘My mother made me drink some of the water.” of

the partitive example in (207) are represented by the f-structures (232) and (233),

respectively.
(232) |PrED  ‘ig(ben, su)’ (233) |PRED  ‘caus(anne, i¢(ben,su))’
PRED ‘ben’ PRED ‘anne’
SUBJ SUBJ
CASE nom CASE nom
PRED ‘su’ PRED ‘su’
OBJ CASE abl OBJ CASE abl
CHECK consumable CHECK consumable
TENSE past PRED ‘ben’
- - OBJ-TH
CASE dat
TENSE past

If the core predication does not contain an OBJ, then the causee has to be real-
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ized as an accusative OBJ. Psych verbs and bin ‘ride’ type verbs subcategorize for an
OBJ-THinstead of an OBJ, therefore the SUBJ of the base verb becomes the OBJ after

causativization. (234) illustrates this mapping for the psych verb kork ‘fear’.

| |
I I I
(234) kork(suBJ, OBJ-TH) caus(SUBJ, kork(OBJ, OBJ-TH))

The code snippet required to implement the mapping in (234) is shown in (235).
Since OBJ-THhas no change during the causativization process, there are no constraints
for this argument in the rule. Actually, there is no separate disjunction for the verbs
with non-canonical objects in the causative rule, the rule in (235) is identical to (126).
The implementation for intransitive verbs is used to parse the verbs subcategorizing for

a subject and a thematic object, too.

(235)  vcaus — V causlG
7 \PRED\SUBJ\OBJ= | \PRED\SUBJ\OBJ | = |
(] suBJ) = (T 0BJ)

(| PRED) = (1 PRED ARG2)

Finally, we give the structures of the non-canonical objects. (236) and (237) depict
f-structures of kedi kopekten korktu ‘the cat feared the dog’ and ¢ocuk kediyi kopekten
korkuttu ‘the child made the cat fear the dog’, given in (212).

(236) |PrED  ‘kork(kedi, kbpek)’ (237) |prED  ‘caus(cocuk, kork(kedi, képek))’

PRED ‘kedi’ PRED ‘cocuk’
SUBJ SUBJ

CASE nom CASE nom

PRED ‘kopek’ PRED ‘kedi’
OBJ-TH OBJ

CASE abl CASE acc
TENSE  past PRED ‘kopek’
- - OBJ-TH

CASE abl
TENSE  past
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We treat bin ‘ride’ class verbs in the same manner. (238) and (239) are the imple-
mentations for Hasan ata bindi ‘Hasan rode the horse’ and babas: Hasan’s ata bindird:

‘His father made Hasan ride the horse’, given in (214).

(238) |PrED  ‘bin(Hasan, at)’ (239) |PrED  ‘caus(baba, bin(Hasan, at))’
PRED ‘Hasan’ PRED ‘baba’
SUBJ SUBJ
CASE nom CASE nom
PRED ‘at’ PRED ‘Hasan’
OBJ-TH OBJ
CASE dat CASE acc
TENSE past PRED ‘at’
- - OBJ-TH
CASE dat
TENSE  past

Our partitioning of non-canonical objects in Turkish into two distinct sets, one
which subcategorizes for OBJ but with special case marking that is motivated by clausal
semantic factors, and one which subcategorizes for an OBJy due to inherent lexical

semantic factors, thus allows for a straightforward implementation.

Summary

In this section we analyzed objects that bear cases other than the canonical nomi-
native/accusative case in Turkish. With a set of examples, we observed the possible
alternation scenarios and divided the non-canonical objects into subsets. Some verbs
have ablative objects when the object is consumable and only part of the object is
affected from the action. Degree of affectedness or boundedness causes alternation in
object cases for another set of verbs as well. Most of the psych verbs subcategorize
for either dative or ablative objects, as do a small subset of verbs with no common

semantics.

When the sentences including non-canonical objects are passivized, all of the objects
preserve their case. Although Turkish has nominative subjects in general, there are

indications that non-canonical objects might turn into subjects. On the other hand,
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data from causativization points to two distinct groups. Objects with partitivity or
affectedness/boundedness alternations behave the same as canonical objects, with the
difference that they preserve their non-canonical case in order to keep the semantic
information coded by them. Objects of psych verbs and the bin ‘ride’ type behave as
if they do not already contain an OBJ, as the accusative causee fills that role. We thus

analyze these non-canonical objects as OBJy.
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Chapter 5

EVALUATION

Testing is one of the crucial steps of developing an accurate large-scale grammar. The
initial attempts of testing our grammar started with a set of manually constructed test
files. During the development of the grammar, we built a small test set each time we
introduced a group of rules to parse certain types of phrases. There are basically four
test files: noun phrases, basic and complex sentence structures, participles, and copular
sentences. We have a total of 318 phrases/sentences in those files, with 76 additional
phrases for the date-time grammar [Glimiig, 2007]. After major modifications in the
grammar, these files are tested again in order to detect any possible bugs. Section 5.1

gives information about the more structured tests conducted.

Outputting all possible parses of a phrase is the major goal of our hand written
grammar but highly ambiguous cases cause an exhaustive number of parses when the
phrases get more complex. Hence, getting the optimal results is another crucial step
in building a large scale grammar. In Section 5.2 we explain our attempts to rank the
more possible parses higher than less possible ones. Finally we describe the integration

of our system into a tool called LingBrowser [Armagan, 2008] in Section 5.3.
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5.1 Test Suites

We divide the test suites into two groups. The first group consists of manually con-
structed test files. They are used to test specific linguistic phenomena and are usually
introduced after those phenomena are implemented. ParGram sentences also fall into
the first group. The second group consists of real world examples. We conducted a
test on sentences and another on noun phrases where the test files are extracted from

fiction novels in both of the cases.

ParGram Sentences

A set of sentences called ParGram sentences was distributed to the attendants before
the semi-annual ParGram meetings. These are important for testing the coverage of
the grammar on different and possibly problematic linguistic phenomena, as well as
testing the parallelism among the participating grammars. Table 5.1 gives the total
number of sentences, the number of relevant sentences, that is, the number of sentences
that have a counterpart in Turkish in terms of parallel linguistic structure, and then the
number of sentences parsed successfully. Each test suite has a set of basic test sentences
followed by a set of more complex structures. Appendix B gives the sentences covered

in ParGram meetings.

‘ Meetings ‘ total # of sent. ‘ # of relevant sent. ‘ # of parsed sent. ‘
March 2006 23 20 13
September 2006 18 17 15
March 2007 18 17 17
August 2007 18 17 16
March 2008 21 19 19
September 2008 20 20 19

Table 5.1: The coverage for ParGram sentences
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# of sentences 43

# of words 301
# of unique words 245
# of morphological analyses 636

# of unique morphological analyses | 482

Table 5.2: Statistics about test sentences

Sentence Test Suite

One of the two important tests we conducted includes a test set of complex sentences.
Unlike manually constructed test sets or ParGram sentences, this testfile is completely
taken from running text. We used file 00007121.txt from METU Corpus [Say et al.,
2002] which contains an excerpt from the fiction book Oykiimii Kim Anlatacak ‘Who
will Tell My Story’ [Isigiizel, 1994]. We took the first four paragraphs of the text and
prepared an XLE test file by removing punctuation marks and placing one sentence per

line. Table 5.2 shows the basic statistics concerning the test file.

The shortest sentence contains a single word and the longest sentence contains 27
words. The average sentence length is 7 words. In terms of IGs, the shortest sentence
has only one IG and the longest sentence has 35 IGs. The average number of IGs per
sentence is 8.83. The number of morphemes in Table 5.2 and the number of IGs per

sentence indicate that the sentences are more complex than the word counts indicate.

Of the 43 sentences, 29 are parsed in the first attempt. Later, the number is increased
to 33 after the addition of some new rules. The remaining sentences get no parse. (240)
is one of the parsed sentences. Its c-structure and f-structure are given in (241) and

(242), respectively. The complete set of sentences is given in Appendix C.

(240) yol-um-un tizeri-nde-ki dev aligveris merkez-i-ne
way-P1sg-Gen on-Loc-Rel huge shopping center-P3sg-Dat
gir-ip vitrin-ler-e bak-1yor-um
enter-AfterDoingSo shopwindow-PIl-Dat look.at-Prog-1sg

‘I look at the shop windows by entering the huge shopping center on my way.’
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In the deep NP subtree in (241), first the phrase alisveris merkezi ‘shopping center’
is constructed and then it is modified by the adjective dev ‘huge’. On the left of the
subtree the NP yolumun tzeri ‘on my way’ is constructed and derived into an AP by
adding the derivational suffix -ki. This derived AP is the ADJUNCT of the phrase dev
alisverts merkezi ‘huge shopping center’, in which merkez ‘center’ is the head and, dev
‘huge’ and alisveris ‘shopping’ modify it. This complex NP forms the adverbial sentence
with the verb gir- ‘enter’ which is derived into an adverb. In the topmost level the main
sentence consist of three nodes: ADVP for the adverbial sentence, NP for wvitrinlere ‘to

the shop windows’ and Vy;,, for bakiyorum ‘I look at’.

(241) S
ADVP NP[indef] Vfin
| | |
ADVsub N[in|def] \|/
NP [def] Vadv vitrinlere bakiyorum
|
NPadj[def] girip
/\
AP NP[indef]
/\ |
NP[def] DS  NPadj[indef]
| T
NPdefnn[def] ki AP NP[indef]
N[def]  Nidef] A Nlindef] Nlindef]
| | | | |
yolumun tzerinde dev alisveris merkezine

In (242), we can see the f-structures of the nodes represented in the c-structure.
The five innermost nested f-structures represent the phrase yolumun tuzerinde ‘on my
way’. yol ‘way’ is specified by the 1st person possesive marker and tzerinde ‘on’ is
specified by yol ‘way’. This f-structure is the OBJect of the suffix -ki. The derived
adjective yolumun tzerindeki ‘on my way’ modifies the NP dev alisveris merkezi ‘huge
shopping center’. This complex NP is the ADJUNCT of the verb gir ‘enter’. The sentence

is derived into an adverb by attaching the suffix -ip to its verb.

The PREDicate of the main sentence is the main verb bak ‘look’ and the information

comes from the vfin node. The ADVP node in the c-structure functions as the ADJUNCT
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of the outermost matrix and the NP node is the OBJect. The suBJect (i.e., ben ‘T’) is
not explicit in the sentence but is formed by using the person marker in the verb. The
pro-dropped subject of the main sentence is also the subject of the adverbial sentence.

This is given by numbered square indicators.

PRED ‘bak(null_pro,vitrin)’
PRED ‘gir(null_pro)’
PRED ‘merkez’
PRED ‘ki(lizer)’
PRED ‘lizer’
PRED ‘yol’
PRED ‘null_pro’
OBJ SPEC POSS SPEC POSS NUM sg,PERS 1
ADJUNCT
PRON-TYPE pers
ADJUNCT
ADJUNCT CASE gen,NUM sg,PERS 3
CASE loc,NUM sg,PERS 3
PRED ‘dev’
ATYPE ATTRIBUTIVE,DEGREE POSITIVE
PRED ‘aligveris’
MOD
CASE NOM,NUM SG,PERS 3
CASE DAT,NUM SG,PERS 3
SUBJ [}
ADJUNCT-TYPE SUB,CLAUSE-TYPE DECL,PASSIVE ‘-,VTYPE MAIN
PRED ‘vitrin’
OBJ
CASE dat,NUM pl,PERS 3
SUBJ PRED ‘null_pro’
CASE nom,NUM sg,PERS 1,PRON-TYPE pers
TNS-ASP [TENSE progl}
CLAUSE-TYPE DECL,PASSIVE ‘-,VTYPE MAIN

Noun Phrase Test Suite

The second important test measures the coverage of noun phrases. We randomly picked
file 00033224.txt [Duman, 1997] and file 00129176.txt [Peksoy, 2000] from the literature
section of METU Corpus [Say et al., 2002]. Then the noun phrases in these files were
manually extracted and divided into four groups. Table 5.3 gives the number of phrases

in each subset of the test NPs. The complete list of phrases is given in Appendix D.
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‘ Type ‘ Number ‘

Simple Noun Phrases 194
Relative Clauses 48
Sentential Complements 36
Coordination 19
Total 297

Table 5.3: Types of phrases used in the noun phrase test

Simple Noun Phrases:

The set of simple noun phrases is composed of simple nouns, derived nouns, indef-
inite and definite noun compounds, adjective-modified NPs, pronouns and alike. Since
these simple noun phrases are the base constituents of more complex noun phrases, the
success rate is high in this set. 182 out of 194 phrases have a correct parse (93.8%
success). 12 phrases get no parse. Some of the parsed phrases are given in (243). The
complete set of simple noun phrases and the parses of (243) can be found in Appendices

D.1 and D.5, respectively.

(243) a. alarm sistemi falan ‘alarm system etc.’
b. altinci katin digmesine ‘to the button of the sixth floor’
c. arkadasimizin dogum ginine ‘to our friend’s birthday’
d. asagi kattaki ana vezneye ‘main pay desk at the lower floor’
e. bir dakika bile ‘even a moment’
f. biraz mahcup bir eda ‘a bit of an embarrassed expression’
g. bitin eller ‘all hands’
h. su siyah uzun saclh olani ‘that one with long black hair’

i. Tugba’min bu asiry givenine ‘to this over confidence of Tugha’

Relative Clauses:

The group of relative clauses is important in that the rules parsing these phrases

are parallel to the rules parsing sentences. Hence this subtest also gives us some idea
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about the coverage of the sentences. 37 out of 48 phrases have a correct parse, and the
rest gets no parse. Some of the parsed phrases are given in (244). The complete set
of relative clauses and the parses of (244) can be found in Appendices D.2 and D.5,

respectively.

(244) a. bitip tikenmek bilmeyen bir yol ‘a never ending road’

b. elindeki kitabr kapatan 6gretmenin ‘of the teacher who closes the book in
her hands ’

c. gozleriyle cevreyi arastiran Candan ‘Candan who is exploring the around
with her eyes’

d. magazanin camlarinin arkasini ¢cepecevre saran ¢elik perde ‘the steel panel

that covers all of the rear sides of the windows of the store’

Sentential Complements:

Similar to relative clauses, sentential complements are indicators of sentence cover-
age as well as the noun phrase coverage. 30 out of 36 phrases get a correct parse and
6 phrases get no parse. Some of the parsed phrases are given in (245). The complete
set of sentential complements and the parses of (245) can be found in Appendices D.3

and D.5, respectively.

(245) a. daha erken gelebilmem ‘that I can come earlier’
b. Mina’y sevmemen ‘that you do not like Mina’
c. sanat¢imn sahneye ¢ikisindan ‘from the artist’s getting to the stage’

d. bir kentin ortasinda yitmek ‘to get lost in the middle of a city’

Coordinated Noun Phrases:

Coordination has the lowest success rate among all kinds of noun phrases. The
coordination rules do not cover different types of coordinated noun phrases. As a
consequence, only 5 out of 19 phrases are parsed in this subset. The complete set of

coordinated noun phrases can be found in Appendix D.4.
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There are 297 phrases in total. The total number of phrases with a correct parse
is 254 which means that our grammar can parse 85.5% of the test phrases. The re-
maining 43 phrases do not get an parse. A very important observation is that when
our grammar provides multiple parses for a given input string, all parses have plaus-
able interpretations. However, the system is not able to handle partial parses. These
observations also hold for sentences test suite, that is, the grammar only outputs the
correct parses. Once the system fails in parsing some constituents of the input, then

parsing fails completely.

5.2 Optimality Theory Marks

Both the sentence and the NP tests show the strong and weak points of our grammar.
One of the problems we encountered is highly ambiguous output. The source of the
ambiguity in the parser outputs might be at the morphological or syntactic level. The
sentence in (246), which is taken from the sentence test suite, gives an idea on how
the ambiguity in words or in syntactic constructions affect the ambiguity of the whole
sentence. The English translation of the sentence gives the intended meaning, but in
the actual implementation this is just one of the eight different outputs. kimse is both
a pronoun meaning ‘anybody’ and a noun meaning ‘person’. For the word bana, the
morphological analyzer gives the pronoun me in accusative and an infrequent noun root
ban' in accusative. Moreover, the determiner bu ‘this’ may specify either the NP kotii
biyi ‘bad spell” or the NP kotu buyiyi bozacak sihirli sozcik ‘the magical word that

will break the bad spell’.

(246) kimse ban-a bu kotii biyi-yii boz-acak sihir-li sozclig-i
nobody I-Acc this bad spell-Acc break-FutPart magic-With word-Acc
fisilda-ya-ma-di
whisper-Able-Neg-Past.3sg

‘Nobody was able to whisper me the magical word that will break this bad spell’

! An Ottoman title used for Crotian princes
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In Lexical Functional Grammar, one widely used solution for the ambiguity problem
is applying the Optimality Theory [Prince and Smolensky, 2004] by using Optimality
Theory Marks (OT-marks) [Frank et al., 2001]. With the help of the OT-marks it is
possible to mark the rules that cause a phrase to have different parses and to rank those
rules in a user-defined order. For instance, the NP kitap kapag: has two interpretations
in Turkish: more frequently used ‘book cover’, with the f-structure given in (247) and

less frequently used ‘his/her book cover’, with the f-structure given in (248).

(247) |PrED ‘kapak’ (248) |PrED ‘kapak’
PRED ‘kitap’ PRED ‘kitap’
MOD MOD
CASE nom CASE nom
| CASE  nom i PRED ‘null_pro’

SPEC POSS |NUM sg, PERS 3

PRON-TYPE pers

CASE nom

We assign OT-Marks, namely NP—nn and NP-poss respectively, to rules parsing these
phrases and then give precedence to NP—nn over NP-poss in the OT-Mark ranking. XLE
gives 1+1 results instead of 2 as the output. Only the preferred solution is displayed

unless the user chooses to see unoptimal solutions in the output window.

This simple rule highly facilitates appropriate ranking since it applies to one of the
very basic NP types that is frequently used in constructing more complex phrases. We
also use OT-Marks to rank the temporal interpretation of NPs higher and to prefer
lexicalized parses over derived ones when the morphological analyzer outputs both

alternatives.

5.3 LingBrowser

Onsel Armagan at Sabanci University developed an NLP based hypertext browser that

aims at helping advanced users acquire linguistic information on Turkish in an efficient
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and user-friendly environment [Armagan, 2008]. Tt uses linguistic resources such as the
Turkish morphological analyzer [Oflazer, 1994], Turkish WordNet [Bilgin et al., 2004],
and TELL [Oflazer and Inkelas, 2006] to provide information like morphological seg-
mentation and features, alignments of lexical and surface morphemes along with the
explanation of any allomorph, segmental structure, pronunciation and stress informa-
tion, meanings of roots, and advanced search in terms of linguistic information in the

source text.

LingBrowser is designed in a modular way that enables the integration of new com-
ponents. Our parser is integrated to LingBrower to parse arbitrary sentences and noun
phrases. Paul Meuer from University of Bergen has developed XLE-Web,? a software
that enables uploading the grammars to a server so that users can access the system
via an online user interface. Extensions to LingBrowser set the communication between
the user and XLE-Web. The user can choose a sentence and one of the menu options

is to parse the sentence with the LFG grammar.

2http:/ /maximos.aksis.uib.no/Aksis-wiki/XLE-Web

132



Chapter 6

SUMMARY AND CONCLUSION

In this thesis we presented our work on developing a large scale grammar for Turkish
implemented in the Lexical Functional Grammar formalism. The grammar developed
so far addresses many important linguistic aspects ranging from free constituent or-
der, subject and non-subject extractions, all kinds of subordinate clauses mediated by
derivational morphology, valency changing alternations, and has a very wide coverage

NP subgrammar.

One of the tenets of our approach is the use of inflectional groups (IGs) as parsing
units. IGs represent the inflectional properties of segments of a complex word structure
separated by derivational boundaries ("DB) . An IG is typically larger than a morpheme
but smaller than a word (except when the word has no derivational morphology in which
case the IG corresponds to the word). It turns out that it is the IGs that actually define
syntactic relations between words. A grammar for Turkish that is based on words as
units would have to refer to information encoded at arbitrary positions in words, making
the task of the grammar writer much harder. However, treating morphemes as units
in the grammar level implies that the grammar will have to know about morphotactics
making either the morphological analyzer redundant, or repeating the information in
the morphological analyzer at the grammar level which is not very desirable. IGs bring
a certain form of normalization to the lexical representation of a language like Turkish,

so that units that the grammar rules refer to are simple enough to allow easy access to
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the information encoded in complex word structures.

We developed a wide coverage noun phrase subgrammar with rules covering indefi-
nite and definite noun compounds, possessives, pronouns, proper names, derived noun
phrases, NPs modified by adjectives, determiners, numbers, measure phrases, postposi-
tions, and combinations of these. Adjectives, postpositions, and adverbs also have their
own rule sets. Sentential complements, sentential adjuncts and relative clauses present
interesting challenges both in terms of linguistic analysis and in terms of implementa-
tion. All these are morphologically constructed by derivational suffixes attached to the
verb. For the relative clauses, we employed functional uncertainty equations [Kaplan
and Zaenen, 1989] to solve long distance dependencies. The rules parsing sentential
derivations are parallel to the rules parsing sentences. We implemented free word order
in sentences in addition to copular sentences, interrogative, negative sentences, and
sentence level coordination. A date-time grammar developed by Giimiig [2007] was
integrated into our system and improved our sentence coverage by parsing temporal

phrases successfully.

We implemented sentence level coordination and coordination in noun phrases but
there is still room for improvement in handling various types of coordinated phrases,
especially in verb phrases where arguments of the verb are shared. Apart from these
common types of coordination, Turkish employs suspended affixation [Kabak, 2007]
where only the last conjunct of the coordinated phrase explicitly gets the inflectional
features although these features scope over all the conjuncts. Parsing simple phrases
with suspended affixation is implemented but a comprehensive solution to cover more

complex phrases should be developed.

We thoroughly examined the representation and implementation of causatives and
carried out a number of language specific tests to understand whether there is one com-
bined clause (monoclausal) or two clauses with one embedded in another (biclausal)
in causative constructions. The passivization, adjunct interpretation, and negative po-
larity item tests supports monoclausality, whereas reflexive binding and control tests

have some counterexamples that favor biclausal structures. The result of these obser-
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vations led us to assume a monoclausal structure. We then implemented our proposed
analysis as complex predicates [Butt and King, 2006] by taking advantage of the Re-
striction Operator [Kaplan and Wedekind, 1993]. We provided details of our rules and
illustrated our results with sample c-structures and f-structures. We also included the

implementation of double causatives into our grammar.

We discussed impersonal passives, double passives, and passives of causatives as
well as basic passivization. We followed the standard approach used in the ParGram
grammars to implement basic passivization and extended this approach to other types of
passives. Compound verbs which are composed of a noun and a light verb, e.g., yardim
etmek ‘help, lit. help do’, were also treated as complex predicates and implemented in

a similar fashion as causatives.

Another extensive study within this thesis covers non-canonical objects. We inves-
tigated verbs that subcategorize for an object with case markers other than the canon-
ical accusative case. These verbs were divided into four subsets: ablative partitives,
affectedness alternations, psych verbs, and a small subset of verbs with no common
semantics. We revisited causativization, passivization, and passivization of causatives,
this time to observe behaviour of non-canonical objects, and also tested non-canonical
objects under raising constructions. Given these empirical considerations, we concluded
that the ablative partitives and the affectedness alternation are parallel to canonical
objects and should subcategorize for a SUBJ and an OBJ. The objects of psych verbs
and the small subset of verbs with no common semantics should be analyzed as inher-
ently semantically-restricted objects, i.e., as OBJy. We again provided implementational

details and sample c-structures and f-structures.

The ParGram sentences were helpful in testing the coverage of the grammar on
linguistically challenging topics and the qualitative evaluation of c-structures and f-
structures. Moreover, they are crucial in keeping our grammar parallel to other gram-
mars. The sentence test suite and the noun phrase test suite provide important data
for grammar evaluation, since they are directly taken from running text. We used three

separate files from the METU Corpus [Say et al., 2002] for these two tests, all of which
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are excerpts from stories. In the sentence test suite, 33 out of 43 sentences have correct
parses and 10 sentences get no parse. The noun phrase test suite has 297 phrases which
are divided into four groups. 182 out of 194 simple noun phrases, 37 out of 48 relative
clauses, 30 out of 36 participles, and 5 out of 19 coordinated NPs get correct parses.
The remaining phrases do not have any parser output. The percentage of successful
parses is 93.8% in simple noun phrases and 85.5% in total. The drop is mainly caused
by coordinated noun phrases. The tests not only show that our grammar has a high
coverage in noun phrases but also informs us on the sentence coverage since relative
clauses and sentential complements have parallel rules to sentence parsing rules. The
results of the tests conducted also address a major drawback: highly ambiguous output.
Although we attempted to rank the outputs by using OT-Marks, the results were not

satisfactory. We see it as an important avenue for future work.

In summary;

e we employed parsing units that we call inflectional groups in building our gram-
mar. This choice enables us to handle the very productive derivational mor-
phology in Turkish in a rather principled way and has made the grammar more
or less oblivious to morphological complexity. We presented the architecture of
our grammar earlier in Cetinoglu and Oflazer [2006] and the updated version in

Cetinoglu and Oflazer [2009].

e we built a wide coverage grammar with rules parsing an extensive set of noun
phrases, adjectival, adverbial, postpositional phrases, sentential complements, ad-

juncts, relative clauses, basic sentence types, basic coordinated phrases.

e we integrated a date-time grammar [Giimiig, 2007] into our system and improved

the coverage on temporal adjuncts.

e we thoroughly examined some of the linguistic phenomena, such as causativiza-
tion, passivization, light verbs, and non-canonical objects. We proposed solutions

on how they can be represented structurally and how we can implement them
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within the LFG architecture. We presented our findings in Cetinoglu et al. [2008]

for causatives and in Cetinoglu and Butt [2008] for non-canonical objects.

e we produced linguistically motivated, deep, and rich outputs which are useful for

semantics both linguistically and computationally.

e we tested our grammar coverage on sentences and noun phrases with real world
data. We correctly parsed 33 out of 43 sentences in the sentences test suite and

254 out of 297 (85.5%) phrases in the noun phrases test suite.

e we integrated our system as the syntactic component into LingBrowser [Armagan,
2008] which provides end users with linguistic information on Turkish, such as

morphological structures, glosses, pronunciation and stress representations.

6.1 Future Work

We presented an LFG based Turkish grammar which covers many aspects of the lan-
guage and outputs rich and structured parses. It is, though, still at the beginning of
the development when compared to large scale robust grammars which can parse nearly
every sentence. To extend the coverage, coordination should be revisited. Coordination
structures are frequent in real world data, and present challenges for efficient implemen-
tation and ranking optimal solutions. More complex sentence structures, punctuation,

multiword expressions, and named entities are among the most important topics that

should follow.

The robustness of a grammar is measured by its capability of parsing real world
data. The current grammar is capable of giving accurate outputs for the phrases it can
parse, but fails to give an output for many others. We observe that we can parse many
of the constituents though we cannot find a parse for the complete sentence. A good
way of handling this problem is to use a fragment rule that will parse the phrase as a
set of fragments [Butt et al., 1999]. XLE is configurable in a way that the fragment

rule can be used when no valid parses are available.
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As the grammar coverage is extended, the complexity of the parseable sentences
increases, resulting in many possible parses. We attacked the problem by introducing
OT-Marks for ranking the most probable outputs higher. The next step should be
to enrich the grammar with more OT-Marks. This can be achieved with the help of
linguistic heuristics, and statistical information. OT-Marks are also a key to robustness
by allowing parses with common mistakes in written data or daily speech although
they are not strictly grammatical [Frank et al., 2001]. In addition, XLE facilitates
integrating statistical methods into the system to output the most probable one among
correct parses [Kaplan et al., 2004a]. Guidance on preparing the statistical input to
train the system can be obtained from previous work [Riezler et al., 2002; Riezler and

Vasserman, 2004].

So far, all proposed solutions and most of the future work that will improve the
grammar are based on manual work. Obviously, this means years of effort by advanced
developers with linguistic expertise. Alternatively, already existing resources can be
used as tools to improve the grammar in a more efficient way. One of the best available
resources for our needs is the Turkish Treebank [Oflazer et al., 2003]. Actually, we used
the treebank to retrieve the most frequently used subcategorization frames of verbs! and
to import this data to the verb lexicon of our grammar. But it is just a minor attempt as

compared to other ways to benefit from the well-structured data the treebank employs.

Cahill et al. [2008] show that it is possible to automatically induce wide-coverage,
robust, deep LFG grammars from the Penn-1I Treebank [Marcus et al., 1994] for English.
The idea is to annotate the treebank with f-structure equations and extract a parser
from this annotated treebank. This parser can be used to parse unseen data and to
output annotated trees which then can be converted to f-structures by collecting and
resolving the annotations on the nodes of the tree. Evaluation on gold standards prove
that the results are competitive with the results from hand written grammars. The
approach is also successfully applied to languages from different language families and

with varying amount of resources such as Arabic [Tounsi et al., 2009], Chinese [Burke

"We thank Reyyan Yeniterzi and Siiveyda Yeniterzi for helping with this.
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et al., 2004; Guo et al., 2007], French [Schluter and van Genabith, 2008], German [Cahill
et al., 2005], Japanese [Oya and van Genabith, 2007], and Spanish [O’Donovan et al.,
2005; Chrupala and van Genabith, 2006]. We believe it is an interesting research topic
to apply this framework to a morphologically rich language with a dependency treebank

encoding relations between IGs instead of words.
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+Alpl
+Alsg
+A2pl
+A2sg
+A3pl
+A3sg

+Abl

+Able

+Acc
+Acquire
+Adj

+Adv
+AfterDoingSo
+Agt

+Aor

+As

+Aslf
+Become
+ByDoingSo
+Card

Appendix A

Morphological Tags

1st person plural

1st person singular

2nd person plural

2nd person singular

3rd person plural

3rd person singular

Ablative

Able to verb

Accusative/Objective

To acquire the noun in the stem
Adjective

Adverb

After having verbed

Involved in some way with the stem
Aorist tense

As long as (s/he) verbs

As if (s/he is) verbing

To become like the noun or adj in the stem
By verbing

Cardinal number
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+Caus Causative

+Cop Copular

+Dat Dative

+DemonsP Demonstrative pronoun
+Det Determiner

+Dim Diminutive

+Dup Duplicative

+FitFor Fits for that noun
+Fut Future tense
+FutPart Future participle
+Gen Genitive

+Imp Imperative

+Inf Infinitive

+Ins Instrumental
+Inter;j Interjection

+Loc Locative

+Ly As in slow — slowly
+Neg Negative polarity
+Ness As in red — redness
+Nom Nominative

+Noun Noun

+Num Number

+Opt Optative, let me/him/her verb
+0Ord Ordinal number
+P1pl 1st person plural
+Plsg 1st person singular
+P2pl 2nd person plural
+P2sg 2nd person singular
+P3pl 3rd person plural
+P3sg 3rd person singular
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+Pass
+Past
+PastPart
+Percent
+PersP
+Pnon
+Pos
+Postp
+Pres
+PresPart
+Prog
+Pron
+Prop
+Punc
+QuantP
+Ques
+QuesP
+Recip
+Reflex
+ReflexP
+Rel
+SinceDoingSo
+Verb
+When
+While
+With
+Without
+WithoutHavingDoneSo
+Zero
"DB

Passive

Past tense

Past participle
Percentage number
Personal pronoun
Pronoun (no overt agreement)
Positive polarity
Postposition

Present tense

Present particple
Present continuous
Pronoun

Proper noun
Punctuation
Quantifying pronoun
Question clitic
Question pronoun
Reciprocal

Reflexive

Reflexive pronoun
Relativization

Since having verbed
Verb

When (s/he) verbs
While (s/he is) verbing
With that noun
Without that noun
Without having verbed
A derivation with a 0 morpheme

Derivational boundary
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Appendix B

ParGram Sentences

B.1 Spring 2006 Meeting

(1) Tamar
Tamar

‘Tamar’

(2) o
she/he/it

‘she’

(3) kosedeki su dayaniksiz kutu
corner.Loc.Rel that flimsy box.Nom

‘that flimsy box in the corner’

(4) kizlar zipladi
girl.PL.Nom jump.Past.3sg

‘girls jumped’

(5) kizlar zipladilar
girl.P1 jump.Past.3pl

‘girls jumped’

1zlar oglanlarin  kutuyu gordigiinii soyledi
6 kil Slanl I s it svledi
girl. PL.Nom boy.Pl.Gen box.Acc see.PastPart.Sg.Acc say.Past.3sg

‘The girls said that the boys saw the box.’
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(11)

(12)

(13)

(14)

(15)

kizlar oglanlarin  kutuyu gordigiini soylediler
girl.P1.Nom boy.P1.Gen box.Acc see.PastPart.Sg.Acc say.Past.3pl

‘The girls said that the boys saw the box.’

kizlar oglanlarin  kutuyu gordiiklerini sOyledi
girl.P1.Nom boy.P1.Gen box.Acc see.PastPart.Pl.Acc say.Past.3pl

‘The girls said that the boys saw the box.’

kizlar oglanlarin  kutuyu gordiiklerini soylediler
girl.P1.Nom boy.Pl.Gen box.Acc see.PastPart.Pl.Acc say.Past.3pl

‘The girls said that the boys saw the box.’

dayaniksiz kutu
flimsy box.Nom

‘the flimsy box’

kutu dayaniksiz
box.Nom flimsy

‘The box is flimsy.’

kutu dayaniksizdir
box.Nom flimsy.Cop

‘The box is flimsy.’

kirik  kutu
broken box.Nom

‘the broken box’

Akide ziplayabiliyor
Akaki.Nom jump.Able.Prog.3sg
‘Akaki is able to jump.’

Yagmurun yagmasi olasi
rain.Gen rain.Inf.Poss probable

‘It is likely to rain.’
Akide’nin zipladig: dogru

Akaki.Gen jump.PastPart.Poss true
‘It is true that Akaki jumped.’
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(18)

B.2

(19)

(20)

(21)

(22)

(23)

(24)

(25)

Akide sifatlardan korkuyor
Akaki.Nom adjective.P1.Abl fear.Prog.3sg

‘Akaki is afraid of adjectives.’

Akide Tamar'in  sifatlari sevdiginin farkinda
Akaki.Nom Tamar.Gen adjective.Pl.Acc like.PastPart.Gen fark.Poss.Loc

‘Akaki is aware that Tamar likes adjectives.’

Fall 2006 Meeting

usta geldi
plumber.Nom come.Past.3sg

‘The plumber came.’

usta lavaboyu onardi
plumber.Nom sink.Acc fix.Past.3sg

‘The plumber fixed the sink.’

usta dusu onarmadi
plumber.Nom shower.Acc fix.Neg.Past.3sg

‘The plumber did not fix the shower.’

usta kaloriferi  onardi mi
plumber.Nom heating.Acc fix.Past.3sg Ques

‘Did the plumber fix the heating?’

arabay1 onarin
car.Acc fix.Imp.2pl

‘Fix [= 2P]] the car.’

bisikleti kim onardi
bike.Acc who fix.Past.3sg

‘Who fixed the bike?’
iyi  bir usta

good a plumber.Nom
‘a good plumber’
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(27)

(28)

(29)

(30)

(31)

(32)

(33)

usta canayakindir
plumber.Nom friendly.Cop

‘The plumber is friendly.’

kopek  bahcededir
dog.Nom garden.Loc.Cop

‘The dog is in the garden.’

Ebeveynlerimin yeni arabasindaki deri  koltuklar

parent.Pl.Gen new car.Poss.Loc.Rel leather seat.Pl.Nom

‘the leather(-)seats in my parents’ new car’

cok daha biiyiik
very more big

‘very much bigger’

saatte  elli kilometrelik hiz sinir1
hour.Loc fifty kilometre.For speed.Nom limit.Poss

‘a speed limit of fifty kilometres an hour’

saatte  elli kilometrelik hiz siniri
hour.Loc fifty kilometre.For speed.Nom limit.Poss

‘a speed limit of fifty kilometres an hour’

sigesi iki liraya sarap
bottle.Poss two pound.Dat wine.Nom

‘wine for two pounds a bottle’

onun sarap igmesini engelledi
he.Gen wine.Nom drink.Inf.Poss.Acc prevent.Past.3sg

‘She prevented him from drinking the wine.’

onlarin  hepsi balik yedi
they.Gen all  fish.Nom eat.Past.3sg

‘They had all eaten fish and chips.’

Spring 2007 Meeting

kopekler kedileri  kovalar
dog.P1.Nom cat.P1l.Acc chase.Aor.3sg

‘Dogs chase cats.’
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(38)

(41)

(42)

(44)

(45)

kopekler kedileri  kovalamaz.
dog.P1.Nom cat.P1l.Acc chase.Neg.Aor.3sg

‘Dogs do not chase cats.’

gocuklar kopekleri  ve kedileri  kovalar
child.P1.Nom dog.Pl.Acc and cat.Pl.Acc chase.Aor.3sg

‘Children chase dogs and cats.’

gocuklar okula gidiyor
child.P1.Nom school.Dat go.Prog.3sg

‘The children go to school.’

Peter'in  horladigim biliyorum
Peter.Gen snore.PastPart. Acc know.Prog.1sg

‘T know that Peter snores.’

3 Jubat  2007’de Meryem giildii
3 February 2007.Loc Mary  laugh.Past.3sg

‘On February 3, 2007, Mary laughed.’

sabahin 3.00’tinde Meryem  giildu
morning.Gen 3.Poss.Loc Mary.Nom laugh.Past.3sg

‘At 3:00 in the morning, Mary laughed.’

sabah saat 3'te  Meryem  giildi
morning.Nom hour.Nom 3.Loc Mary.Nom laugh.Past.3sg

‘At 3:00 in the morning, Mary laughed.’

Fransa, Paris'te Meryem  giildii
France.Nom, Paris.Loc Mary.Nom laugh.Past.3sg

‘In Paris, France, Mary laughed.’

gelemem
come.Able.Neg.1sg

‘I cannot come.’

gelmemezlik yapamaim
come.Neg.NotState make.Able.Neg.1sg

‘I cannot not come.’
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(47)

(48)

(49)

(51)

(52)

gelmezlik yapamam
come.NotState make.Able.Neg.1sg

‘I cannot not come.’

kimse gelmedi
anybody.Nom come.Neg.Past.3sg

‘Anybody didn’t come.’

birazdan yagmur yagmaya baglayacak
soon rain.Nom come-down.Inf.Dat start.Fut.3sg

‘Soon it will start to rain.’

yikan
wash.Reflex.Imp.2sg

‘Wash yourself.’

Zeynep elbise dikindi
Zeynep.Nom dress.Nom sew.Reflex.Past.3sg
‘Zeynep sewed a dress for herself.’

biiyiik bir elma
big a apple.Nom

‘a big apple’

buytuk bir kutu elma
big a box.Nom apple.Nom

‘a big box of apples’

baligin yirmi alt turu
fish.Gen twenty sub.Nom type.Poss.

‘twenty subtypes of fishes.’

su restoranda sarap yirmi liradir
that restaurant.Loc wine.Nom twenty lira.Cop

‘Wine is 20 euro in that restaurant.’

Fall 2007 Meeting

kiz iki cocuk  gordii
girl.Nom two boy.Nom see.Past.3sg
‘The girl saw two boys.’
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(58)

(65)

aglamadilar
cry.Neg.Past.3pl

‘They did not cry.’

masadaki yeni kitaplar
table.Loc.Rel new book.Pl1.Nom

‘the new books on the table’

Can ogretmendir
John.Nom teacher.Cop

‘John is a teacher.’

ogrencilerin hepsi  Japon
student.Pl.Gen all.Poss Japanese
‘All of the students are Japanese.’

ogrencilerin bildiriyi  yazmasi
student.P1.Gen paper.Acc write.Inf.Poss

‘the students’ writing the paper’

Ingilizce egitimi
English.Nom study.P3sg
‘the study of English’

ogrencilerin Ingilizce egitimi
student.P1.Gen English.Nom study.Poss
‘the students’ study of English’

okullardaki egitim
school.Pl.Loc.Rel study.Nom

‘the study in schools’

okullardaki egitim siireci
school.Pl.Loc.Rel study.Nom process.P3sg

‘the studying in schools’

okullar hakkinda egitim
school.P1.Nom account.Poss.Loc study.Nom

‘the study of /about schools’
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(68)

(70)

(71)

(72)

B.5

(73)

(74)

okullar hakkinda egitim

school.P1.Nom account.Poss.Loc study.Nom process.P3sg

‘the studying of schools’

gezdigim tilke
visit.PastPart.P1sg country.Nom
‘the country I visited’

gezilecek iilke
visit.Pass.FutPart country.Nom

‘the country to visit’

tilkeyi gezen kisi
country.Acc visit.PresPart person.Nom

‘the person (who) visited (the country)’

ayakta duran kiz uzun
foot.Loc stand.PresPart girl. Nom tall

‘the girl who is standing is tall.’

kiz1 goren gocuk  onu begendi
girl. Acc see.PresPart boy.Nom she.Acc like.Past.3sg

‘The boy who saw the girl liked her.’

Peter elmalari yetistirir Kari

Peter.Nom apple.Pl.Acc grow.Aor Kari.Nom too eat.Aor

‘ Peter grows and Kari eats apples.’

Spring 2008 Meeting

baz1 cocuklar gildi
some kid.Pl  laugh.Past.3sg

‘Some kids laughed.’

gocuklarin bazisi gildii
kid.P1.Gen some.Poss laugh.Past.3sg

‘Some of the kids laughed.’
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(77)

(79)

(80)

(81)

(82)

(83)

(84)

birisi gildii
someone.Poss laugh.Past.3sg
‘Someone laughed.’

bazilar1  gildii
some.Poss laugh.Past.3sg

‘Some laughed.’

dort cocuk  giildi
Four kid.Nom laugh.Past.3sg

‘Four kids laughed.’

iklimden  bagka faktorler
climate.Abl other factor.Pl

‘other factors than (the) climate’

oyle bir guriillti ~ var ki kimse  uyuyamiyor
such a noise.Nom existing that anybody sleep.Able.Neg.Prog.3sg
‘There is such a noise that nobody can sleep.’

vitamin ve mineraller gibi katki  maddeleri
vitamin.Nom and mineral.P1.Nom as additive substance.Pl.Poss

‘such additives as vitamins and minerals’

yol yorgunu kovboy
road.Nom tired.Poss cowboy.Nom

%

Ali uyudu.
Ali sleep.Past.3sg

‘Ali slept.’

annesi Ali'yi  uyuttu
mom.P3sg Ali.Acc sleep.Caus.Past.3sg

‘His mom made Ali sleep.’

Ali uyutuldu.
Ali.Nom sleep.Caus.Pass.Past.3sg

‘Ali was made to sleep.’
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(6)

(87)

(89)

(90)

(91)

B.6

(92)

(93)

annesi Ali’'ye  muzu yedirdi
mom.P3sg Ali.Dat banana.Acc eat.Caus.Past.3sg

‘His mom made Ali eat the banana.’

Ali’'ye muz yedirildi
Ali.Dat banana.Nom eat.Caus.Pass.Past.3sg
‘Ali was made to eat the banana.’

muz yendi.
banana.Nom eat.Pass.Past.3sg

‘A banana was eaten.’

evde uyundu.
home.Loc sleep.Pass.Past.3sg

‘It was slept at home.’

annesi Ali'nin yenmesine izin verdi
mom.P3sg Ali.Gen eat.Pass.Inf.Dat permission.Nom give.Past.3sg

‘His mother let Ali be eaten.’

annesi Ali'nin kurtlar tarafindan yenmesine izin
mom.P3sg Ali.Gen wolf.Pl by eat.Pass.Inf.Dat permission.Nom
verdi

give.Past.3sg
‘His mother let Ali be eaten by the wolves.’

Annesi Ali’nin yemesine izin verdi
Mom.P3sg Ali.Gen eat.Inf.Dat permission give.Past.3sg

‘His mother let Ali eat’

Fall 2008 Meeting

kizlar gitti
girl.Pl go.Past.3sg

‘The girls left.’

kizlar gitmedi
girl.P1l go.Neg.Past.3sg

‘The girls did not leave.’
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(95)

(100)

(101)

(102)

(103)

hi¢bir kiz gitmedi
no  girl.Nom go.Neg.Past.3sg
‘No girl left.’

erkekler Meryem’i gordi
boy.Pl Mary.Acc see.Past.3sg

‘The boys saw Mary.’

erkekler ve kizlar gitti
boy.Pl and girl.Pl go.Past.3sg

‘The boys and girls left.’

erkekler sarki soyledi ve dans etti
boy.Pl song sing.Past and dance make.Past.3sg

‘The boys sang and danced.’

kek Meryem  tarafindan yendi
cake.Nom Mary.Nom by eat.Pass.Past.3sg

‘The cake was eaten by Mary.’

her zaman hava hakkinda konusgurlar
all time.Nom weather.Nom about talk.Aor.3P1

‘They always talk about the weather.’

0 bir biiytikelgi gibi davranir
she.Nom an ambassador.Nom as act.Aor.3sg

‘She acts as an ambassador.’

zeki  kiz
smart girl. Nom

‘the smart girl’

beg erkek
five boy.Nom

‘five boys’

5 erkek
5 boy.Nom

‘5 boys’
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(104)

(105)

(106)

(107)

(108)

(109)

(110)

(111)

beginci erkek
five.Ord boy.Nom

‘the fifth boy’

erkeklerin  besi
boy.P1.Gen five.Poss

‘five of the boys’

Can’in  giil-me-si
John.Gen laugh-Inf-Poss
‘John’s laughing’

keki pis-ir-mek
cake.Acc bake-Caus-Inf
‘baking the cake’

Can'in  keki pis-ir-me-si
John.Gen cake.Acc bake-Caus-Inf-Poss
‘John’s baking the cake’

yikim
destruction.Nom

‘the destruction’

Roma’nin gehri  yik-ma-s1
Rome.Gen city.Acc destroy-Inf-Poss

‘Rome’s destruction of the city’

Meryem  6gretmen-dir
Mary.Nom teacher-Cop

‘Mary is a teacher.’
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Appendix C

Sentence Test Suite

C.1 Main Text

Sebnem Isigiizel, Oykiimi Kim Anlatacak ‘“Who will Tell My Story’, p. 11-12
“Sonra ben Oyle ¢ok aglayip geceler boyunca telefon bekledim ki...

Kimse bana bu kotii biiytiyii bozacak sihirli sozciigii fisildayamadi. Ben bogazinda
yara izi olmayan ‘Suskun Adam’la mutlu olacagimi biliyordum. Onun esi olabilirdim,
¢ocuklarin1 dogurabilirdim, birbirimize, hi¢ bagirmadan, sonsuz giiven ve mutluluk
sunarak yagayabilirdik. Ama o benim gibi diigiinmedi. Benden kacti. Kagtik¢a daha
da biiyiidii, bir tutku oldu. Bu tutku zamanla bana aci vermeye bagladi. Okulu ve isi
biraktim. Agirlasan ve giderek 6liime yaklagan bir hastadan farksizdim. Cevremdekiler
bana yardim edemiyorlardi. Bir gece uyandim. Giyinip disar1 ¢iktim. Hava soguktu.
Yiriimeye bagladim. Bu hoguma gitti. Ben yiiriidiikce gokyiiziiniin rengi de degisiyordu.
Once koyu bir griydi, martilarin kirli tiiylerine benzer bir renk almaya baslamist1 ki
bogazinda yara izi olmayan ‘Suskun Adam’in benim i¢in neden bir tutkuya doniigtiigiinii
diigiinmeye bagladim. Yoksa her sey gibi onu da ben mi yaratmigtim? Bildigim tek
sey vardi: Ben ona yakindim. Sanki ¢ok uzun yillar onunla birlikte yasamig, birlikte
diigler gormiistiim. Psikologa bu yiizden gittim. Terapiler sonug¢ vermeyince ig hip-
nozla, gecmiste, ¢cocuklugumda ya da onunla birlikteyken takildigim noktayi bulmaya,

bellegimden kazimaya kaldi. Ama doktorum biling bandimi geriye ¢ok hizh sardi ve ben
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bir 6nceki yasamima gittim. Bir liman kentinde ¢ocuklariyla kagmaya caligan bir kadin.
Kentin Miisliimanlarin eline gecme olasiligi var. Muhtesem bir kent. Hangi yiizyilda,

nerede ve kim olarak yagadim?

Daha o6nce yagamig oldugumu ogrenmek, bana, rengi begenilmedigi ya da soldugu

icin boyanilan bir kumag pargasiymigim duygusu veriyor.

Kendime ¢igek, taze meyve ve bir stirii renkli dergi aliyorum. Yolumun iizerindeki
dev aligveris merkezine girip vitrinlere bakiyorum. Rahatliyorum. Caligmamak giizel bir
duygu. Biitiin giin gezip dolagiyorum. Bol bol uyuyup okuyorum. Sali ve Cuma giinleri
kiitiiphane giiniim. Pergembeleri uzun yuriiyiigler ve ziyaretler yapiyorum. Carsamba,
cumartesi, pazartesi psikologa gidiyorum. Bugilin pazar, ama ben psikologa gitmek is-
tiyorum. Randevu almaya bile gerek duymuyorum. Doktoruma sadece derin uykularin

bana iyi geldigini soyliiyorum. Kiigiik seskaydedicim yine yanimda.”

C.2 Sentences

1 sonra ben Oyle cok aglayip geceler boyunca telefon bekledim ki

2 kimse bana bu kotii biiyliyi bozacak sihirli sozcigli fisildayamadi

3 ben bogazinda yara izi olmayan suskun adamla mutlu olacagimi
biliyordum

4 onun esgi olabilirdim, gocuklarini dogurabilirdim, birbirimize,

hi¢ bagirmadan, sonsuz given ve mutluluk sunarak yasgayabilirdik

ama o benim gibi diiglinmedi

benden kagti

kagtikgca daha da biyiidi, bir tutku oldu

bu tutku zamanla bana aci vermeye bagladi

okulu ve igi biraktim

10 agirlasan ve giderek &liime yaklagan bir hastadan farksizdim

11 ¢evremdekiler bana yardim edemiyorlardi

12 bir gece uyandim

13 giyinip digari g¢iktim

14 hava soguktu

15 yiirimeye bagladim

16 bu hoguma gitti

17 ben yiliriidilkge gokyiizliniin rengi de degigiyordu

© 00 3 O Ot
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18

19
20
21
22

23
24

25

26
27
28
29
30

31
32

33
34

35
36
37
38
39
40
41
42
43

once koyu bir griydi, martilarin kirli tiylerine benzer bir renk
almaya baglamisti ki bogazinda yara izi olmayan suskun adamin
benim ig¢in neden bir tutkuya doniigtiigiini diisinmeye bagladim
yoksa her sey gibi onu da ben mi yaratmistim

bildigim tek gey varda

ben ona yakindim

sanki ¢ok uzun yillar onunla birlikte yasamig, birlikte diigler
gormiigtim

psikologa bu yiizden gittim

terapiler sonu¢ vermeyince isg hipnozla, gegmiste, ¢ocuklugumda
ya da onunla birlikteyken takildigim noktayi bulmaya,
bellegimden kazimaya kaldi

ama doktorum biling bandimi geriye ¢ok hizli sardi ve ben bir
onceki yagamima gittim

bir liman kentinde cocuklariyla kagmaya calisan bir kadin
kentin miislimanlarin eline gegme olasiligi var

muhtegem bir kent

hangi yizyilda, nerede ve kim olarak yagadim

daha o6nce yasamig oldugumu Ogrenmek, bana, rengi begenilmedigi
ya da soldugu ig¢in boyanilan bir kumasg pargasiymigim duygusu
veriyor

kendime ¢igek, taze meyve ve bir siiri renkli dergi aliyorum
yolumun iizerindeki dev aligverisg merkezine girip vitrinlere
bakiyorum

rahatliyorum

calismamak giizel bir duygu

biitiin gin gezip dolagiyorum

bol bol uyuyup okuyorum

sali ve cuma gilinleri kiitiphane giinim

persembeleri uzun yiiriylisler ve ziyaretler yapiyorum

gargsamba, cumartesi, pazartesi psikologa gidiyorum

bugiin pazar, ama ben psikologa gitmek istiyorum

randevu almaya bile gerek duymuyorum

doktoruma sadece derin uykularin bana iyi geldigini soyliiyorum
kiigiik seskaydedicim yine yanimda
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Appendix D

Noun Phrase Test Suite

D.1 Simple Noun Phrases

Amerika’da dogum giini hediyesi

Candan digselligimizin eglenceli yani
Candan’in goézyasglari evi

Candan’in sesi egyalar

Mina’nin bir repligini fiziksel yapisi

Mina’nin kigiligi izerinde gazeteler

Mozart’in bir ezgisi gelecek cevabi

Tugba’nin arkasindaki kapiya gergin bir yizle

Tugba’nin bu agiri givenine gercek bir izilintiiyle
Tugba’yi gruplar

alarm sistemi falan glimiig bir irmak

altinci katta gindiiz diglerinden

altinci katin diigmesine gindiiz diglerinin yazgisina
altinci katin veznesinin gini

aligverig gezegeninde girilti

arkadagim hangi camlari

arkadagimizin dogum giiniine havaya

arkadasginin kolunu hemen merdivenlerin yanindaki kapi
ayak uglarimi herkes

ayaklarimdan hocam

ayni1 tafrali eda iki arkadag

agsagl kattaki ana vezneye iki geng kiz

bazilari ilk haftalarda

beni kadinin sesi

beyaz bir ¢iglik kadinin titrek sesi

bir Alman dostum kanepeye

bir alt katta kargi taraftan
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bir
bir
bir
bir
bir
bir
bir
bir
bir
bir
bir
bir
bir
bir

arkadagim
bekleyigin sarkisi
bek¢i falan
belediye arabasi
bulut

cami

dakika bile
konser

konserde

mizik kutusuna
pazar

resim

yerden

sarkiyi

biraz mahcup bir eda

biri
biri

leri
si

bu magazada
bu parlak fikirlerin

bu t

ir toplantilara

buralarda

biitiin eller

biiylileyici bir gerginlik
cuma giinleri

ders
ders
ders
ders
ders
ders
dinl
dinl
dost
poli

bitimine

hane

hanenin giris kapisinda
haneye

lerin yogunlugu nedeniyle
eyiciler

eyicilere

luklara

sler

rakamlarin yolunu
sahnede
sahneye de

salo
salo
salo
salo

na
nda
ndaki tek mum
nun elektrigi

sanatg¢ilarin
sesindeki sikkin ifadeyi
sesini

159

kargidan gelen su kizi
kargisindakinin goézlerinin igine
kendi notlarina yakin notlar
kendi oyun alani

kendisi

kimi okullarda

kitaplarinin istiine

kocaman magaza

kolundaki saate

koskoca magazada

magazamizin yiizde indirimi
magazanin giivenligi

merdivenin son basamaklarinda
merdivenlerden

merdivenleri

merdivenlerin yanindaki kapidan
muavinlerle

mum
mumlar
mumlarin
mumlarin

arasinda
belli belirsiz higirtisi
higirtisa

ne kadar anlamli bir konusma
o biyild ses

o telag iginde

o tiyatrocu kizla

odanin iginde

okulu

oraya

otobiisiin iginde

oyuncak ayilar

parfim posetini

parfiim reyonuna

zayif bir kigilik

zayif oyunculuk

zemin kata

zemin kattaki vezne
Ingilizce sdzcilikleri
calgilara

cagirma digmesine

celik duvarlarla

gelik duvarin iizerinde
cevremde

cevremizdeki binalara

mumlarin



seyirciler

sinek ilaci

sisler arasinda

siyahlarla birlikte bir protesto
yiriylsinde

su sesi

80z konusu

s0z konusu ezginin oykisi

sozleri lzerine

sinif baskan yardimcisi
tam tersini

tatsiz gergek

telefon

teybin diigmesine

teyp kasetleri
tezgahlarin arkasina
tezgahtar bayan
tezgahin iistiinde
tuvaletin kapisini
tuvaletin yerini
upuzun bir yol
vitrin camlarini
vitrin falan
yaninda da
yapilacak bir sgey
yirekliligim
yizlerce mum

D.2 Relative Clauses

Alper’in soyledigi bir geye

alani dolduran on binlerce sgarkici

anlattigim konuyu

¢ikis kapisina
¢iplak calgilarin
on planda

onceki kararliligim

oniimizdeki derse
o0zel bir gin
ogrenciler

ogrencilere

ogretmen

ogretmenlerin peginden
gsarki dinleme saatimi
sarkici kadinla

sarkici kadinla ilgili bir gazete
haberini

sarkilarina

gsarkinin ikinci kismi
gsarkinin ilk bdlimi
gsarkinin iginde

gsarkinin igine

gsarkinin seriivenini de
gsarkiyi

saskinligini

su mithig zekani

Su pargayil

su siyah uzun sag¢li olani
sSu gayl

su ogrenci kalabaligindan

az once Tugba ile Candan’1i getiren asansor

az once durduklari reyonun tezgahina

bitip tiikkenmek bilmeyen bir yol

elindeki kitabi kapatan Ogretmenin

elindeki klasorlerden Tugba’ya ait olani
en iyi arkadagi sule’nin dogum giinii partisine gidecegini

gozleriyle gevreyi arastiran Candan
hemen merdivenlerin yanindaki kapi



heyecandan tizlesmig bir sesle

hi¢ gérmedigim sokaklari

insanlarla konugurken de kendini sahnede sanip kaptiran biri
insanin ilizerine giden nefis biri

istedigi markayi

kalan merdivenleri

kargi taraftan hizla gelen bir delikanlidan aldigi omuz
kargidan gelen su kizi

kasanin bulundugu kisimda

kentin hi¢ bilmedigim kdgelerine

magazanin camlarinin arkasini gepegevre saran ¢elik perde
neler yapabilecegimizi

olacak gey

otobliste, dolmusta, sokak ortasinda kurulan digler
parfimeri reyonuyla ilgilenen hog gorinimli bayan
parfimi ig¢ine koydugu posgete

partiyi yapana

sahnede goriinmeyen bir tip

sessiz sessiz aglayan arkadasgina

siyahlarla birlikte bir protesto yiliriyiigiinde ¢ekilmig bir resim
son dakikada ¢ikan bu igten

soracaginiz bir gey

sO0yledigi so6ziin anlamini

uzandigim kanepeden

uzaylp giden bir yolu

veznede sira bekleyen iki miigteri

vitrinde teshir edilen mallarin arkasini

vitrine agilan bir girisg

yalnizca kargisindakinin goézlerinin ic¢ine bakan nefis biri
yalnizca uzayip giden bir yol

yapilacak bir gey

yazdigi iki fisten birini

yere damlayan mum

yere sagilan kagitlari

yirimek yerine dalgalanan Oyle til gibi bir kadini
Qule’lere gotirmek ig¢in hazirladigi kek paketini de
Qule’nin o ¢ok begendigi parfimi

D.3 Sentential Complements

Mina’y1 sevmemen
Tugba ile ayni dershaneyi segmeleri

161



Tugba ile ortak hediye almaya

Tugba’nin kurtulmak ig¢in hig¢bir hareket yapmamig olmasina
Tugba’nin uzaklasmasini

alarmin caligmamasina

bir insanin giindiiz diigleri ig¢inde yasamasinin tehlikeli olabilecegini
bir kentin ortasinda yitmek

bir geyler iUmit etmek

bitip tiikenmek bilmeyen bir yol

bu gece dogum gilinlinde parfimi gotiirmek

bunun eglenceli bir yani oldugunu

buradan ¢ikmanin bir yolunu

clizdanimin kaybolmasi

daha erken gelebilmem

en azindan masraf agisindan yik olmamaya

en iyi arkadasi Sule’nin dogum giini partisine gidecegini
gindiiz diigi kurma igiyle

kapanma saati

kendi notlarina yakin notlar almasina

mumlarin sondiiriilmesi

onu satin almayi

onun iriyari biri oldugunu

ortalarda dolasmasina, kosusturmasina, alabildigine eglenmesine
parfim almak

sanatg¢inin sahneye ¢ikigindan

size dagittigim testleri

siirekli bir yeniligin tam ortasinda olmak

vitrini hazirlamak

yitip gitmekten de

yitmek

yirimek

zekamin miithis oldugunu

Qule’lere gotirmek ig¢in hazirladigi kek paketini de

gayl 1sitmalarini

garkinin bittiginin

D.4 Coordination

arkadaglari, kigilikleri

elindeki kitaplari ve biiylikge bir pogeti
fiziksel olarak zayif, ince, gelimsiz bir tip
hem igeri girilmemesi, hem de disari ¢ikilmamasi
hi¢ gormedigim sokaklari, insanlari
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iriyari, sarisin, ama sahnede goriinmeyen bir tip
kek, pasta, ¢orek gibi bir geyler

kitaplari ve posgetleri

kitaplarini ve posgetini

kitaplarini, defterlerini

kirik, aci, ama direngli bir bekleyisgin

mithis bir aydinlik ve inanilmaz bir sessizlik
ortalarda dolagmasina, kosugturmasina, alabildigine eglenmesine
otobliste, dolmusgta, sokak ortasinda

otobliiste, dolmusta, sokak ortasinda kurulan digler
saatin akreple yelkovani

uzun boylu, incecik bir kiz

vitrine agilan bir girig, bir kapa

yorgun ve isteksiz ayaklarini

D.5 XLE Parses of Selected Phrases

(112) alarm sistemi falan
alarm.Nom system.P3sg etc

‘alarm system etc.’

CS 1: *TOP*

NP

NP [def]

N

NP [def] ADVfoc

NPposs [def] falan

PN

NP [indef] N[def]

N[indef] sistemi

alarm
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"alarm sistemi falan"

[PRED 'sistem!'
PRED 'falan'
ADJUNCT
48|ADV-TYPE [ADV-SYN focus|

PRED ‘'alarm'

MOD NTypE [VSEM [COMMON count]
NSYN common

1|CASE nom, NUM sg, PERS 3

rypg  [NSEM [coMMON counﬂ}

NSYN common

PRED 'null pro'

SPEC POSS  |NTYPE [NSYN pronour]
-2|NUM sg, PERS 3, PRON-TYPE pers

22§ASE nom, NUM sg, PERS 3
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(113) altma katin
sixth floor.Gen button.P3sg.Dat

‘to the button of the sixth floor’

diigmesine

Cs 2: *TOP*

NP

NP [def]

NPdefnn [def]

N

NP [def]

NP

NP [indef]

NPnum[indef]

NUM

PN

NP [indef]

N [def]

di mesine

altinci N[indef]

katin

"altinci katin dii mesine"

124

NTYPE

SPEC [POSS

[PRED 'dli me'

63

NSEM [COMMON count]
;NSYN common

[PRED 'kat'

NTYPE INSEM [COMMON count]
INSYN ~ common

PRED
SPEC [NUMBER 1&UMBER-TYPE

pASE gen, NUM sg, PERS 3

ICASE dat, NUM sg, PERS 3
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'altinca!
ord

]




(114) arkadagmmizin ~ dogum giiniine
friend.P2pl.Gen birth.Nom day.P3sg.Dat

‘to our friend’s birthday’

Cs 1: *TOP*

NP

NP [def]

NPdefnn [def]

////////\\\\\\\

NP NP [def]
NP [def] NPposs [def]
N [def] NP [indef] N[def]

arkada imizin N[indef] glnltne

do um

"arkada 1mizin do um gunune"

[PRED 'glin'
PRED 'do um'

MOD NTYPE
NSYN common

NTYPE [NSEM [TIME +:|]

[PRED 'arkada '

NSYN common
SPEC POSS -

PRED

61|CASE dat, NUM sg, PERS 3
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NSEM [COMMON count]

22|CASE nom, NUM sg, PERS 3

CHECK [ EXPLICIT _poss|
NTYPE \NSEM [COMMON count]

'null pro'

1|CASE gen, NUM sg, PERS 3

SPEC |POSS  |NTYPE [NSYN pronour]
-1[NUM pl, PERS 1,

PRON-TYPE

pers




(115) asag kattaki ana vezneye
lower floor.Loc.Rel main pay.desk.Dat

‘main pay desk at the lower floor’

CS 1: *TOP*
|
NP
|
NP [def]
|
NPadj [def]
/\
AP NP [indef]
| |
Arel NPadj [indef]
N
NP DS AP NP [indef]

NP [indef] kattaki A N[indef]

NPadj [indef] ana vezneye

N

AP NP [indef]

A N[indef]

a a 1 kattaki

"a a 1 kattaki ana vezneye"

[PRED 'vezne'
[PRED 'ki<[28:kat]>"
[PRED 'kat'

PRED 'a a 1'
ADJUNCT \ . Cos
{1&TYPE attributive, DEGREE p051t1v4}

OBJ

ADJUNCT NTYDE [NSEM [COMMON count]

NSYN common

28 28?ASE loc, NUM sg, PERS 3

[PRED 'ana’
ATYPE attributive, DEGREE positiv

55[<s ﬂ28:kiD

NTYPE

NSEM [COMMON count]
INSYN common
103|CASE dat, NUM sg, PERS 3
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(116) bir dakika bile

a moment.Nom even

‘even a moment’

Cs 1: *TOP*

NP

NP [indef]

N

NP [indef] ADVfoc

NPdet [indef] Dbile

N

D NP[indef]

bir N[indef]

dakika

"bir dakika bile"

[PRED 'dakika'
PRED 'bile!
AD T
JUNC 49|ADV-TYPE [ADV-SYN focus|

NTYPE [NSEM [TIME +:|]

SPEC ET |:PRED 'blr':|:|

DET-TYPE indef

1
349ASE nom, NUM sg, PERS 3
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(117) biraz mahgup bir eda
a.bit embarrassed a  expression.Nom

‘a bit of an embarrassed expression’

Cs 2: *TOP*

NP

NP [indef]

NPadj [indef]

N

AP NP [indef]

N |

ADVadj A NPdet [indef]

RN

biraz mahgup D NP [indef]

bir N[indef]

eda

"biraz mahgup bir eda"

[PRED reda’
PRED 'mahg¢up’

FRED 'biraz'

1

AD T ADJUNCT o
JUNC JONC { ADJUNCT-TYPE degree, DEGREE p051t1v4}

15|ATYPE attributive, DEGREE positive
N

NType  [VSEM [COMMON count]
NSYN common
[ PRED 'bir!'
SPEC DET .
26 EET—TYPE 1nde4}

59?ASE nom, NUM sg, PERS 3
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(118) Diittin eller
all hand.P1

‘all hands’

Cs 1: *TOP*

NP

NP [indef]

NPadj [indef]

/N

AP NP [indef]

A N[indef]

blitlin eller

"bitln ellexr"

[PRED relr

PRED 'butun'
ADJUNCT . . -
JUNC {lETYPE attributive, DEGREE pos1t1v4}

NTYDE {NSEM [COMMON count]

NSYN common
12|CASE nom, NUM pl, PERS 3
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(119) su siyah uzun sagh olani
that black long hair.With be.PresPart.ZeroDeriv.Acc

‘that one with long black hair’

Cs 1: *TOP*

NP

NP [indef]

NPadj [indef]

N

AP NP [indef]

Arel NPderiv

N

NP DS olani

NP [def] saclz

NPdet [def]

PN

D NP [indef]

u NPadj [indef]

N

AP NP [indef]

A NPadj [indef]

N

siyah AP NP [indef]

A N[indef]

uzun sagla
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(120) Tugbamin bu agir1 giivenine
Tugba.Gen this over confidence.P3sg.Dat

‘to this over confidence of Tugba’

Cs

1:

*TOP*

NP [def]

NP

NPdefnn [def]

N

NP [def]

NP

NP [def]

PROP

NPdet [def]

N

D NPadj [def]

N

Tu ba'nin bu AP N[def]

A glivenine

a 1ri

"Tu ba'nin bu a i1ri glvenine"

[PRED

NTYPE

SPEC

67

PRED 'a 1rza'
ADJUNCT \ . o
{&4ETYPE attributive, DEGREE p081t1v4}

34

'glven'

NSEM [COMMON count]
INSYN common

DET

POSS

1

[PRED 'bu!
pET—TYPE demo

[PRED 'Tu ba'
CHECK [ EXPLICIT _poss|

NTYPE NSEM FROPER [PROPER-TYPE
NSYN proper

CASE gen, NUM sg, PERS 3

|ICASE dat, NUM sg, PERS 3
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(121) bitip titkenmek bilmeyen bir yol
finish. AfterDoingSo exhaust.Inf know.Neg.Prespart a road.Nom

‘a never ending road’

CS 2: *TOP*
|
NP
|
NP [def]
|
NPadj [def]
/////////\\\\\\\\\
Apart NP [indef]
| |
Vadj NPdet [indef]
////////T\\\\\\\\ ///\\\

NP [indef] v DS D NP[indef]
| L— | |
NPverbal bilmeyen bir N[indef]
N |
ADVP Vnom yol

ADVsub tukenmek

Vadv

bitip
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(122) elindeki kitab1  kapatan 6gretmenin
hand.P3sg.Loc.Rel book.Acc close.PresPart teacher.Gen

‘of the teacher who closes the book in her hands’

Cs 1: *TOP*

NP

NP [def]

NPadj [def]

///////A\\\\\\\

Apart NP [indef]

N |

NP Vadj N[indef]

NP [def] kapatan & retmenin

NPadj [def]

PN

AP NP [def]

Arel N[indef]

elindeki kitabi

176



urtew HdALA

sxiod HIAL-NO¥d '€ S¥Hd ‘Bs WON[TZ-
fmouoxd NxsN @dazin ssod| 0ads g0
,0xd TInuU, Qddd

Tew HJXAIA ‘- HAISSYd ‘TO9P HJAL-HSAVID ‘oATieISI HdAL-IONOLAY|2Z -

‘- IAISSYA 'To°P HAAL-HSAVID ‘©AT3IeTSX HdAL-LONALAY|SS

€ s¥dAd 'Bs WAN ‘ooe "SYI|6Z

punoo NOWWOD] WHSN

€ S¥Ed ‘bs WAN ‘©OT HSYD|0Z-

rd
. © ILONNLAY|
uouwoD NZASN
Bunoo nownwoo] wasn| TIALN
(T9,  aE¥4d)
1 <[T2:02-1>T, azdd) |
deaty, aa¥d]
(<, <[deaTy:ez] >edey, ‘[uswisSI Q:FL]>Sned, a=gyd]

[MDEHD-5S]
[deaTy:6Z]
(<[de3ty:ez] >edey,

MOTHD
rans
a@ad|

€ s¥dd ‘Bs WAN ‘usbh =ESYD|¥L

uowwon NXSN]
[unoo NOWWOD] WESN|

bredsexd ryva ] MoEHD
[Uswasx Q:¥%L] rdans

UoWwWod NASN]
HdALN]

-\

T

,uswisax 9Q,

JUTuswiasx @ uejedey TelTy IXOPUTIID.

HdALN

LONNL AV

aaad]

177



(123) gozleriyle gevreyi aragtiran Candan
eye.P1.P3sg. With around.Acc explore.PresPart Candan.Nom

‘Candan who is exploring the around with her eyes’

CS 3: *TOP*
|
NP
|
NP [def]
|
NPadj [def]
///////,//‘\\\\\\\\\\
Apart NP [indef]
,/”///////X\\\\\\\\\\\ |
NP NP Vadj N[indef]
| | | |
NP [def] NP [def] ara tiran Candan

N [def] N [indef]

gbzleriyle c¢evreyi

"gdzleriyle ¢evreyi ara tiran Candan"

[PRED 'Candan'
[PRED 'ara tir<[128:Candan], [65:cevrels’
[PRED 'cevre'

- N FSEM [common counﬁq
INSYN common
65|CASE acc, NUM sg, PERS 3
SUBJ [128:Candan]
[PRED 'gdz'

ADJUNCT NTypE [VSEM [COMMON count]
INSYN common

[ADJUNCT PRED 'null pro

SPEC |[POSS  |NTYPE [NSYN pronour
-9|NUM sg, PERS 3, PRON-TYPE pers

1[CASE inst, NUM pl, PERS 3

CHECK [ PART PresPart]

NTYDE NSEM FROPER [PROPER-TYPE nam@]

INSYN proper
l28pASE nom, NUM sg, PERS 3
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(124) magazanin camlarinin arkasini gepegevre saran celik
store.gen window.Pl.P3sg.Gen rear.side.P3sg all.around cover.PresPart steel
perde
panel.Nom

‘the steel panel that covers all of the rear sides of the windows of the store’

Cs 2: *TOP*

NP

NP [def]

NPadj [def]

/////////\\\\\\\\\

Apart NP [indef]

P |

NP ADVP Vadj NPadj[indef]

I N PN

NP [def] ADV saran AP NP [indef]

NPdefnn [def] c¢epecgevre A N[indef]

R .

NP NP [def] ¢gelik perde

NP [def] N [def]

NPdefnn[def] arkasini

N

NP NP [def]

NP [indef] N [def]

N[indef] camlarinin

ma azanin

179



€ SuEd ‘BS WON ‘wou HSYD|LLT
uowwoD NASN
hunoo NomWwoo] wasy| — TIALN
ﬁ_”.Hmm“._”NHuu s>|PST
AT1TSod HEYDHAA ‘OATINQTIIIE HIALY]
STTOD, qEyd
utew HIALA ‘- HAISSYA 'TO9P HIAL-HSAVTD ‘SATIRTSX HAAL-IONNCAY|TZT
hxedsezd 1yvd | MOEHD
Q.wﬁ&um%o_ mmm&oﬂv IONACAY]
[epxad: LLT] rans
€ S¥Ed ‘BS WON ‘00 HSYD|68
€ syad ‘1d WON ‘usb HASYD|¥e
€ s¥Ed 'bs WAN ‘usb HSVD|T
uowwod  NASN
funoo nownod] WaESN| gazinl ssodal omas LONNLAY
[ssod™ LIDITAXE | MOHHD
eze ew,  qmud ssod| oads
: rgo
uouwwod  NASN
Bunoo Nownod] WESN| gaxin
[fsod™ LIoTTAXE | MOHEHD
SWed,  qHENd]
uowwoD NASN
funoo Nowwoo] wasy| 24N
esdIe,  qHMd]
\<[exae:e8] ‘[opaad:LLT]>1es, agdd|
1epaad, aad]

popaad MITeD ueaes a1a3d9ded TUISeIE UTUTIBTWED UTIUeZe eu,

180



(125) daha erken gelebilmem
more early come.Able.Inf.P1sg.Nom

‘that I can come earlier’

Cs 1: *TOP*

NP

NP [indef]

NPverbal

N

ADVP Vnom

N

ADVcompar ADV gelebilmem

ADV erken

daha

"daha erken gelebilmem"

[PRED 'null pro'
SUBJ NTYPE [NSYN pronour]
NUM sg, PERS 1, PRON-TYPE pers

[PRED 'gel<[85-SUBJ:null prol>'
XCOMP SUBJ [85-SUBJ:nul l_pro]

1
w

PRED 'erken'

PRED 'daha'
ADJUNCT ADJUNCT {l |;ADJUNCT—TYPE degree,

18[DEGREE comparative

CHECK [ PART Inf2)]

[PRED 'yabil< [85-SUBJ:null pro], [-3:gells’

|CLAUSE-TYPE decl, PASSIVE -, VTYPE mai

DEGREE positivg}

85pASE nom, CLAUSE-TYPE nom, NUM sg, PASSIVE -, PERS 3, VTYPE maiq
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ina’y1  sevmemen
(126) Mina’y
Mina.Acc like.Neg.Inf.P2sg.Nom

‘that you do not like Mina’

Cs 1: *TOP*

NP

NP [indef]

NPverbal

PN

NP Vnom

NP [def] sevmemen

PROP

Mina'yi

"Mina'yi sevmemen"

[PRED 'sev<[32-8SUBJ:null pro], [1:Minal>'
[PRED 'null pro'

SUBJ |NTYPE [NSYN pronour]

NUM sg, PERS 2, PRON-TYPE pers

[PRED 'Mina’

oBs  INTvpE [NSEM [PROPER [PROPER-TYPE name]]

NSYN proper
pASE acc, NUM sg, PERS 3

=

CHECK [ PART Inf2]
32|CASE nom, CLAUSE-TYPE nom, NEG +, NUM sg, PASSIVE -, PERS 3, VTYPE main
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(127) sanat¢inin sahneye ¢gikigindan
artist.Gen stage.Dat get.Inf.P3sg.Abl

‘from the artist’s getting to the stage’

Cs 2: *TOP*
|
NP
|
NP [def]
|
NPpart
//’///////7\\\\\\\\\\\
NP NP Vnom

NP[indef] NP[indef] ¢iki indan

N [indef] N[indef]

sanatg¢ginin sahneye

"sanat¢inin sahneye ¢iki indan"

[PRED '¢ik<[1l:sanat]>'
[PRED ‘'sanat'
CHECK [ EXPLICIT _sub]]

DERTV {-4[DERIV-FORM ci, DERIV-SEM agt]}
SUBJ
TypE [VSEM [COMMON count
NSYN common

1|CASE gen, NUM sg, PERS 3

PRED 'sahne'

ADJUNCT ¢  |[NTYPE FSEM [common coun?}

NSYN common
27|CASE dat, NUM sg, PERS 3

CHECK [ PART Inf3]
48|CASE abl, CLAUSE-TYPE nom, NUM sg, PASSIVE -, PERS 3, VTYPE main
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(128) bir kentin  ortasinda yitmek
a city.Gen middle.P3sg.Loc get.lost.Inf

‘to get lost in the middle of a city’

Cs 1: *TOP*

NP

NP [indef]

NPverbal

N

NP Vnom

NP [def] yitmek

NPdefnn [def]

N

NP NP [def]

NP [indef] N [def]

NPdet [indef] ortasinda

N

D NP [indef]

bir N[indef]

kentin
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"bir kentin ortasinda yitmek"

[PRED 'yit<[81-SUBJ:null prol>'
[PRED 'null pro'
SUBJ NTYPE [NSYN pronour]
[PRON-TYPE pers
[PRED 'orta'
NTypE [VSEM [COMMON count]
INSYN common
[PRED 'kent'
CHECK [ EXPLICIT _poss]
ADJUNCT ¢ NTYPE INSEM  [COMMON count]
SPEC [POSS INSYN  common
spec  |per [PRED 'bir
1 DET-TYPE indef]|
34§ASE gen, NUM sg, PERS 3
60|CASE loc, NUM sg, PERS 3
CHECK [ PART Infl]
81§ASE nom, CLAUSE-TYPE nom, NUM sg, PASSIVE -, PERS 3, VTYPE maiq
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