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Abstract

Hovering and trajectory tracking control of rotary-wing aircrafts in the presence

of uncertainties and external disturbances is a very challenging task. This thesis

focuses on the development of the robust hovering and trajectory tracking control

algorithms for a quadrotor helicopter subject to both periodic and aperiodic dis-

turbances along with noise and parametric uncertainties. A hierarchical control

structure is employed where high-level position controllers produce reference at-

titude angles for the low-level attitude controllers. Reference attitude angles are

usually determined analytically from the position command signals that control

the positional dynamics. However, such analytical formulas may produce large

and non-smooth reference angles which must be saturated and low-pass filtered.

In this thesis, desired attitude angles are determined numerically using constrained

nonlinear optimization where certain magnitude and rate constraints are imposed.

Furthermore, an acceleration based disturbance observer (AbDOB) is designed

to estimate and suppress disturbances acting on the positional dynamics of the

quadrotor. For the attitude control, a nested position, velocity, and inner accel-

eration feedback control structure consisting of PID and PI type controllers are

developed to provide high stiffness against external disturbances. Reliable angular

acceleration is estimated through an extended Kalman filter (EKF) cascaded with

a classical Kalman filter (KF).

This thesis also proposes a novel disturbance observer which consists of a bank of

band-pass filters connected parallel to the low-pass filter of a classical disturbance

observer. Band-pass filters are centered at integer multiples of the fundamental

frequency of the periodic disturbance. Number and bandwidth of the band-pass



filters are two crucial parameters to be tuned in the implementation of the new

structure. Proposed disturbance observer is integrated with a sliding mode con-

troller to tackle the robust hovering and trajectory tracking control problem. The

sensitivity of the proposed disturbance observer based control system to the num-

ber and bandwidth of the band-pass filters are thoroughly investigated via several

simulations. Simulations are carried out on a high fidelity model where sensor bi-

ases and measurement noise are also considered. Results show that the proposed

controllers are very effective in providing robust hovering and trajectory tracking

performance when the quadrotor helicopter is subject to the wind gusts gener-

ated by the Dryden wind model along with plant uncertainties and measurement

noise. A comparison with the classical disturbance observer-based control is also

provided where better tracking performance with improved robustness is achieved

in the presence of noise and external disturbances.
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Özet

Belirsizlikler ve dış bozucuların olduğu durumlarda döner kanatlı uçakların havada

kalma ve yörünge izleme kontrolü çok zor bir iştir. Bu tez, gürültü ve parametrik

belirsizliklerin yanı sıra periyodik ve aperiyodik bozuculara maruz kalan bir quadro-

tor helikopter için gürbüz havada kalma ve yörünge izleme kontrol algoritmalarının

geliştirilmesine odaklanmaktadır. Yüksek seviye pozisyon kontrolcülerinin düşük

seviye duruş kontrolcüleri için referans duruş açıları ürettiği hiyerarşik bir kon-

trol yapısı kullanılmaktadır. Referans duruş açıları çoğunlukla konumsal dinamik-

leri kontrol eden pozisyon komut sinyallerinden analitik olarak belirlenmektedir.

Bununla birlikte, bu tür analitik formüller, sınırlandırılmayı ve alçak iletimli fil-

trelenmeyi gerektiren büyük ve pürüzsüz olmayan referans açıları üretebilir. Bu

tezde, istenen duruş açıları, belirli büyüklük ve oran kısıtlamalarının uygulandığı

kısıtlı doğrusal olmayan optimizasyon kullanılarak sayısal olarak belirlenmektedir.

Ayrıca, bir ivmelenmeye dayalı bozucu gözlemcisi (AbDOB), quadrotorun konum-

sal dinamikleri üzerine etki eden bozucuları tahmin etmek ve bastırmak için tasar-

lanmıştır. Duruş kontrolü için, dış bozuculara karşı yüksek sertlik sağlamak üzere

PID ve PI tipi kontrolcülerden oluşan iç içe konum, hız ve iç ivme geri besleme kon-

trol yapısı geliştirilmiştir. Güvenilir açısal ivmelenme, ardarda bağlanmış genişletil-

miş bir Kalman filtresi (EKF) ile klasik bir Kalman filtresi (KF) üzerinden tahmin

edilmektedir.



Bu tez ayrıca, klasik bir bozucu gözlemcisinin alçak iletimli filtresine paralel bağlan-

mış bir bant iletimli filtre bankasından oluşan yeni bir bozucu gözlemcisi önermekte-

dir. Bant iletimli filtreler, periyodik bozucunun temel frekansının tam sayı kat-

larında ortalanmıştır. Bant iletimli filtrelerin sayısı ve bant genişliği, yeni yapının

uygulanmasında ayarlanması gereken iki önemli parametredir. Önerilen bozucu

gözlemcisi, gürbüz havada kalma ve yörünge izleme kontrol problemini ele al-

mak için bir kayan kipli kontrolcüye entegre edilmiştir. Önerilen bozucu gözlemci

temelli kontrol sisteminin, bant iletimli filtrelerin sayısına ve bant genişliğine du-

yarlılığı, birçok simülasyon yoluyla ayrıntılı bir şekilde incelenmiştir. Simülasyonlar,

sensör sapmalarının ve ölçüm gürültüsünün de göz önünde bulundurulduğu yüksek

kalitede bir model üzerinde gerçekleştirilmiştir. Sonuçlar, önerilen kontrolcülerin,

quadrotor helikopterin sistem belirsizlikleri ve ölçüm gürültüsünün yanında Dry-

den rüzgar modelinin ürettiği rüzgarlara maruz kalması durumunda bile gürbüz

havada kalma ve yörünge izleme performansını sağlamada çok etkili olduğunu

göstermektedir. Ayrıca klasik bozucu gözlemcisi temelli kontrol ile bir karşılaştırma

da yapılmış, gürültü ve dış bozucular varken düzeltilmiş gürbüzlük ile daha iyi

izleme performansının elde edildiği görülmüştür.
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Chapter 1

Introduction

According to the recent research made by Grand View Research, a market research

and consulting company [1], the applications of unmanned aerial vehicles (UAVs)

has gained considerable attention in the global market and it is expected to reach

USD 2.07 billion by 2022. Recently, we have seen an increase in the application

of drones in the existing industries. The reasons for this much interest in UAVs

is due to their ability to perform those tasks which are difficult or dangerous for

humans. Sometimes cost of the operation increases if the similar task is performed

by human beings as compared to UAVs which require less investment of resources,

i.e., it would require fewer resources to use a drone to check up the condition of

machinery, structures or infrastructures located in remote areas or considerably

high altitude with respect to the ground, patrol certain areas, transportation,

deliveries and even data collection [2].

In many military and civilian applications, aerial inspection is needed for the

successful reconnaissance and rescue applications; therefore, UAVs are the essential

elements in those operations nowadays. Also, UAVs are used for image recognition

and capturing to scan certain areas to build a virtual model which can benefit the

area of civil engineering.

1
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Flexible assembly is based on the dynamic and continuous re-sequencing of the

assembly objects different from the conventional assembly. Therefore smart logis-

tics is used to cope with a flexible assembly that needs a smart control unit and

new principles of material supply. UAVs can be used in smart logistics where 3D

logistics can be applied due to the availability of the extra dimension for internal

logistics processes [3]. Further applications of the UAV are listed below.

• Reconnaissance and Close Air Support Missions [4]

• Search and Rescue missions [5]

• Traffic Monitoring [6]

• Law enforcement [7]

• Power lines inspection and fault detection [8]

• Wildlife monitoring [9]

• Remote sensing-based monitoring system for gas pipelines [10]

• Automatic forest fire monitoring [11]

• Bridge inspection [12]

• 3D mapping of the archaeological sites [13].

• Aerial manipulation and delivery [14]

Due to extensive usage of the UAV, various types of UAVs are produced depending

on their applications. UAVs are classified based on the mechanical structure and

operations, as shown in the Fig 1.1.

Fixed-wing UAVs require a certain velocity to take off and landing; therefore, a

runway is necessary for such designs. However, they can fly with high speed and

long endurance. Rotary-wing UAVs have the capability of vertical take-off and

landing (VTOL); therefore, rotor aircrafts can hover at a certain altitude and can

show high maneuverability. In order to maintain the capabilities of both fixed-wing
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Figure 1.1: UAVs classifications

and rotary-wing aircrafts, hybrid design has been recently introduced to develop

aircraft with both VTOL and high speed capabilities. Different structures for

UAVs have been shown in Fig 1.2.

Figure 1.2: Various UAVs

Among UAVs, quadrotor is one of the most used kinds in many civilian and mili-

tary applications such as precision farming [15], city monitoring [16] and surveil-

lance [17] due to its vertical take-off and landing (VTOL) capability. Therefore
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extensive efforts have been made to the quadrotor related research topics due to its

simple structure and better maneuverability with low speed flight. However, these

advantages come with the challenging task of tracking control of the quadrotor

due to inherently unstable, nonlinear, coupled and underactuated dynamics.

1.1 Motivation

Robust control algorithms are needed to achieve the efficient trajectory tracking

control of UAVs with less errors in the presence of external disturbances, para-

metric uncertainties and noisy measurements. External disturbances are one of

the main problems in efficient trajectory tracking control, so it must be tackled

and counteract in order to get better tracking performance. Acceleration feedback

control focuses on designing closed-loop control using acceleration signals to en-

hance robustness against external disturbances. The acceleration feedback signal

contains the effects of unknown disturbances. Therefore, acceleration control re-

sponds faster and rejects the disturbances successfully. Schmidt and Lorenz [18]

demonstrated the principles, design methodologies and implementation of acceler-

ation feedback to substantially improve the performance of dc servo drives. They

showed that acceleration feedback acts as electronic inertia to provide higher stiff-

ness to the system. The success of acceleration control techniques in literature

depends on the accurate and continuous acceleration feedback. Robust angular

accelerations which are estimated by the sensor fusion algorithms are incorporated

as feedback signals.

In this thesis, acceleration feedback control is utilized in a hierarchical control

structure for robust trajectory control of a quadrotor subject to external distur-

bances where reference attitude angles are determined through an optimization

algorithm. An acceleration based disturbance observer (AbDOB) is designed to

reject disturbances acting on the positional dynamics of the quadrotor by utiliz-

ing the linear accelerometer readings. For the attitude control, a nested position,

velocity, and inner acceleration feedback control structure consisting of PID and
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PI type controllers is developed to provide high stiffness against external distur-

bances. Inertial measurement unit (IMU) is used to measure the angular position

of the system. A 9 degree of freedom (DOF) IMU consists of 3-axis accelerom-

eter, 3-axis gyroscope and 3-axis magnetometer. Typically the accelerometer is

used to measure specific forces along 3 axes, the angular velocity of the system is

measured through the 3-axis gyroscope and the earth’s magnetic field is measured

through the 3-axis magnetometer. Euler angles are estimated through sensor fu-

sion algorithm such as Kalman filter by utilizing the raw sensor data of the IMU

[19]. Unlike the numerical differentiation to generate angular acceleration which

induces noise amplification, a cascaded structure which consists of an extended

Kalman filter (EKF) and a classical Kalman filter (KF) is used to estimate reli-

able angular accelerations. By fusing the data from the accelerometer, gyroscope

and magnetometer models, an extended Kalman filter is used to estimate the Eu-

ler angles and gyro biases. In order to avoid noise amplification due to numerical

differentiation, the classical Kalman filter is used to estimate the angular velocities

and accelerations from the compensated gyro data. Simulations are carried out on

a high fidelity model where sensor noise and bias are also considered. Simulation

results show that the proposed controllers provide robust trajectory tracking per-

formance when the quadrotor is subject to wind gusts generated by the Dryden

wind model along with the uncertainties and measurement noise.

External disturbances can be constant, periodic or nonperiodic. Disturbance ob-

server is used to estimate the disturbances acting on the system. Especially the

acceleration controller realized by the DOB is an effective control concept in motion

control of UAV. The acceleration controller realizes an ideal acceleration response

suppressing disturbances. In addition, the acceleration controller can design per-

formances of trajectory tracking and disturbance suppression independently. In

DOB design, the performance of the disturbance suppression is determined by

the Q filter [20]-[21]. As conventional DOB is sensitive to the cutoff frequency of

the low-pass filter, higher order and infinite order disturbance observers are used

to remove the high-frequency periodic disturbances, but they are not capable to

suppress the low-frequency disturbance. The objective of this thesis is to come
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up with a new structure of the disturbance observer along with robust nonlinear

control to deal with nonlinearities of the system. However, the success of the dis-

turbance observer depends upon the estimation of both low and high-frequency

disturbances by the Q filter. Therefore, a new structure for the disturbance ob-

server will be developed to get more robust performance against both periodic and

nonperiodic disturbances in the low and high-frequency regions.

Trajectory tracking control of a UAV is usually tackled in a hierarchical frame-

work where reference attitude angles are analytically determined from the desired

command signals, i.e., virtual controls (VC), that control the positional dynamics

of the UAV and the desired yaw angle is set to some constant value. Although

this method is relatively straightforward, it may produce large and nonsmooth

reference angles which must be saturated and low-pass filtered. So, a numerical

method will be developed to produce reference angles. Determination of desired

attitude angles from virtual controls can be viewed as a control allocation problem

and it can be solved numerically using nonlinear optimization where the certain

magnitude and rate constraints can be imposed on the desired attitude angles and

the yaw angle need not be constant. In control allocation, nonlinear constraint

optimization is used to obtain required actuator inputs according to command sig-

nals by solving an underdetermined system. High-level controller will be designed

to obtain the desired command signals from the positional dynamics. Nonlinear

constrained optimization will be used to get desired attitude angles from the com-

mand signals. Low-level controllers are implemented to ensure that the attitude

angles are adjusted according to the desired trajectory. The fully autonomous

execution of inspection and aerial manipulation tasks requires UAVs to operate in

a wide variety of unknown environmental conditions, including wind gusts, vor-

tices and under uncertain or changing system parameters. Unknown environment

forces can arise when a UAV is in contact with a static environment. If large

external forces are present, large attitude angles are required for their compensa-

tion. To compensate for general uncertainties, disturbance observation (DO) can

be utilized. Acceleration-based disturbance observation is well-suited for small
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UAVs because acceleration measurements are provided by the Inertial Measure-

ment Unit (IMU). A benefit of a disturbance observer over robust control is that it

can directly estimate external disturbances from the system model. This estimate

can also be used for environment interaction if no applicable sensors are available.

More robustness can be achieved through acceleration based disturbance observer

in the attitude dynamics by using angular acceleration feedback obtained through

some estimation algorithm.

1.2 Contributions of the thesis

Contributions of the thesis are highlighted below.

• A hierarchical control structure is employed where high-level position con-

trollers integrated with acceleration based disturbance observers produce

reference angles for the low-level attitude controllers.

• Nonlinear optimization with different magnitude and rate constraints is used

to generate smooth and desired bounded attitude angles by considering the

positional dynamics of the quadrotor as an underdetermined system. Se-

quential quadratic programming (SQP) is utilized in nonlinear constraint

optimization.

• In order to provide high stiffness against disturbances acting on the attitude

dynamics, a nested position, velocity and inner acceleration feedback control

structure that utilizes PID and PI type controllers are developed. In order

to get reliable angular acceleration signals, a cascaded estimation technique

which consists of an extended Kalman filter (EKF) and a classical Kalman

filter (KF) is utilized.

• A new disturbance observer is proposed which consists of a bank of band-

pass filters connected parallel to the low-pass filter of a classical disturbance

observer. Band-pass filters are centered at integer multiples of the funda-

mental frequency of the periodic disturbance. Sensitivity of the proposed
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disturbance observer structure is investigated with increased number and

bandwidth of the of band-pass filters.

• The proposed disturbance observer is used in both position and attitude

control where it is integrated with PID controllers for the position control

and with sliding mode controllers for the attitude control. To ensure fast

convergence of the system trajectories toward the sliding surface, a nonlinear

sliding surface with an integral term is designed.

• Closed-loop stability of the attitude subsystem is provided through a Lya-

punov analysis to show that all system signals remain bounded.

1.3 Outline of the thesis

Chapter 2 presents the literature survey and theoretical background for the linear

and nonlinear control techniques for the hovering and trajectory tracking control

of the UAV, disturbance observers structures, disturbance observer based control,

hierarchical control and acceleration feedback. Chapter 3 details the modeling of a

quadrotor system. Chapter 4 presents a novel disturbance observer. Chapter 5 ex-

plains the estimation of the desired attitude angles through nonlinear optimization.

Chapter 6 details the development of the acceleration feedback based trajectory

tracking control of a UAV. Chapter 7 presents the robust hovering and trajectory

control of the quadrotor subject to both periodic and aperiodic disturbances us-

ing the novel disturbance observer. Chapter 8 provides simulation results along

with discussions. Finally, Chapter 9 concludes the thesis with several remarks and

indicate possible future directions.

1.4 Publications

• Hammad Zaki, Gokhan Alcan, Mustafa Unel (2019) Robust Trajectory Con-

trol of an Unmanned Aerial Vehicle Using Acceleration Feedback. Interna-

tional Journal of Mechatronics and Manufacturing Systems. (In press)



Introduction 9

• Emre Yilmaz, Hammad Zaki, Mustafa Unel (2019) Nonlinear Adaptive Con-

trol of an Aerial Manipulation System. In: European Control Conference

(ECC 2019), Napoli, Italy, June 25-28.

• Hammad Zaki, Mustafa Unel (2018) Control of a hovering quadrotor UAV
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quadrotor using a control allocation approach. In: International Conference
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• Hammad Zaki, Mustafa Unel, Seref Naci Engin (2019) Robust Hovering

and Trajectory Tracking Control of a Quadrotor Helicopter Using a Novel

Disturbance Observer. (To be submitted)
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Abbreviation Description

AADC Active Anti Disturbance Control

AbDOB Acceleration based Disturbance Observer

ADRC Active Disturbance Rejection Control

ALS Autocovariance Least Square

BFGS Broyden–Fletcher–Goldfarb–Shanno

BPF Band-pass Filter

COM Center of Mass

DAC Disturbance Accommodation Control

DOB Disturbance Observer

DOBC Disturbance Observer Based Control

DOF Degree of Freedom

DUEA Disturbance/Uncertainty Estimation and Attenuation

EIFDOB Enhanced Infinite Order Disturbance Observer

EKF Extended Kalman Filter

ESO Extended State Observer

FC Feedforward Control

FTDO Finite Time Disturbance Observer

IFDOB Infinite Order Disturbance Observer

IMU Inertial Measurement Unit

KF Kalman Filter

KKT Karush Kuhn Tucker

LC Learning Control

LDUE Linear Disturbance and Uncertainty Estimation

LPF Low-pass Filter

NDOB Nonlinear Disturbance Observer

NDUE Nonlinear Disturbance and Uncertainty Estimation

PAIDO Position Acceleration Integrated Disturbance Observer

PADC Passive Anti Disturbance Control

PDA Position Derivative Acceleration

PD Proportional Derivative
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Abbreviation Description

PI Proportional Integral

PID Proportional Derivative Integral

QP Quadratic Programming

SMC Sliding Mode Control

SQP Sequential Quadratic Programming

UAVs Unmanned Aerial Vehicles

UIDO Unknown Input Disturbance Observer

VbDOB Velocity based Disturbance Observer

VTOL Vertical Take Off and Landing

VC Virtual Control



Chapter 2

Literature Survey and

Background

In recent years, numerous papers dealt with the various problems related to the

motion control of the quadrotor. Dynamic modeling issues were addressed in [22]

where a linear model was used and the results of a linear quadratic controller

were compared with those of a PID controller. Both controllers showed stability

issues in the presence of external disturbances. In order to improve the robust

performance, feedback linearization technique is employed in [23] where full and

partial knowledge of the system is required and also the control accuracy degraded

in the presence of uncertainties and noise. Classical and nonlinear control tech-

niques are merged together in [24] to get robust trajectory tracking where integral

backstepping and PID controller are combined to stabilize the dynamics. Back-

stepping based adaptive control technique is proposed by Madani in [25] where

the quadrotor type UAV is divided into many linearly connected subsystems and

full-state backstepping and adaptive control technique based on the Lyapunov

stability theory is proposed for trajectory tracking. Drouot et al. utilizes the

backstepping control technique, but the robustness of the controller is limited by

the uncertainties.

12
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Sliding mode control and backstepping control are utilized in [26], but this ap-

proach provided average results to stabilize the attitude while the structural changes

affected the control quality because of the high-frequency disturbances. Zheng et

al. in [27] utilized SMC where second order sliding surface is employed to avoid the

chattering; however, the prior knowledge of the upper bound of the disturbances

is necessary for the satisfactory performance.

Fuzzy controllers based on backstepping technique were developed in [28] and

[29] which utilized an adaptive type fuzzy system to generate the control law.

However, desired robustness is difficult to achieve due to min-max rules. Type-2

fuzzy neural networks for trajectory tracking were developed by Kayacan et al.

with a conventional PD controller and integral of the square of the sliding surface

was used for optimal parameter update rules [30].

Alexis et al. in [31] and [32] presented switching model predictive control (MPC)

where piecewise affine (PWA) model is developed. However, the robustness of the

MPC depends on the development of accurate prediction models, which requires

a tedious effort for the control design.

Global trajectory tracking control was proposed without linear velocity measure-

ments in [33]. Nonlinear H∞ trajectory tracking controller with input coupling

was designed in [34] for the quadrotor with four tilted propellers and the proposed

controllers considered the remaining degrees of freedom, apart from the degree of

freedom being controlled.

2.1 Disturbance Observer Based Control

Almost every physical system is sensitive to external disturbances and parametric

uncertainties. Several control techniques have been presented in the literature

for robust tracking control. Sometimes disturbances are feed-forwarded if it is

measurable, but often it is difficult and expensive to measure the disturbances.

Therefore, disturbance observer (DOB) is used to estimate the disturbances, which
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is the most popular technique due to its simple structure and disturbance rejection

capabilities. DOB employs dynamics and measurable states of the system to

estimate the disturbances [35]. As disturbances are not only restricted to the

external ones but also plant uncertainties and unmodeled dynamics are taken into

consideration, so this kind of technique for disturbance rejection is referred as

disturbance/uncertainty estimation and attenuation (DUEA) [36].

Different structures for the disturbance observer has been presented based on

the applications. These methods are divided into linear disturbance and uncer-

tainty estimation (LDUE) and nonlinear disturbance and uncertainty estimation

(NDUE).

Ohnishi presented the frequency domain LDUE, as shown in Fig 2.1 [37] and [38].

It should be noted that the sum of external disturbances acting on the system,

nonlinearities and parametric uncertainties in the plant is considered as a total

disturbance (D) acting from the input side.

Figure 2.1: Disturbance observer based control

Periodic disturbances are one of the main serious issues because of high-frequency

harmonics in motion control. Disturbance observer is used to cancel the distur-

bances [39]. In industrial applications, conventional disturbance observer based

control is popular because of its simplicity. It is used to estimate the disturbances,
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which includes uncertainties and external disturbances. The estimated signal is

then fedback as a compensation signal to cancel the disturbance. Therefore, the

disturbance observer aims to counteract the disturbances directly rather than at-

tenuating their effect through (or via) feedback regulation. Disturbances can be

estimated if they stay within the bandwidth of the low-pass filter of disturbance

observer. In a conventional disturbance observer, the performance depends on the

low-pass filter (Q filter) cutoff frequency, which is very critical, and the bandwidth

of the disturbance observer is desired to be set as high as possible to estimate/-

suppress disturbances in a wide frequency range; however, it is limited by noise

and robustness constraints. Hence periodic disturbance suppression is difficult to

achieve with the conventional disturbance observer structure [40].

Yamada et al. in [41] presented high order disturbance observer to improve the

performance against periodic disturbances. Disturbance compensation loop of the

disturbance observer had been utilized to transform the plant into two degrees of

freedom control system with a cascaded compensator such as P and PI depending

on the order of the disturbance observer. Disturbance rejection performance in the

low-frequency region had been analyzed and the relationship between the stability

and the order of the Q filter of the disturbance observer had been studied. As

such observer was studied for the low-frequency region only, high-frequency har-

monics cannot be removed. In order to compensate for high-frequency periodic

disturbances, infinite order disturbance observer (IFDOB) had been studied by

considering all frequencies of the periodic disturbances [40]. However, with IF-

DOB it is difficult to suppress the low-frequency disturbances if the fundamental

frequency lies in the low-frequency region. Enhanced infinite order disturbance

observer (EIFDOB) had been presented recently to remove the disturbances in

the low as well as high-frequency regions [42].

Han proposed the extended state observer (ESO) which is categorized as the time

domain disturbance observer [43],[44] and [45]. Single input single output system



Literature Survey and Background 16

with disturbances can be written as

ẋi = xi+1, i = 1, ..., n− 1

ẋn = f(x1, x2, ..., xn, d, t) + bu
(2.1)

where u and d are input and disturbance respectively. By selecting a new state as

xn+1 = f(x1, x2, ..., xn, d, t)

ẋn+1 = h(t)
(2.2)

with h(t) = ḟ(x1, x2, ..., xn, d, t). All the lumped disturbances and states are esti-

mated through ESO as

˙̂xi = x̂i+1 + βi(y − x̂1), i = 1, ..., n− 1

˙̂xn+1 = βn+1(y − x̂1)
(2.3)

From eq (2.3), it can be observed that the uncertainties and external disturbances

can be estimated by ESO. Various versions of ESO can be found in [46].

Unknown input disturbance observer (UIDO) was proposed by Johanson [47] by

utilizing the state observer technique for joint state and disturbances estimation.

State feedback controller can be combined with such observer to produce distur-

bance accommodation control (DAC). Dynamical system in the state space form

can be written as

ẋ = Ax+Buu+Bdd

y = Cx
(2.4)

Disturbance can be considered to be generated by the following exogenous system

ξ̇ = Wξ

d = V ξ
(2.5)
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The observer was designed to estimate the state and disturbance simultaneously

as

˙̂x = Ax̂+ Lx(y − ŷ) +Buu+Bdd̂

ŷ = Cx̂
(2.6)

˙̂
ξ = Wξ̂ + Ld(y − ŷ)

d̂ = V ξ̂
(2.7)

where x̂, d̂ and ξ̂ are the estimates of the state vector x, disturbances d and

exogenous system state vector ξ, respectively. Lx and Ld are the observer gains

to be designed in such a way that states in eq (2.6) and disturbances in eq (2.7)

asymptotically estimate the states and disturbances by forcing the observer error

dynamics to zero. Further different modified structures of the UIDO can be found

in [48] and [49].

In LDUE nonlinear terms are considered as a lumped disturbance along with the

parametric uncertainties and external disturbances, however appropriate control

action is required to compensate the effect of nonlinearities [50] and [51]. This

is the idea behind the active disturbance rejection control (ADRC) [43] where

dynamics of the system is considered as integrator chain system by ignoring both

the linear and nonlinear dynamics of the system and disturbance observer takes

care of all the ignored terms. However, if the nonlinear dynamics of the system

is fully or partially known, disturbance rejection performance can be improved by

exploiting the dynamics. This motivation led researchers to the development of

nonlinear disturbance observer for nonlinear systems.

Chen et al. developed the nonlinear disturbance observer (NDOB) for the robotic

manipulator system [52]. Consider the affine nonlinear system as

ẋ = f(x) + g1(x)x+ g2(x)d

y = h(x)
(2.8)
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The following NDOB was proposed to cancel the unknown disturbances

ż = −l(x)g2(x)z − l(x)[g2(x)p(x) + f(x) + g1(x)u]

d̂ = z + p(x)
(2.9)

where z is the internal state of the observer and p(x) is the nonlinear function to

be designed whereas l(x) is given as

l(x) =
∂p(x)

∂x
(2.10)

Disturbance observer error dynamics is given

ė = −l(x)g2(x)ed (2.11)

where ed = d̂ − d. From eq (2.11) it can be concluded that if l(x) is carefully

designed, then the estimation error asymptotically goes to zero. Further studies

about NDOB can be found in [53–58].

2.2 Acceleration Feedback

Acceleration feedback based control employs acceleration signal in designing the

closed-loop control to increase the dynamic stiffness against the disturbances. Ac-

celeration feedback acts like electronic inertia against the disturbance; therefore,

acceleration control responds more quickly and counteracts the disturbances by

moving the system opposite to the disturbance response.

Schmidt and Lorenz utilized the acceleration feedback to improve the performance

of the DC drives [59] and [18]. Acceleration feedback was utilized to improve the

stiffness of the drive in motion control application where load variation significantly

affects the performance.

The success of acceleration control techniques in literature depend on the accurate

and continuous acceleration feedback. Han et al. utilized acceleration feedback
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for multiple degrees of freedom mechatronics systems where angular acceleration

signals are estimated through Newton predictor enhanced Kalman filter [60]. In-

sperger et al. showed the improvement induced by acceleration feedback utilizing

proportional-derivative-acceleration (PDA) feedback in a model for human postu-

ral balance where the problem of the feedback delay was encountered [61].

Disturbance observer based on acceleration feedback has been presented in [62],[63]

and [64] to show the improved robustness introduced due to acceleration feed-

back. Jeong et al. proposed an acceleration based disturbance observer (AbDOB)

to introduce robustness for the attitude control of the quadrotor against exter-

nal disturbances, where angular acceleration is generated through the numerical

differentiation [65]. Angular velocity measurements from the gyro sensor are ex-

ploited to get the angular acceleration through differentiation. Further disturbance

observer based on the estimated acceleration signal is used to estimate the con-

trol input and disturbance are estimated through the difference of the nominal

and estimated control input. Estimated disturbances are feedforwarded to cancel

the disturbance which perform better than the classical controllers like PD. Con-

ventional disturbance observer employed the second derivative to get acceleration

signal; therefore, the bandwidth of the disturbance observer is constrained by the

noise. Tomic et al. in [66] utilized acceleration based disturbance observation with

a boundary-layer integral sliding mode control in attitude control of small UAVs

to reject modeling uncertainties and external disturbances. Position acceleration

integrated disturbance observer (PAIDO) was proposed to increase the bandwidth

of a disturbance observer in the presence of noise [67]. Mizochi et al. [68] pre-

sented the relationship between the bandwidth of the disturbance observer and

the sampling frequency of the acceleration signal. Disturbance observer based on

multirate sampling frequency is employed to enhance the disturbance rejection

performance. Shang and Cong [69] proposed dynamic acceleration feedback for

the disturbance rejection in trajectory tracking control where acceleration signals

are estimated through closed-loop constrained equations. The authors provided

experimental results to show the considerable improvement in the tracking perfor-

mance, achieved through sudden increase and decrease in acceleration.
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Hybrid H∞ adaptive fuzzy controller was proposed in [70] by combining the H∞

with acceleration feedback and adaptive fuzzy logic controller for the motion con-

trol system like brushless servo drive system. Both controllers are integrated

together to provide increased stiffness against the parametric uncertainties and

external disturbances where adaptive law for fuzzy controller is developed through

Lyapunov analysis.

2.3 Hierarchical Control

Hierarchical control for rotary wing UAVs is one of the most interesting techniques

which rely on the time scale separation of the translational dynamics (slow time

scale) and rotational dynamics (fast time scale). It consists of two parts, namely a

high-level control for translational dynamics (outer loop) which produces desired

commands, which in turn used to produce desired attitude angles for accurate

trajectory tracking. Later on, based on the desired attitude angles, a low-level

control is implemented for efficient orientation tracking.

Control of a rotary-wing UAV using a hierarchical structure was considered in [71],

[72] where disturbance observer and PID controllers were used for high and low-

level controllers. Yildiz et al. in [73] and [74] applied hierarchical control structure

on the tilt-wing quadrotor by exploiting the dynamics of the quadrotor where

model reference adaptive control is used for the outer loop and nonlinear adaptive

control is used for the inner loop control. Drouot et al. utilizes the backstepping

control technique in the hierarchical control framework, but the robustness of the

controller is limited by the uncertainties [75]. Tracking controllers were proposed in

Formentin and Lovera in [76] where a flatness based technique was utilized for the

position and global stability was shown for attitude control. Predictive control and

nonlinear H∞ control were developed by Raffo et al. in [34] for trajectory tracking

where model predictive control was used for positional dynamics and nonlinear

H∞ controller was formulated through the game theory.
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Aboudonia et al. recently proposed the composite hierarchical anti-disturbance

control of quadrotor in the presence of matched and mismatched disturbance where

sliding mode control is positional control and nonlinear disturbance observer is in-

tegrated with sliding mode for the attitude control [77]. Disturbance observer is

used to estimate the slowly varying matched and mismatched disturbances and

sliding mode is used to counteract the fast varying disturbances. Mokhtari et al.

presented finite time disturbance observer (FTDO) blended with integral back-

stepping control in a hierarchical control framework for positional and attitude

control of the rotary-wing UAV. FTDO is used for fast convergence for timely

compensation of disturbance observer [78].



Chapter 3

Modeling of a Quadrotor System

A quadrotor is a kind of unmanned aerial vehicle (UAV) which consists of a cross

structure with four rotors connected at each edge. The crossed configuration

presents robustness although the mechanically linked motors are heavier than the

frame [79]. Propellers are connected to the motors with the help of reduction

gears. The motion of the quadrotor depends upon the direction of the rotation

of the propellers. Front and rear propellers rotate counterclockwise, while the

left and the right ones turn clockwise. Unlike the standard helicopter structure,

the tail rotor is not required because of the opposite rotation directions of the

propeller pairs. Fig. 3.1 shows the model in a hovering state, where all the

propellers have the same speed. Two frames of references are used to describe the

motion of a quadrotor, one of which is fixed and called inertial frame and the other

one, which is moving, called body frame. By increasing (decreasing) the speed of

the propellers equally, quadrotor is raised (or lowered) with the help of thrust

command (U1), which is the vertical force w.r.t body frame. Similarly, increasing

(or decreasing) the speed of the left propeller and decreasing (or increasing) the

right one results into roll command (U2), which makes the quadrotor to turn due

to the torque around the x-axis. The pitch command (U3) is very similar to the

roll, but in this case, increase (or decrease) in the rear propeller speed and decrease

(or increase) in the front one leads to torque around the y-axis, which makes the

quadrotor to turn. In order to enable the quadrotor to turn around the z-axis,

22
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Figure 3.1: Quadrotor dynamics

torque is provided by the yaw command (U4), which is generated by increasing (or

decreasing) the front-rear propellers speed and by decreasing (or increasing) the

speed of the left-right couple propellers. A detailed description of the quadrotor

dynamics can be found in [79]. The quadrotor positional dynamics is expressed

in the inertial frame (XE, YE, ZE) and the attitude dynamics is expressed in the

body frame.

3.1 Newton-Euler Model for Quadrotor

In this section, by considering the aerial vehicle as 6 degree of freedom (DOF) rigid

body, a complete dynamical model is derived using Newton-Euler formulation.

Linear positions and velocities of the vehicle are expressed in the world fixed earth

frame, and angular position and velocities are expressed in the body frame of the

vehicle. OE is the origin of the world frame, and O is the origin of the body frame.

Origin of the body frame O is considered coincident with the center of mass (COM)

of the body which makes the derivation of the equations considerably easy. The

inertia matrix IB is taken as a diagonal matrix, considering the fact that axes of

the body frame are consistent with the body axes of inertia [80] and [71].
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The generalized matrix form of 6 DOF rigid-body of the quadrotor is given as

ξ̇ = HΘρ (3.1)

where ξ̇ is the velocity vector is expressed in the world frame, ρ is the velocity

vector in the body frame and HΘ is the generalized matrix.

Position coordinates and linear velocity expressed in the earth fixed frame are

defined by the vector.

% = [X, Y, Z], VW = %̇ = [Ẋ, Ẏ , Ż], (3.2)

Euler angles and Euler rates in the earth fixed frame are defined by the vectors as

Θ = [φ, θ, ψ]T , Θ̇ = [φ̇, θ̇, ψ̇]T (3.3)

where φ, θ and ψ are roll, pitch and yaw angles respectively. Angular velocity and

acceleration of the quadrotor expressed in the body frame are defined as

ω = [p, q, r]T , α = [ṗ, q̇, ṙ]T (3.4)

HΘ in eq (3.1) is the combination of the matrices which is given as

HΘ =

 RΘ 03×3

03×3 TΘ

 (3.5)

where RΘ is the rotational matrix to express the orientation of the body frame

with respect to earth frame which is given as

RΘ =


cψcθ −sψcφ + cψsθsφ cφsθcψ + sφsψ

sψcθ cψcφ + sψsθsφ cφsθsψ − sφcψ
−sθ cθsφ cθsφ

 (3.6)
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Therefore linear velocities in the world frame and body frame are related as

VB = RT
ΘVW (3.7)

TΘ is the transformation matrix to relate the angular velocity (Ω) in the body to

the Euler rates (Θ̇) in the world frame of the vehicle

TΘ =


1 sφ.tθ cφ.tθ

0 cφ −sφ
0

sφ
cθ

cφ
cθ

 (3.8)

In this equation c(.) and s(.) denotes cos(.) and sin(.) respectively.

By considering the mass of the body m [kg] and its inertia matrix IB [Nms2] of

the quadrotor, its dynamics can be written asmI3×3 03×3

03×3 I

V̇B
ω̇B

 +

ωB × (mVB)

ωB × (I ωB)

 =

FB
τB

 = zT (3.9)

V̇B linear acceleration vector and ω̇B angular acceleration vector of the quadrotor

with respect to body frame respectively. In addition, FB is the quadrotor total

forces vector and τB is the quadrotor moments vector expressed in the body frame.

By considering the external disturbances, the dynamics of a quadrotor can be

rewritten in vector-matrix notation as

MBυ̇ + CB(υ)υ = zT (3.10)

Where υ̇ and υ are the acceleration velocity vector with respect to body frame,

respectively. MB is the system mass-inertia matrix and CB(υ) is the Coriolis-

centripetal matrix in the body frame.

MB =

m I3×3 03×3

03×3 IB

 (3.11)



Modeling of a Quadrotor System 26

Coriolis-centripetal matrix is given by

CB(υ) =

 03×3 −m S(VB)

03×3 −S(I ω)

 =



0 0 0 0 m w −m u

0 0 0 −m w 0 m u

0 0 0 m v −m u 0

0 0 0 0 Izz r Iyy q

0 0 0 −Izz r 0 Ixx p

0 0 0 Iyy q −Ixx p 0


(3.12)

where S is the skew matrix. Right hand side of the eq (3.10) can be expressed as

a combination of four components.

zT = GB +OB(ρ)ωp + EB(%)ω2
p +D (3.13)

The first term in the eq (3.13) is the gravitational vector G from the acceleration

due to gravity. From Fig. 3.1, it can be concluded easily that this term is just a

force; therefore, it only contributes to the linear dynamics of the quadrotor. GB(ξ)

is given as

GB(ξ) =

R
T
Θ

 02×1

−mg


03×1

 =


m g sθ

−m g cθ sφ

−m g cθ sφ

03×1

 (3.14)

The second term in the compact dynamic equation of the quadrotor takes into

account the gyroscopic effects, which is due to the unbalanced rotational speed of

the four rotors. Since the front and rear propellers rotate counter-clockwise and

left and right propeller rotated clockwise, each rotor produces reactive torque. The

magnitude of the reactive torque is proportional to the rotor speed. If the rotor

speed are well synchronized in the hover condition, the reactive torques will be

well balanced and quadrotor will not rotate during vertical take-off and landing.
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The gyroscopic term in the body frame is given as

OB(ρ)ωp =


03×1

JTP


−q

p

0

ωp

 = JTP



0 0 0 0

0 0 0 0

0 0 0 0

q −q q −q

−p p p p

0 0 0 0


ωp (3.15)

OB is the gyroscopic propeller matrix and JTP is the total rotational moment

of inertia around the propeller axis. It is easy to see that the gyroscopic effects

produced by the propeller rotation are just related to the angular and not the

linear equations. Combined propeller speed is given by

ωp = −ω1 + ω2 − ω3 + ω4 (3.16)

The third vector in the eq (3.13) shows the forces and torque generated by the

rotors. According to the well known phenomenon in aerodynamics, forces and

moment are proportional to the square of each propeller speeds [81]. Moment

vector is given by

EBω
2
p =



0

0

U1

U2

U3

U4


=



0

0

b(ω2
1 + ω2

2 + ω2
3 + ω2

4)

lb(−ω2
2 + ω2

4)

lb(−ω2
1 + ω2

3)

d(−ω2
1 + ω2

2 − ω2
3 + ω2

4)


(3.17)
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where EB is expressed as

EB =



0 0 0 0

0 0 0 0

b b b b

0 −bl 0 bl

−bl 0 bl 0

−d d −d d


(3.18)

where l, b and d are length of rotor arm, thrust factor and drag factor respectively.

MBυ̇ + CB(υ)υ = GB +OB(υ)ωp + EBω
2
p

(3.19)

By rearranging equation it is possible to isolate the derivative of the generalized

υ̇ = M−1
B (−CB(υ)υ +GB +OB(υ)ωp + EBω

2
p) (3.20)

All the dynamics stated so far is expressed in the body frame of the quadrotor;

therefore, there is a need to define the hybrid frame where translational motion is

expressed in earth fixed inertial frame and angular motion expressed in the body

frame. Therefore eq (3.10) can be expressed in the hybrid frame as

MB,W ξ̇ + CB,W (ξ)ξ = GB,W +OB,W (ξ)ωp + EB,Wω
2
p +D (3.21)

where ξ̇ and ξ are acceleration and velocity vectors w.r.t hybrid frame respec-

tively. Since MB consists of mass and inertia expressed in world and body frame

respectively, MB,W will remain unchanged. However, the Coriolis matrix can be
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redefined in the hybrid frame as

CB,W (υ) =

 03×3 03×3

03×3 −S(I ωB)

 =



0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 Izz r Iyy q

0 0 0 −Izz r 0 Ixx p

0 0 0 Iyy q −Ixx p 0


(3.22)

Gravitational vector is defined in hybrid frame as

GB,W (ξ) =


02×1

−m g

03×1

 (3.23)

As mentioned earlier, the gyroscopic effects O(ξ) only affect the rotational dy-

namics of the quadrotor in the body frame; therefore, it remains unvaried as in eq

(3.15).

Moment matrix EB,W in the hybrid frame will not be same as in the body frame

because input U1 will be related to all three translational motion equations through

the rotational matrix RΘ. Moment matrix can be redefined as

EB,W (%)ω2
p =

 RΘ 03×3

03×3 I3×3

EB(%)ω2
p =



(cφsθcψ + sφsψ)U1

(cφsθsψ − sφsψ)U1

(cφcθ)U1

U2

U3

U4


(3.24)
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where the control inputs U1,2,3,4 explicitly expressed as

U1 = b(ω2
1 + ω2

2 + ω2
3 + ω2

4)

U2 = lb(−ω2
2 + ω2

4)

U3 = lb(−ω2
1 + ω2

3)

U4 = d(−ω2
1 + ω2

2 − ω2
3 + ω2

4)

(3.25)

The fourth term in the hybrid dynamics equation represents the disturbance acting

on the positional and attitude dynamics of the quadrotor and can be defined as

D =
[
DX DZ DZ Dφ Dθ Dψ

]T
(3.26)

After combining all the terms defined in eq (3.21), the positional and attitude

dynamics of the quadrotor can be expressed as follows.

Ẍ = (sinψ sinφ+ cosψ sin θ cosφ)
U1

m
+DX

Ÿ = (− cosψ sinφ+ sinψ sin θ cosφ)
U1

m
+DY

Z̈ = −g + (cos θ cosφ)
U1

m
+DZ

ṗ =
Iyy − Izz
Ixx

qr − Jprop
Ixx

q ωp +
U2

Ixx
+Dφ

q̇ =
Izz − Ixx
Iyy

pr +
Jprop
Iyy

p ωp +
U3

Iyy
+Dθ

ṙ =
Ixx − Iyy
Izz

pq +
U4

Izz
+Dψ

(3.27)

Noticed that there are four inputs U1,2,3,4 to control the 6 DOF system, therefore

quadrotor is an underactuated system.



Chapter 4

A Novel Observer for Estimating

Periodic Disturbances

Disturbances and plant uncertainties widely exist in every physical system, which

are inevitable and bring significant effect to the stability and performance of the

control systems. Therefore disturbance rejection is the critical issue in designing

the control system. For this purpose, different techniques are used in the literature

such as adaptive, robust and sliding mode control where feedback control is used to

suppress the disturbances. The controllers designed through feedback regulation

depend upon the tracking error between the actual value and the desired value;

therefore, the controllers react slowly to suppress the disturbances [82]. The tech-

niques based on feedback control are classified as passive anti disturbance control

(PADC) [43].

In order to get the fast response and surpass the performance of the PADC methods

in rejecting the disturbances, an active anti disturbance control (AADC) approach

was proposed [82]. The key concept behind the AADC method is to design a

control system based on feedforward compensation by measuring or estimating

the disturbances directly.

Traditionally, feedforward control (FC) is realized through sensors in the AADC

method to measure the disturbances directly. FC is one of the direct methods

31
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to attenuate the disturbances by utilizing the system model, disturbance channel

model and measurements [39]. However, in most cases, especially the industrial

processes, it is impossible or difficult to measure the disturbances directly due

to unavailability or the cost of the sensors. In order to implement the FC ap-

proach and overcome the problem of direct measurement, disturbance estimation

techniques greatly attracted the control community to meet both ends together.

Disturbance observer is a popular AADC technique in motion control due to its

simple control architecture. External disturbances and uncertainties are modeled

as unknown input signals. Disturbance observer (DOB) gives the estimate of the

disturbance; then control input can be designed based on the estimated distur-

bance to eliminate the effect of the disturbance. One of the major advantages

of this approach lies in the utilization of the separation principle, that is, dis-

turbance rejection and the tracking performance can be achieved by designing

the feedback and feedforward controllers separately. Such promising characteris-

tic results into the following advantages as compared to the passive disturbance

rejection approach where feedback regulation is utilized [39].

• Disturbance observer based control method provides a faster response as

compare to passive disturbance control technique as it depends on the feed-

forward compensation.

• Disturbance observer based control method estimates and compensates dis-

turbances online; therefore it is less conservative than most of the robust

control techniques where worst case design is utilized to achieve the better

robustness performance on the cost of degraded nominal performance.

• Due to the separation principle, no change in the baseline control is required

in disturbance observer based control method. Therefore instead of designing

completely new control techniques which require verification, existing control

strategies can be combined with disturbance observer to improve robustness

of the control systems.
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4.1 A Novel Disturbance Observer

The block diagram of the conventional/classical disturbance observer [39] is shown

in Fig. 4.1, which consists of a simple low-pass filter (Q filter). D is the disturbance

and D̂ is the estimated disturbance. G−1
n (s) is the inverse of the nominal plant

and ζ(s) represents the sensor noise. The disturbance observer based controller

exhibits better robustness as it is placed in the inner loop. An inner loop is used

to compensate for the uncertainties and external disturbances. As all the external

disturbances are dealt by the inner loop, the outer loop considers the rest of the

plant as nominal. Therefore, there is plenty of freedom in designing the controller

for the outer loop. It also has the advantage of simple structure; consequently, it is

used in many applications. However, the performance decreases with the increase

in the level of uncertainty and noise. From Fig. 4.1, the transfer function from

Figure 4.1: Disturbance observer based control

the inputs (u,D, ζ) of the DOB loop to the output (y) can be written as

y(s) = GDyD +Guyu(s) +Gζyζ(s) (4.1)

where GDy, Guy and Gζy are given as

GDy =
GGn(1−Q)

Q(G−Gn) +Gn
(4.2)
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Guy =
GGn

Q(G−Gn) +Gn
(4.3)

Gζy =
GQ

Q(G−Gn) +Gn
(4.4)

From the above transfer functions when Q ≈ 1, it follows that GDy ≈ 0 and

Guy ≈ Gn. Therefore, the total disturbance acting on the system is suppressed

in the low-frequency region and the system is linearized with a nominal transfer

function. However, at the same time, Gζy = 1 and noise will pass unattenuated.

When Q = 0, the noise will be blocked, but disturbances will not be rejected and

Guy will not be equal to the nominal plant. In order to make the disturbance

observer loop realizable, Q cannot be constant.

The disturbance rejection performance of the DOB is directly related to the low-

pass filter Q(s). The cutoff frequency of the low-pass filter is very critical due

to characteristics of the disturbances D, uncertainties and ξ measurement noise.

In order to compensate the high-frequency disturbances, the bandwidth of the

low-pass filter should be large enough to estimate all frequency components of the

disturbances.

In the case of aerial vehicles, external disturbances are always consist of winds,

such as a constant wind, gusts and a buffeting wind. A buffeting periodic wind

disturbance along with high-frequency sensor noise could be considered as the

worst case scenario for such a vehicle making control very difficult. Periodic dis-

turbances have generally higher frequency harmonics, and in order to estimate the

high-frequency components with the help of classical disturbance observer struc-

ture, large bandwidth of the Q(s) filter can be selected to capture all frequency

components. However, increasing the bandwidth can affect the robustness of the

system and degrades the disturbance rejection performance of the classical distur-

bance observer [36]. This situation becomes worse with an increased noise level.

Since it is difficult to achieve the desired disturbance rejection performance in

the presence of high-frequency periodic disturbances with classical disturbance

observer, the following key factors are taken into account for designing the Q filter

of the new disturbance observer.
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• A low-pass filter is added to capture the low-frequency components with lim-

ited bandwidth in order to maintain the robustness of disturbance observer,

which is constrained by the noise.

• In order to capture the high-frequency periodic disturbances, instead of using

one band-pass filter with large bandwidth where high-frequency noise com-

ponents can compromise the robustness of the observer, several band-pass

filters are added in parallel with the low-pass filter as shown in Fig 4.2.

• The central frequency of the band-pass filters are the integral multiples of the

fundamental frequency of the periodic disturbances which is assumed to be

known and can be estimated through different algorithms in the literature.

• Bandwidth and number of the band-pass filters are two main factors which

are studied in this work.

• Increased number of band-pass filters also improved the disturbance estima-

tion performance but at the cost of more computation.

• The bandwidth of the band-pass filters is an important parameter to de-

sign. Increasing the bandwidth will accommodate more high-frequency com-

ponents; therefore, disturbance estimation can be improved with increased

bandwidth.

Figure 4.2: Frequency distribution

The difference of two low-pass filters or high-pass filters with different cutoff fre-

quencies can be utilized to achieve the band-pass filter characteristics. In this

study, we used low-pass filters, as shown in Fig 4.3. Q filter of the new distur-
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Figure 4.3: Band-pass filter construction

bance observer is defined as the sum of a low-pass filter and a bank of band-pass

filters, i.e.

Q(s) =
g

s+ g
+Q1(s) (4.5)

where Q1(s) is given as

Q1(s) =
N∑
i=1

gi+1

s+ gi+1

− gi
s+ gi

(4.6)

where N is the number of band-pass filters utilized in the implementation. A new

structure is shown in Fig 4.4.
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Figure 4.4: Novel disturbance observer block diagram



Chapter 5

Estimation of Attitude Angles

Using Nonlinear Optimization

This chapter deals with the development of the optimization problem to estimate

the desired attitude angles from command signals generated by the high-level con-

troller of the hierarchical control structure. Typically the desired attitude angles

are generated through analytical formulas which may return large and nonsmooth

values. Therefore, a saturation function and low-pass filter are applied, which

can degrade the performance of the controller. As the translational motion of the

quadrotor is coupled with the angular motion of the quadrotor, it also affects the

Cartesian position tracking of the vehicle.

In this work, estimation of the desired attitude angles of the quadrotor is con-

sidered as a control allocation problem. Control allocation is a hierarchical type

algorithm which consists of the following three parts [83]

High-level controller is used to produce virtual command inputs.

Optimization is used to distribute the total virtual command among the actua-

tors through linear and nonlinear optimization depending upon the cost function

to be minimized and constraints.

38
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Low-level controller is used to produce required force depending upon the op-

timized values.

Positional dynamics of the quadrotor is exploited in this approach which is con-

sidered as an underdetermined part of the vehicle. If we look at the positional

dynamics in (3.27), it consists of three equations and four unknown variables

(φ, θ, ψ, U1). In [84] control allocation approach had been used to solve the under-

determined system where nonlinear optimization problem had been formulated.

As positional dynamics of the quadrotor consists of nonlinear equations, so non-

linear optimization is required to get the optimal solution. The purpose of the

control allocation is to generate command input that must be produced jointly

by all actuators, which in this thesis are φ, θ, ψ and U1. Our goal here is to min-

imize the following objective function with respect to the nonlinear and linear

constraints.

J(ζ) = min
1

2
(STS) (5.1)

where J(ζ) is the cost function to be minimized. S is a slack variable which is

defines as

S = ς −B(ζ) (5.2)

where ς is the desired command inputs that is provided by the high-level controller

of the hierarchical control. ς and B(ζ) are given as

ς = [Ẍ Ÿ Z̈]T (5.3)

B(ζ) =



(sinψ sinφ+ cosψ sin θ cosφ)U1

m

(− cosψ sinφ+ sinψ sin θ cosφ)U1

m

−g + (cos θ cosφ)U1

m


(5.4)



Estimation of Attitude Angles Using Nonlinear Optimization 40

ζ consists of the desired attitude and total thrust which is defined as

ζ = [φ, θ, ψ, U1] (5.5)

The cost function is minimized subject to the following nonlinear and linear con-

straints

ζmin ≤ ζ ≤ ζmax (5.6)

∆ζ ≤ C (5.7)

where ζmin and the ζmax are the constrained range for ζ. Rate constraint ∆ζ is

included in the formulation by limiting the change in the control inputs ζ from the

last sampling instant to some constant C. The constraint in eq (5.6) is applied to

limit the values to our desired bound, whereas eq (5.7) defines the rate constraints

to get the smooth results.

5.1 Nonlinear Optimization

Optimization is an important tool to compute the quantitative measure of the

system by defining a certain objective function. The objective relies on the es-

sential parameters of the system that need to be considered called variables or

unknowns. In the optimization problem, the aim is to find a certain set of values

of the variables that can maximize or minimize the objective function. Often the

variables are restricted, or constrained, by some values or the range of the values.

The classification of the optimization problems is based on the characteristics of

the objective function and constraints (linear or nonlinear and differentiable or

nondifferentiable). Typically two important types of optimization problems are

unconstrained and constrained optimization [85].

Unconstrained optimization deals with the problems where the objective function

is to be maximized/minimized when no condition is imposed on the variables.

Sometimes, a sequence of unconstrained optimizations can be used to solve the
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more stringent problems like constrained optimization [86]. In unconstrained op-

timization, feasible solutions converge to some finite values.

Constrained optimization is used to find the best possible solution when the ob-

jective function is subjected to certain conditions imposed on the variables called

constraints. These restriction/conditions can be linear and nonlinear. Besides its

nature, constraints can be imposed in the form of equality and inequality bounds.

Nonlinear programming is a mathematical tool used to minimize the cost function

subject to linear and nonlinear constraints. Feasible regions show the set of op-

timized variables which lie in the range of constraints. In nonlinear constrained

optimization, the problem is converted into easy subproblems and iterative process

is used to solve utilizing different algorithms. Sequential quadratic programming

(SQP ) is a nonlinear optimization tool which is one of the most effective iterative

methods. SQP programming is the method which is based on the calculation of

the second order Karush-Kuhn-Tucker (KKT ) equations with the help of quasi

Newton method. Quasi Newton is the line search method to get the optimal di-

rection to minimize the cost function, which depends on direction search (dk) and

step length (β)as [86]

ζk+1 = ζk + βdk (5.8)

The selection of search direction dk and step length β is vital for the success of

the line search method. In the case of Newton method dk is given by

dk = −H−1
k ∇Jk (5.9)

where above equation is derived from the gradient of second order Taylor expansion

(d = 0):

Vk(d) = J(ζk) +∇JT (ζk)dk +
1

2
dTHkdk (5.10)

where Hk is the Hessian matrix which is given by

Hk = ∇2J(ζk) (5.11)
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In case of quasi-Newton method, Hk is the approximation of the Hessian matrix at

each iteration k instead of true Hessian which is based on the change in gradients.

Step length β must be able to decrease the required cost function in a limited

time. There are different conditions to terminate the search for optimal step

length, such as the Wolfe and Goldstein conditions. Wolfe conditions, used for the

quasi-Newton method to guarantee convergence are given by [85]

J(ζk + βdk) ≤ J(ζk) + c1β∇JTk dk (5.12)

where c1 is the constant between 0 and 1. c1β∇JTk dk has a negative slope and it

is considered that step length β is acceptable when

J(ζk + βdk) ≤ c1β∇JTk dk (5.13)

As from above equation, so many values can be considered which are less than

c1β∇JTk dk so another condition is also required to specify the stopping criterion for

step length to terminate at the suitable value, which is known as curvature conditions.

∇J(ζk + βdk)
Tdk ≥ c2∇JTk dk (5.14)

where c2 is the constant between c1 and 1. As we can see that left hand side of the

(5.14) is simply the derivative of the J(ζk + βdk) which is used to specify the step

length (β) because slope at β will be greater than initial slope times the c2. The

curvature condition is important when slope w.r.t step length is more negative,

which shows that cost function can decrease more in the same direction and vice

versa.
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The solution to Karush-Kuhn-Tucker (KKT ) equations forms the basis for many

constrained nonlinear programming. KKT equations are defined as

∇J(ζ) +
m∑
i=1

λi.∇gi(ζ) = 0

λi.gi(ζ)) = 0, i = 1, 2, ...,me

λi ≥ 0, i = me + 1, ...,m

(5.15)

where λ is the Lagrange multiplier and ∇gi(ζ) is the gradient of constraints, which

is used to cancel the gradients between the cost functions and active constraints

at the solution point. Lagrange multiplier for non-active constraints is taken to

be zero which is shown by the last two equations in (5.15).

Quasi Newton method guarantees the convergence by acquiring second order infor-

mation regarding the KKT equations using a quasi-Newton updating procedure.

SQP is one of the tools in the quasi Newton method, which is used to find local

minimizer for the cost function by dividing the nonlinear problem into subprogram

for quadratic programming (QP ). The cost function needs to be twice differen-

tiable because the second derivative is required to show the direction of the objec-

tive function and the constraints. The solution to the quadratic programming at

each iteration is used to find optimal direction for the next iteration [85].

5.2 SQP Implementation

Implementation of the SQP consists of the following three parts [86].

The BFGS method and Hessian matrix:- BFGS is the quasi Newton op-

timization method for Lagrange function which is named after the discoverers

Broyden–Fletcher–Goldfarb–Shanno. This method can be expressed by defining

the second order Taylor expansion equation at the current state of the ζ in (5.10).

The gradient of the second order equation is given by

∇Vk = ∇J(ζk) +Hdk (5.16)
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which is minimized to produce dk as in (5.9). Hk+1 is updated at every iteration,

instead of finding new Hessian matrix. At next iteration k+1, second order model

becomes

Vk+1(d) = J(ζk+1) +∇J(ζk+1)Td+
1

2
dTHk+1d (5.17)

In order to find the Hessian matrix, the following conditions are applied.

1. Hk+1 should be symmetric.

2. In order to form a quadratic model using Hk+1, gradients of the model, must

be equal to the gradient of the cost function at ζk and ζk+1.

In light of above conditions, it follows that

∇Vk+1(−βdk) = ∇J(ζk+1)− βHk+1dk = ∇J(ζk) (5.18)

=⇒ βHk+1dk = ∇J(ζk+1)−∇J(ζk) (5.19)

The displacement vector and the change in the gradient vector are defined as

lk , ζk+1 − ζk = βdk (5.20)

qk , ∇J(ζk+1)−∇J(ζk) (5.21)

Then, (5.19) becomes

Hk+1lk = qk (5.22)

Hk and Hk+1 should be close. Frobenius norm is used to find the difference between

two Hessian matrices using weights. In order to find Hk+1 uniquely, the following

optimization is considered.

Hk+1 = arg min(‖H −Hk‖W ) (5.23)

subject to

H = HT

Hk+1lk = qk

(5.24)
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The unique solution to (5.23) is given by

Hk+1 = (I − ρklkqTk )Hk(I − ρkqklTk ) + ρklkl
T
k (5.25)

Sherman-Morrison-Woodbury formula is applied to derive the formula for Ĥk+1

which is useful when it is used for calculating search direction by means of simple

matrix-vector calculations and it is given as

Ĥk+1 = H−1
k+1

Ĥk+1 = Ĥk +
qkq

T
k

qTk lk
− Ĥklkl

T
k Ĥk

lTk Ĥklk

(5.26)

In SQP , an active set algorithm is applied where only active constraints take part

in minimization, so Lagrange multipliers are also introduced to balance the change

in the magnitude of cost function and constraints gradients. Therefore qk is given

as

qk = ∇J(ζk+1) +
m∑
i=1

λi∇gi(ζk+1)− (∇J(ζk) +
m∑
i=1

λi∇gi(ζk)) (5.27)

At every iteration, positive definiteness of the Hessian matrix is ensured by positive

qTk sk. The BFGS algorithm for the approximation of Hessian matrix is summarized

in Algorithm 5.1 [86].

Algorithm 5.1 BFGS Method

Get the Starting point ζ0

Set convergence tolerence (ε) > 0
Compute Hessian matrix approximation H0

0→ k
while ‖∇Jk‖ > ε do
Compute search direction
dk = −Ĥk∇Jk
Set ζk+1 = ζk + βdk
where β is computed to satisfy (5.13) and (5.14)
Define lk = ζk+1 − ζk
Define qk = ∇Jk+1 −∇Jk
Compute Ĥk+1 from (5.26)
k → k + 1

end while

Quadratic Programming Solution:- This part consists of two steps:



Estimation of Attitude Angles Using Nonlinear Optimization 46

1. First step gives the feasible point.

2. Second step produces the iterative process of feasible points to converge

within the constraints.

During this part of nonlinear programming, the problem is converted to subprob-

lems by linearizing the constraints and then quadratic programing (QP ) is used

to solve as

min
1

2
dTHkd+∇J(ζk)

Td

∇gi(ζk)Td+ gi(ζk) = 0, i = 1, 2, ...,me

∇gi(ζk)Td+ gi(ζk) ≤ 0, i = me + 1, ...,m

(5.28)

The following QP form is used at every iteration.

min q(d) =
1

2
dTHd+ cTd (5.29)

subject to the following equality and inequality constraints.

Aid = bi, i = 1, 2, ...,me

Aid ≤ bi, i = me + 1, ...,m
(5.30)

The solutions of quadratic programming give dk, which is feasible region search

direction. Active constraints are updated at every iteration to form a basis for

new search direction dk.

Optimal Line Search:- This part of the programming is used to produce new

iteration using updated search direction (dk) obtained from the QP solution.

ζk+1 = ζk + βdk (5.31)



Chapter 6

Robust Trajectory Tracking

Control of the Quadrotor

Helicopter Using Acceleration

Feedback

This chapter develops the acceleration feedback based robust controllers for the

positional and attitude dynamics of the quadrotor. As a control strategy, a hierar-

chical structure is utilized where the dynamics of the quadrotor is divided into two

parts: positional and attitude dynamics. PID controllers with acceleration based

disturbance observer are used as a high-level controller to provide virtual com-

mand inputs. Nonlinear optimization is used to obtain the bounded and smooth

reference attitude angles [φr, θr, ψr] based on the desired virtual command signals.

For the low-level control, a nested position, velocity, and inner acceleration feed-

back control structure which consists of PID and PI type controllers are developed

to provide high stiffness against disturbances. Angular acceleration and velocity

signals are estimated through the cascaded structure of extended and classical

Kalman filters. Fig 6.1 is presented to elaborate the complete closed-loop control

structure.

47
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Figure 6.1: Overall control system architecture

6.1 Position Control Using Acceleration Feed-

back

For the positional dynamics of the quadrotor, acceleration based disturbance ob-

server (AbDOB) is designed to estimate the total disturbance that includes exter-

nal disturbances, nonlinear terms and parametric uncertainties through linear ac-

celeration signals. Classical disturbance observer estimates the total disturbances

acting on the system, which is then fedback to cancel these effects as shown in Fig

4.1. The nominal plant model for the AbDOB is selected as

Gn(s) =


1

mns2
0 0

0
1

mns2
0

0 0
1

mns2

 (6.1)
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where mn is the nominal mass of the quadrotor. From the positional dynamics of

quadrotor in (3.27)

Ẍ = (sinψ sinφ+ cosψ sin θ cosφ)
U1

m
+DX

Ÿ = (− cosψ sinφ+ sinψ sin θ cosφ)
U1

m
+DY

Z̈ = −g + (cos θ cosφ)
U1

m
+DZ

(6.2)

where U1 is the control input, DX , DY and DZ are the disturbances. Errors are

defined as

eX = Xd −X, eY = Yd − Y, eZ = Zd − Z (6.3)

Error dynamics can be derived as

ėX = Ẋd − Ẋ ⇒ ëX = Ẍd − Ẍ (6.4)

ėY = Ẏd − Ẏ ⇒ ëY = Ÿd − Ÿ (6.5)

ėZ = Żd − Ż ⇒ ëZ = Z̈d − Z̈ (6.6)

From the positional dynamics, Ẍ can be written as

Ẍ = µX +DX (6.7)

Therefore, error dynamics in (6.4) becomes

ëX = Ẍd − µX −DX (6.8)

where µX can be designed using both feedforward and feedback terms as

µX = Ẍd +Kp,XeX +Kd,X ėX +Ki,X

∫
eXdt− D̂X (6.9)

F̂X is the estimated disturbance, which is used as the feedforward term along with

the Ẍd. PID is used as the feedback controller. Closed-loop error dynamics in
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(6.8) becomes

ëX +Kp,XeX +Kd,X ėX +Ki,X

∫
eXdt = D̃X (6.10)

By selecting positive controller gains for PID, the second order error dynamics

will imply a stable system with zero steady-state error for constant disturbances.

Similarly, the following virtual controller can be designed for Y and Z positional

axes.

µY = Ÿd +Kp,Y eY +Kd,Y ėY +Ki,Y

∫
eY dt− D̂Y

µZ = Z̈d +Kp,ZeZ +Kd,Z ėZ +Ki,Z

∫
eZdt− D̂Z

(6.11)

Once the virtual controllers are synthesized as above, U1 can be calculated from

µx, µy and µz as [73]

U1 = m
√
µ2
X + µ2

Y + (µZ + g)2 (6.12)

In order to calculate the desired attitude angles of the aerial vehicle from desired

the acceleration vector, the yaw angle (ψ) is set to some fixed value (ψr = ψ∗).

Desired angles are calculated as [74]

φr = arcsin(
sψrµX − cψrµY√

µ2
X + µ2

Y + (µZ + g)2
) (6.13)

θr = arcsin(
cψrµX + sψrµY√

µ2
X + µ2

Y + (µZ + g)2cφr
) (6.14)

6.2 Attitude Control Using Nested Feedback Loops

During the trajectory tracking, translational motion relies on the desired atti-

tude angle; therefore, robust attitude control plays an important role in trajectory

tracking control of the quadrotor in the presence of disturbances acting on the

attitude dynamics. To cancel the effects of the disturbances, nested angular po-

sition, velocity, and acceleration feedback control is utilized. In order to estimate

the reliable angular position, velocity, and acceleration, Kalman filters are used in

a cascaded mode.
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6.2.1 Cascaded Kalman Filter

A cascaded structure of Kalman filters which was developed in [87] is utilized to

estimate angular positions, velocities and accelerations. This structure is shown in

Fig 6.2. The process of estimating the Euler angles, rates and acceleration consists

Figure 6.2: Cascaded Kalman filters structure

of two steps as described below.

First Step

During the estimation process, initially extended Kalman filter is used to estimate

the attitude angles (φ, θ, ψ) and gyro biases (bω,x, bω,y, bω,z). Angular velocity read-

ings ωG = (ωG,x, ωG,y, ωG,z) from 3-axis gyroscope are considered as the inputs for

the process model whereas accelerometer and magnetometer values are taken as

measurements. The process model can be written asΘ̇

ḃω

 =

E(ϑ)ωG,b

03×1

 + w(t) (6.15)
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where w(t) is the process noise. ωG,b and bω are defined as

ωG,b ,


ωG,x − bω,x
ωG,y − bω,y
ωG,z − bω,z



bω ,


bω,x

bω,y

bω,z


(6.16)

Measurement model can be written by considering the readings from 3-axis ac-

celerometer (facc = [facc,x, facc,y, facc,z]
T ) and yaw angle ψmag reading form the

3-axis magnetometer

z =

 facc

Ψmag

 ωG,b × Vr − gK (ϑ)

Ψ

 + ν(t) (6.17)

where VB is the linear velocity and ν(t) is the measurement noise. K (ϑ) is given

as

K (ϑ) =


sin(θ)

sin(φ)cos(θ)

cos(φ)cos(θ)

 (6.18)

Second Step

Once attitude angles and gyro biases are estimated by the extended Kalman filter

(EKF) which utilizes process and measurement models given in 6.15 and 6.17, the

estimated gyro biases are subtracted from the gyro measurements, moreover, the

resulting compensated angular velocity is used as a measurement in a classical

Kalman filter (KF) to estimate the angular velocity Ω = [p, q, r]T and the angular

acceleration α = [ṗ, q̇, ṙ].

Ω̇

α̇

 =

I3×3 TI3×3

03×3 I3×3

Ω

α

 +

0.5T 2I3×3

TI3×3

Γ (6.19)
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where Γ = [p̈, q̈, r̈] is the angular jerk vector which is considered as the stochastic

input to the system i.e., additive Gaussian noise. Compensated measurement

model can be written as

z = ωg − b̂ω =
[
I3×3 03×3

]Ω

α

 + νk (6.20)

where νk is the noise due to the overall cascaded structure. Estimated angular

velocity can be transformed into Euler rates in world frame as

ˆ̇Θ =


ˆ̇φ

ˆ̇θ

ˆ̇ψ

 = E(ϑ)Ω̂ (6.21)

Similarly estimated angular acceleration can be transformed as
ˆ̈φ

ˆ̈θ

ˆ̈ψ

 = Ė(φ̂, θ̂, ˆ̇φ, ˆ̇θ)


p̂

q̂

r̂

 + E(φ̂, θ̂)


ˆ̇p

ˆ̇q

ˆ̇r

 (6.22)

where Ė(φ̂, θ̂, ˆ̇φ, ˆ̇θ) is obtained as

Ė(φ̂, θ̂, ˆ̇φ, ˆ̇θ) =


0 ˆ̇φcos(φ)tan(θ) + sin(φ)ˆ̇θsec2(θ) ˆ̇φsin(φ)tan(θ) + cos(φ)ˆ̇θsec2(θ)

0 ˆ̇φsin(φ) ˆ̇φcos(φ)

0
ˆ̇
φcos(φ)tan(θ)+sin(φ)

ˆ̇
θsin(θ)

cos2(θ)

ˆ̇
φsin(φ)cos(θ)+cos(φ)

ˆ̇
θsin(θ)

cos2(θ)


(6.23)

6.2.2 Nested Feedback Loops

Estimated Euler angles, rates and acceleration are now utilized as feedback signals

in a nested loop control structure to get high stiffness against the external distur-

bances in the attitude dynamics. In order to design the nested loop controllers,
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errors in attitude angles can be defined as

eφ = φr − φ, eθ = θr − θ, eψ = ψr − ψ (6.24)

where error dynamics are written as

ėφ = φ̇r − φ̇, ėθ = θ̇r − θ̇, ėψ = ψ̇r − ψ̇ (6.25)

PID controllers are used as the angular position control to provide Θ̇r = [φ̇r, θ̇r, ψ̇r]

for angular velocity control loops which are designed as

φ̇r = Kp,φeφ +Kd,φėφ +Ki,φ

∫
eφdt (6.26)

θ̇r = Kp,θeθ +Kd,θėθ +Ki,θ

∫
eθdt (6.27)

ψ̇r = Kp,ψeψ +Kd,ψėψ +Ki,ψ

∫
eψdt (6.28)

Estimated Euler rates ˆ̇θ in eq (6.21) are utilized to develop the velocity control as

eΩ = Θ̇r − ˆ̇Θ (6.29)

Λr = (1 + kΛ)(Kp,Ω eΩ +Ki,Ω

∫
eΩdt) (6.30)

Finally, the control inputs for the attitude dynamics of the quadrotor are designed

as PI controllers by utilizing the reference generated in eq (6.30) and estimated

Euler acceleration in eq (6.22) as

U2,3,4 = Kp,Λ eΛ +Ki,Λ

∫
eΛdt (6.31)

where eΛ = Λr− kΛΛ̂ and kΛ is the acceleration gain to get high dynamic stiffness

against the disturbance moments acting on the attitude dynamics of the quadro-

tor.



Chapter 7

Robust Hovering and Trajectory

Tracking Control of the

Quadrotor Helicopter Using a

Novel Disturbance Observer

This chapter presents the development of the controller based on the novel dis-

turbance observer designed in Chapter 4. Control structure is developed in the

hierarchical framework, where high-level and low-level controllers are designed for

the positional and attitude dynamics, respectively. High-level controller is used to

get the desired command signals. Analytical formulas are used to get the desired

reference angles (φd, θd, ψd) for low-level attitude control.

For the high-level control, linear acceleration signals are utilized to design accel-

eration based disturbance observer (AbDOB). Estimated disturbances are added

as a feedforward term with PID controller to provide stiffness against the dis-

turbances acting on the positional dynamics of the vehicle. For the disturbance

acting on the attitude dynamics, velocity based disturbance observer (VbDOB) is

utilized to estimate the disturbances. Furthermore, a nonlinear controller based

on the nonsingular and nonlinear sliding surface is designed through Lyapunov

55
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stability analysis [88]. The composite low-level controller is designed through Vb-

DOB and nonlinear controller to increase the robustness of the system against the

external disturbances in the attitude dynamics. Closed-loop stability analysis for

the attitude dynamics is presented to show that all signals remain bounded. The

closed-loop control architecture is presented in Fig. 7.1.

7.1 Position Control Utilizing Acceleration Based

Disturbance Observer

Estimating the external disturbance is not an easy task in an underactuated non-

linear system due to noise and uncertainties. However, it can be estimated if the

reliable acceleration signals are available from linear accelerometers. In order to

reject disturbances acting on the positional dynamics of the quadrotor, accelera-

tion based disturbance observer (AbDOB) is utilized. AbDOB is used to estimate

the total disturbances, which include external disturbances, nonlinear terms, and

parametric uncertainties. The following nominal plant is used in AbDOB.

Gn(s) =


1

mns2
0 0

0
1

mns2
0

0 0
1

mns2

 (7.1)

where mn is the nominal mass of the quadrotor.

From the positional dynamics of quadrotor in (3.27)

Ẍ = (sinψ sinφ+ cosψ sin θ cosφ)
U1

m
+DX

Ÿ = (− cosψ sinφ+ sinψ sin θ cosφ)
U1

m
+DY

Z̈ = −g + (cos θ cosφ)
U1

m
+DZ

(7.2)



Robust Control Using a Novel Disturbance Observer 57

Figure 7.1: Closed loop control system

where U1 is the control input. DX , DY and DZ are the disturbances. Errors are

defined as

eX = Xd −X, eY = Yd − Y, eZ = Zd − Z (7.3)

Error dynamics can be formulated as

ėX = Ẋd − Ẋ ⇒ ëX = Ẍd − Ẍ (7.4)

ėY = Ẏd − Ẏ ⇒ ëY = Ÿd − Ÿ (7.5)

ėZ = Żd − Ż ⇒ ëZ = Z̈d − Z̈ (7.6)

From the positional dynamics, Ẍ can be defined as

Ẍ = µX +DX (7.7)

Therefore, error dynamics in (7.4) becomes

ëX = Ẍd − µX −DX (7.8)
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where µX can be designed using both feedforward and feedback terms as

µX = Ẍd +Kp,XeX +Kd,X ėX +Ki,X

∫
eXdt− D̂X (7.9)

D̂X is the estimated disturbance, which is used as feedforward term along with the

Ẍd. PID is used as the feedback controller. Closed-loop error dynamics in (7.8)

becomes

ëX +Kp,XeX +Kd,X ėX +Ki,X

∫
eXdt = D̃X (7.10)

By selecting positive controller gains for PID, the second order error dynamics

will imply a stable system with zero steady-state error for constant disturbances.

Similarly, the following virtual controllers can be designed for Y and Z positional

axes.

µY = Ÿd +Kp,Y eY +Kd,Y ėY +Ki,Y

∫
eY dt− D̂Y

µZ = Z̈d +Kp,ZeZ +Kd,Z ėZ +Ki,Z

∫
eZdt− D̂Z

(7.11)

Once the virtual controllers are synthesized as above, U1 can be calculated from

µx, µy and µz in eq (6.12) and desired roll and pitch angle can be obtained through

eq (6.13) and eq (6.14), respectively.

7.2 Attitude Control Utilizing Velocity Based Dis-

turbance Observer

Translational motion of the aerial vehicle depends on the behavior of the roll, pitch

and yaw angles; therefore, attitude control is an important part for the motion

control of the quadrotor. In order to get more robustness with minimum control

efforts, integral non-singular and nonlinear sliding surface is designed. Note that

attitude dynamics is fully actuated. With three inputs (U2, U3, U4) to control three

degrees of freedom motion, separate controllers can be designed for each angular

motion.
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Since it is difficult to obtain reliable angular acceleration, a velocity based distur-

bance observer (VbDOB) is utilized to estimate the disturbances acting on the

attitude dynamics. The following nominal plant is used in the proposed DOB

structure.

Gn(s) =


1

Ixx,ns
0 0

0
1

Iyy,ns
0

0 0
1

Izz,ns

 (7.12)

where Ixx,n, Iyy,n and Izz,n are the nominal inertias. Errors are defined as

eφ = φd − φ, eθ = θd − θ, eψ = ψd − ψ (7.13)

Similarly, error dynamics are obtained as

ėφ = φ̇d − φ̇ ⇒ ëφ = φ̈d − φ̈ (7.14)

ėθ = θ̇d − θ̇ ⇒ ëθ = θ̈d − θ̈ (7.15)

ėψ = ψ̇d − ψ̇ ⇒ ëψ = ψ̈d − ψ̈
(7.16)

In order to develop controllers for attitude control, we first recall the attitude

dynamics of the quadrotor.

φ̈ =
Iyy − Izz
Ixx

θ̇ ψ̇ − Jprop
Ixx

θ̇ ωp +
U2

Ixx
+Dφ (7.17)

θ̈ =
Izz − Ixx
Iyy

φ̇ ψ̇ +
Jprop
Iyy

φ̇ ωp +
U3

Iyy
+Dθ (7.18)

ψ̈ =
Ixx − Iyy
Izz

φ̇ θ̇ +
U4

Izz
+Dψ (7.19)

where Dφ, Dθ and Dψ are the external disturbances. Eq (7.17-7.19) can be rewrit-

ten as

φ̈ = Γφ +
U2

Ixx
+Dφ (7.20)
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θ̈ = Γθ +
U3

Iyy
+Dθ (7.21)

ψ̈ = Γψ +
U4

Izz
+Dψ (7.22)

where Γφ =
Iyy − Izz
Ixx

θ̇ ψ̇, Γθ =
Izz − Ixx
Iyy

φ̇ ψ̇ and Γψ =
Ixx − Iyy
Izz

φ̇ θ̇.

The following integral non-singular and nonlinear sliding surface has been chosen.

s = ė+ α

∫
e dt+ Υeη (7.23)

where α and Υ are positive constants and 1 < η < 2.

Theorem 1 Considering the system in (7.20)-(7.22) and the sliding surface in

(7.23), the following control laws have been designed.

U2 = Ixx(φ̈d − Γφ + αφeφ + ηΥφe
η−1
φ ėφ

+KDsφ +Ksgn(sφ)− D̂φ)
(7.24)

U3 = Iyy(θ̈d − Γθ + αθeθ + ηΥθe
η−1
θ ėθ

+KDsθ +Ksgn(sθ)− D̂θ)
(7.25)

U4 = Izz(ψ̈d − Γψ + αψeψ + ηΥψe
η−1
ψ ėψ

+KDsψ +Ksgn(sψ)− D̂ψ)
(7.26)

where D̂φ, D̂θ and D̂ψ are the estimates from the disturbance observer. K and KD

are positive constants and selected to satisfy the following condition.

K > D̃max (7.27)

where |D̃(.)| ≤ D̃max and sgn(s(.)) is defined as

sgn(s(.)) =

 1 if s(.) ≥ 0

−1 if s(.) < 0
(7.28)

The state e reaches sliding surface s(.) = 0 in a finite time and then converges to

zero asymptotically along s(.) = 0.
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Proof. Since the control laws have the same form for U2, U3 and U4, proof will

be given only for U2. Selecting the Lyapunov function as

V =
1

2
s2
φ (7.29)

Time derivative of the Lyapunov function implies

V̇ = sφṡφ

= sφ(ëφ + αφeφ + ηΥφe
η−1
φ ėφ)

= sφ(φ̈d − φ̈+ αφeφ + ηΥφe
η−1
φ ėφ)

= sφ(φ̈d − Γφ −
U2

Ixx
−Dφ + αφeφ + ηΥφe

η−1
φ ėφ)

(7.30)

Substituting the control law from (7.24) into (7.30) yields

V̇ = sφṡφ = sφ(−Ksgn(sφ)−KDsφ − (Dφ − D̂φ)) (7.31)

V̇ = sφ(−Ksgn(sφ)−KDsφ − D̃φ) (7.32)

V̇ = −K|sφ| −KDs
2
φ − sφD̃φ (7.33)

Eq (7.33) can be rewritten as

V̇ ≤ −K|sφ| −KDs
2
φ + |sφ|D̃max (7.34)

where |D̃φ| ≤ D̃max and it follows that

V̇ ≤ −(K − D̃max)|sφ| −KDs
2
φ

(7.35)

In light of (7.27), one can define K̄ , K − D̃max > 0, and it then follows that

V̇ ≤ −K̄|sφ| −KDs
2
φ

≤ −
√

2K̄(V )
1
2 − 2KDV

(7.36)
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Therefore, according to the Lyapunov stability criterion, the sliding manifold in

(7.23) converges to zero in finite time and the convergence time (tc) is given as

tc ≤
1

KD

ln[1 +
KD

K̄
(2V (0))1/2] (7.37)

where V (0) = V (sφ(0)). If sφ is reached as shown in Theorem 1, then

eφ → 0⇒ φ→ φd (7.38)

This concludes the proof.

Signal Chasing. When (7.27) is satisfied, it follows that V (t) ∈ L∞ based

on (7.29) and (7.36). Since the signals in V (t) remain bounded, it can be con-

cluded that sφ ∈ L∞. If sφ ∈ L∞, it follows from (7.23) that eφ(t), ėφ(t) ∈ L∞.

Finally it can be observed that sφ, e(t), ė(t) ∈ L∞ implies that U2 ∈ L∞ using

(7.24). If U2 remains bounded then it can be concluded that φ̈ ∈ L∞ and ëφ ∈ L∞

from (7.20) and (7.14) respectively. Therefore, all signals remain bounded.



Chapter 8

Simulation Results and

Discussions

Simulation results for the proposed algorithms developed in Chapter 6 and 7 are

presented in this chapter. The performances of the proposed methods are evalu-

ated on a high fidelity model of the quadrotor where nonlinear dynamics, external

disturbances, and parametric uncertainty are taken into account along with the

sensor noise and biases. Acceleration feedback based control, which is given in Fig

6.1 is utilized to get robust trajectory tracking of the quadrotor in the presence of

wind disturbances generated through the Dryden wind model [89].

Results for the controllers based on the novel disturbance observer shown in Fig

4.4 and Fig 7.1 have been presented to evaluate the performance of the proposed

method for both hovering and trajectory tracking. Both periodic and aperiodic

disturbances are taken into account along with the parametric uncertainties and

sensor noise and biases. Aperiodic disturbances are generated through Dryden

wind model, and periodic disturbances are generated through the series of sine

functions. The sensitivity of the increased number and bandwidth of the band-

pass filters (BPFs) of the proposed DOB is also studied for the proposed DOB
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and results are compared with controllers based on classical DOB structure. Dur-

ing simulations, in terms of BPFs, the following two scenarios are considered to

evaluate the hovering and trajectory tracking performance.

• During the first scenario, the bandwidth of the BPFs of the proposed DOB

is taken to be fixed and effect of increasing the number of band-pass filters

on the translational and angular motion of the quadrotor is evaluated.

• In the second scenario, the effect of the increased bandwidth of the BPFs

of the proposed DOB on the stabilization and tracking performance of the

quadrotor is investigated where the number of BPFs is taken to be fixed.

8.1 Results for Trajectory Tracking Control Us-

ing Acceleration Feedback

In this section, simulation results are presented to show the efficiency of the accel-

eration feedback (AF) based control in the presence of external disturbances and

measurement noise. Simulations are performed on a high fidelity model where sen-

sor biases, noise and mass uncertainty of 15% are also taken into account. Circular

helix type 3-D trajectory is considered for simulations. Results for the proposed

method are compared with the similar acceleration feedback based control where

the analytical method for reference attitude angles calculation is considered and

the yaw angle (ψ) is taken to be some fixed value (ψ∗) i.e., ψ∗ = 3.5o. Also, the

importance of the acceleration feedback in the inner loop is investigated by provid-

ing the comparison results for the proposed method with and without acceleration

feedback when the similar numerical method is used for generating reference atti-

tude angles. Model parameters are presented in Table 8.1.

External disturbances acting on the positional and attitude dynamics of the quadro-

tor are generated through the Dryden wind model [89] which are presented in Fig

8.1 and Fig 8.2 respectively.
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Table 8.1: Model Parameters

Symbols Description Magnitude
m Mass of the quadrotor 1.15 kg
Ixx Moment of inertia about x axis 1.1 e−1kgm2

Iyy Moment of inertia about y axis 1.1 e−1kgm2

Izz Moment of inertia about z axis 15 e−2kgm2

g Acceleration due to gravity 9.8 m/sec2

l Length of the rotor arm 0.25 m
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Figure 8.1: Disturbances acting on the positional dynamics
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Figure 8.2: Disturbances acting on the attitude dynamics
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Cartesian position tracking of the vehicle is depicted in Fig 8.3, Fig 8.4 and Fig

8.5 where it can be observed that the proposed control technique provided very

accurate trajectory tracking with very small errors despite the external distur-

bances and parametric uncertainties, e.g., mass. From X Cartesian position plot,

it can be inferred that both methods showed similar performance, but during the

change of the roll angle, the proposed method showed better performance due to

the smooth transition of the roll angle which will be elaborated further in the Eu-

ler angle plots. In Y Cartesian plot, it can be observed that the proposed method

maintained its position in the close vicinity of the desired values again because of

the smooth transitions in the desired pitch angle. Both methods showed similar

performance in the Z Cartesian position plot. In order to show a broader picture

of the efficiency of the proposed method, the position error plots are presented in

Fig 8.6. 3-D trajectory tracking results are shown in Fig 8.7. Position tracking

performance of the quadrotor is quantified as RMS and maximum errors in Table

8.2 which shows that with the proposed method, the quadrotor trajectory remains

in close vicinity of the desired trajectory despite the disturbance forces.
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Figure 8.3: X Cartesian position of the quadrotor vs Time (desired in black,
proposed in red, analytical in green)
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Figure 8.4: Y Cartesian position of the quadrotor vs Time (desired in black,
proposed in red, analytical in green)
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Figure 8.5: Z Cartesian position of the quadrotor vs Time (desired in black,
proposed in red, analytical in green)
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Figure 8.6: Position errors (proposed in red, analytical in green)
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Figure 8.7: 3-D Trajectory (desired in black, proposed in red, analytical in
green)
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Attitude tracking performance can be assessed from the roll, pitch, and yaw angle

plots, which are presented Fig 8.8, Fig 8.9 and Fig 8.10. From the Euler angle

plots it can be seen that with the help of the optimization technique, the proposed

method provides attitude angles within the desired bounds due to the magnitude

constrained considered in the sequential quadratic programming (SQP). Further-

more, it can be noticed that the proposed method also provides much smoother

results, which are the consequences of the rate constrained utilized in the im-

plementation of SQP. As the translational motion of the quadrotor relies on the

attitude angles, the consequences of acquiring the desired bounded and smooth

attitude angles are reflected in Cartesian position plots where it can be clearly

noticed that the proposed method retained its position in the close vicinity of the

desired trajectory. However, results for the analytical method show fluctuated

outputs, which in turn produced more Cartesian position errors. Quantitative

comparison of the tracking performance for both methods is tabulated in Table

8.2.
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Figure 8.8: Roll angle (proposed in red, analytical in green)
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Figure 8.9: Pitch angle (proposed in red, analytical in green)
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Figure 8.10: Yaw angle (proposed in red, analytical in green)
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Table 8.2: Trajectory Tracking Performance

Criteria Proposed Method Analytical Method

RMS(eX) m 0.04 0.06

Max(|eX |) m 0.09 0.12

RMS(eY ) m 0.1 0.37

Max(|eY |) m 0.243 0.51

RMS(eZ) m 0.048 0.003

Max(|eZ |) m 0.03 0.009

RMS(eφ) deg 4.6 5.22

Max(|eφ|) deg 11.04 12.93

RMS(eθ) deg 4.94 5.14

Max(|eθ|) deg 12.3 13.9

RMS(eψ) deg 0.07 0.1

Max(|eψ|) deg 0.7 0.84

Estimated disturbance response has been shown in Fig 8.11, Fig 8.12 and Fig 8.13.

From the estimation plot, it can be noticed that the proposed method showed

better estimations than the analytical method.
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Figure 8.11: X axis disturbance estimation (desired in black, proposed in red,
analytical in green)
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Figure 8.12: Y axis disturbance estimation (desired in black, proposed in red,
analytical in green)
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Figure 8.13: Z axis disturbance estimation (desired in black, proposed in red,
analytical in green)

Control efforts required to get the desired trajectory tracking results are depicted

in Fig 8.14. From the plot, it can be observed that utilization of the acceleration

feedback in both position and attitude dynamics does not create large control

efforts. In particular, the total thrust (U1) is approximately equal to the weight



Simulation Results and Discussions 73

of the vehicle (∼ 10.3N) ; the rolling and pitching moments (U2, U3) are being

around ±8Nm and ±5Nm, respectively; and finally the yawing moment (U4) is

around ±2Nm. Consequently, the control efforts are within reasonable limits and

they provide desired maneuvers despite wind disturbances.

Figure 8.14: Control efforts

Also, in this section, the proposed method is investigated without acceleration

feedback (AF) in the inner nested loop to illustrate its importance. Cartesian

position plots are depicted in Fig 8.15, Fig 8.16 and Fig 8.17. From these plots,

it can be observed that acceleration feedback provided more stiffness against the

external disturbances, especially in the maneuvering parts of the trajectory. Posi-

tion error plots are presented in Fig 8.18 where it can be noticed that the proposed

method with AF provided better trajectory tracking performance with less errors

despite the external disturbances and parametric uncertainties. The summary of

the position errors is tabulated in Table 8.3 in terms of RMS and maximum errors.
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Figure 8.15: X Cartesian position of the quadrotor vs Time (desired in black,
with AF in red, without AF in green)
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Figure 8.16: Y Cartesian position of the quadrotor vs Time (desired in black,
with AF in red, without AF in green)
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Figure 8.17: Z Cartesian position of the quadrotor vs Time (desired in black,
with AF in red, without AF in green)
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Figure 8.18: Position errors (with AF in red, without AF in green)
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Attitude tracking performance is presented through corresponding Euler angle

plots in Fig 8.19, Fig 8.20 and Fig 8.21. From the plots, it can be seen that more

oscillations occurred when the proposed method was used without acceleration

feedback. Therefore, utilization of the acceleration feedback in the nested feedback

loops showed a significant impact on the attitude control of the quadrotor.
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Figure 8.19: Roll angle (with AF in red, without AF in green)
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Figure 8.20: Pitch angle (with AF in red, without AF in green)
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Figure 8.21: Yaw angle (with AF in red, without AF in green)

Trajectory tracking performance is quantified in Table 8.3 to provide a better

picture of the efficiency of the proposed method with AF in terms of RMS and

maximum errors.

Table 8.3: Trajectory Tracking Performance

Criteria with AF without AF

RMS(eX) m 0.075 0.086

Max(|eX |) m 0.21 0.235

RMS(eY ) m 0.05 0.14

Max(|eY |) m 0.12 0.32

RMS(eZ) m 0.028 0.029

Max(|eZ |) m 0.04 0.041

RMS(eφ) deg 4.64 5.58

Max(|eφ|) deg 8.25 11.27

RMS(eθ) deg 4.93 5.75

Max(|eθ|) deg 11.48 14.06

RMS(eψ) deg 3.43 3.48

Max(|eψ|) deg 3.73 4.17
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8.2 Results for Hovering and Trajectory Track-

ing Control Using a Novel Disturbance Ob-

server

This section evaluates the performance of the novel disturbance observer based

controllers developed in chapter 7. The performance of the designed controllers is

investigated in the presence of both periodic and aperiodic disturbances. Further-

more, parametric uncertainties and measurement noise are also taken into account

to check the robustness of the proposed control method. Aperiodic disturbances

are generated through the Dryden wind model, and the following periodic compo-

nents are added to them.

DX,Y,Z =
10∑
j=1

sin(j15t) (8.1)

Dφ,θ,ψ =
5∑
j=1

2sin(2πj15t) (8.2)

For numerical simulations, two cases are considered, which include hovering at a

certain altitude and three dimensional (3D) Cartesian reference trajectory track-

ing. Model parameters are given in Table 8.1. During the trajectory tracking, yaw

angle ψ is fixed to a constant value (ψ∗) i.e., 3.5o for the calculation of desired

attitude angles.

8.2.1 Hovering Case

The quadrotor is forced to hover at a certain altitude and the stabilizing perfor-

mance is evaluated in the presence of external disturbances, parametric uncertain-

ties and measurement noise. Disturbances acting on the positional and attitude

dynamics during hovering period are given in Fig 8.22 and Fig 8.23 respectively.

Additionally, this case is further divided into two scenarios where the sensitivity
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of the band-pass filters used in the novel DOB is explored through the number

and bandwidth of the band-pass filters.
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Figure 8.22: Disturbances acting on the positional dynamics
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Figure 8.23: Disturbances acting on the attitude dynamics
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8.2.1.1 Number of the Bandpass filters

During this hovering scenario, simulations are performed to observe the efficiency

of the proposed DOB and also the effect of the increased number of band-pass

filters with fixed bandwidth is investigated. In order to show the translational

motion of the quadrotor, Cartesian position plots are presented in Fig 8.24, Fig

8.25 and Fig 8.26. From the position plots, it can be inferred that the proposed

DOB showed better stiffness against the disturbances by retaining the position

in the close vicinity of the desired values whereas classical DOB showed more

deviation due to the periodic disturbances. From the X and Y position plots, it

can be observed that the proposed method remains in the area of approximately

0.055 m2 in the X-Y plane whereas the classical DOB achieved hovering in the

area of approximately 0.12 m2 when subjected to similar disturbances. Also, from

the Z position plot, the proposed DOB hovering is closer to the desired altitude as

compared to classical DOB. Furthermore, the sensitivity to the increasing number
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Figure 8.24: X Cartesian position (proposed DOB (5 BPFs in red, 3 BPFs in
blue), DOB in green)

of the BPFs can be observed where increasing the number of BPFs improves the

hovering performance of the quadrotor and forces the motion of the quadrotor to
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Figure 8.25: Y Cartesian position (proposed DOB (5 BPFs in red, 3 BPFs in
blue), DOB in green)
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Figure 8.26: Z Cartesian position (proposed DOB (5 BPFs in red, 3 BPFs in
blue), DOB in green)

be in the close vicinity of the desired altitude. Fig 8.27 presents the Cartesian

position errors plot where it can be seen that the proposed disturbance observer

structure provides better results than the classical structure and also the position

errors decrease with the increasing number of band-pass filters.
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Figure 8.27: Position errors (proposed DOB (5 BPFs in red, 3 BPFs in blue),
DOB in green)

In order to show the attitude performance of the quadrotor, Euler angle plots are

presented in Fig 8.28, Fig 8.29 and Fig 8.30. These results illustrate that the

proposed DOB shows less peaks and smoother results as compare to the classical

DOB which explains the limitation of the classical DOB to tackle the periodic

disturbances which in turn affect the translational motion of the quadrotor against

the external disturbances.
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Figure 8.28: Roll angle (proposed DOB (5 BPFs in red, 3 BPFs in blue),
DOB in green)
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Figure 8.29: Pitch angle (proposed DOB (5 BPFs in red, 3 BPFs in blue),
DOB in green)

0 5 10 15 20
Time (s)

-0.4

-0.2

0

0.2

0.4

 (d
eg

)

 

Figure 8.30: Yaw angle (proposed DOB (5 BPFs in red, 3 BPFs in blue),
DOB in green)

From the attitude plots, the proposed structure with larger number of band-pass

filters provides less peaks and fluctuations. Table 8.4 presents a quantitative anal-

ysis of the hovering performance of the quadrotor in terms of root mean square

(RMS) errors and maximum errors.
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Table 8.4: Hovering Performance with Different Number of the BPFs

Criteria DOB
Proposed DOB Proposed DOB
with 5 BPFs with 3 BPFs

RMS(eX) m 0.24 0.1 0.13
Max(|eX |) m 0.33 0.12 0.24
RMS(eY ) m 0.1 0.07 0.08
Max(|eY |) m 0.2 0.15 0.17
RMS(eZ) m 0.9 0.47 0.5
Max(|eZ |) m 2.4 1.5 1.6
RMS(eφ) deg 1.3 1.5 1.53
Max(|eφ|) deg 3.14 3.2 3.4
RMS(eθ) deg 8.6 7.7 7.8
Max(|eθ|) deg 17.1 13.7 14.5
RMS(eψ) deg 0.05 0.03 0.033
Max(|eψ|) deg 0.28 0.08 0.18

8.2.1.2 Bandwidth of the Bandpass filters

This scenario presents results for the hovering control of the quadrotor to show the

effect of the increased bandwidth of the BPFs of the DOB, and results are then

compared with classical DOB structure. Translational motion of the quadrotor is

represented through Cartesian position plots in Fig 8.31, Fig 8.32 and Fig 8.33.
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Figure 8.31: X Cartesian position (proposed DOB (30 rad/sec in red, 20
rad/sec in blue), DOB in green)
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Figure 8.32: Y Cartesian position (proposed DOB (30 rad/sec in red, 20
rad/sec in blue), DOB in green)
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Figure 8.33: Z Cartesian position (proposed DOB (30 rad/sec in red, 20
rad/sec in blue), DOB in green)

X and Y position plots showed that increasing the bandwidth of the band-pass

filters forced the quadrotor to remain in an area of approximately 0.045 m2 whereas

the classical DOB achieved hovering in an area of approximately 0.12 m2 which

implies that hovering performance of the proposed DOB is improved with more

bandwidth. Also, the proposed DOB shows better stiffness against the external

disturbances than the classical DOB to stabilize the quadrotor at a certain altitude,
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which is depicted in the Z-position plot. The effect of the increased bandwidth

can be further investigated through position errors plot in Fig 8.34 where it can

be noticed that the errors decrease with the increased bandwidth.

Figure 8.34: Position errors (proposed DOB with bandwidth (30 rad/sec in
red, 20 rad/sec in blue), DOB in green)

Attitude performance of the proposed controller is presented through the corre-

sponding Euler angles plots in Fig 8.35, Fig 8.36 and Fig 8.37. Through the plots,

it can be observed that the proposed method shows improved results where much

smoother results are obtained by increasing the bandwidth of the BPFs. Also,

the proposed DOB causes a reduction in the peak amplitude, which shows that

by increasing the bandwidth of the proposed DOB, periodic disturbances can be

handled more efficiently. Quantification of the hovering performance for this sce-

nario in terms of the maximum and root mean square errors is provided in Table

8.5.
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Figure 8.35: Roll angle (proposed DOB with bandwidth (30 rad/sec in red,
20 rad/sec in blue), DOB in green)
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Figure 8.36: Pitch angle (proposed DOB with bandwidth (30 rad/sec in red,
20 rad/sec in blue), DOB in green)

8.2.2 Trajectory Tracking Case

This section investigates the trajectory tracking performance of the proposed con-

troller with novel disturbance observer. In this case, 3D Circular helix type trajec-

tory is used to study the more challenging task than the hovering where quadrotor

is required to do more maneuvers in the presence of external disturbances, para-

metric uncertainties, and noise. Like hovering case in section 8.2.1, two similar

scenarios are considered where the effects of the bandwidth and the number of
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Figure 8.37: Yaw angle (proposed DOB with bandwidth (30 rad/sec in red,
20 rad/sec in blue), DOB in green)

Table 8.5: Hovering Performance with Different Bandwidths of the BPFs

Criteria DOB
Proposed DOB Proposed DOB with

with 2σ=30 rad/sec 2σ=20 rad/sec
RMS(eX) m 0.24 0.11 0.13
Max(|eX |) m 0.33 0.12 0.24
RMS(eY ) m 0.1 0.07 0.078
Max(|eY |) m 0.2 0.15 0.17
RMS(eZ) m 0.9 0.48 0.485
Max(|eZ |) m 2.4 1.5 1.6
RMS(eφ) deg 1.3 1.5 1.55
Max(|eφ|) deg 3.14 3.2 3.27
RMS(eθ) deg 8.6 7.8 7.8
Max(|eθ|) deg 17.1 13.9 14.6
RMS(eψ) deg 0.05 0.03 0.036
Max(|eψ|) deg 0.28 0.08 0.12

band-pass filters used in the novel DOB are investigated on the position and atti-

tude performance of the quadrotor. Results in both scenarios are compared with

the controller based on classical DOB to show the trajectory tracking performance

of the proposed controller. External disturbances are generated through the Dry-

den wind model and series of sine functions. Fig 8.38 and Fig 8.39 show the

disturbances acting on the positional and attitude dynamics respectively.
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Figure 8.38: Disturbances acting on positional dynamics
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Figure 8.39: Disturbances acting on attitude dynamics

8.2.2.1 Number of the Bandpass filters

In this scenario, trajectory tracking performance of the quadrotor is evaluated for

the proposed DOB, and the effect of more band-pass filters on the translational and

angular motion is studied when the quadrotor is subject to external disturbance

along with the noise and parametric uncertainties. Cartesian position tracking
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of the vehicle is depicted in Fig 8.40, Fig 8.41 and Fig 8.42. From the plots, it

can be observed that the proposed DOB provides better performance, especially

during the maneuvers where the quadrotor remains in the close vicinity of the

desired values. Results for the classical DOB show deviations from the desired

trajectory at the maneuver sections. Furthermore, it is also observed that the

proposed method shows more stiffness against the disturbance when the number

of BPFs is increased.
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Figure 8.40: X Cartesian position (proposed DOB (5 BPFs in red, 3 BPFs in
blue), DOB in green)
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Figure 8.41: Y Cartesian position (proposed DOB (5 BPFs in red, 3 BPFs in
blue), DOB in green)
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Figure 8.42: Z Cartesian position (proposed DOB (5 BPFs in red, 3 BPFs in
blue), DOB in green)

To show the better picture of the robustness provided by the proposed method

and to study the sensitivity to the number of BPFs, Cartesian position errors plot

is provided in Fig 8.43 where it can be seen that errors for the proposed method

decrease with the increasing number of band-pass filters.
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Figure 8.43: Position errors (proposed DOB (5 BPFs in red, 3 BPFs in blue),
DOB in green)



Simulation Results and Discussions 92

Attitude performance of the quadrotor in this scenario is depicted through Corre-

sponding Euler angles plots in Fig 8.44, Fig 8.45 and Fig 8.46. Euler angle plots

depict that the proposed method provides better performance with less peaks than

the classical DOB, which indicates the efficiency of the novel DOB to reject the

disturbances. Also, the increased number of band-pass filters affects the attitude

response, which in turn manifest itself in the translational motion of the quadro-

tor. It should be noticed from the plots that response gets closer to the classical

DOB when the number of BPFs is decreased.
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Figure 8.44: Roll angle (proposed DOB (5 BPFs in red, 3 BPFs in blue),
DOB in green)
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Figure 8.45: Pitch angle (proposed DOB (5 BPFs in red, 3 BPFs in blue),
DOB in green)
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Figure 8.46: Yaw angle (proposed DOB (5 BPFs in red, 3 BPFs in blue),
DOB in green)

Trajectory tracking performance for this scenario is summarized in terms of RMS

and maximum values for errors in Table 8.6.

Table 8.6: Trajectory Tracking Performance with Different Number of the
BPFs

Criteria DOB
Proposed DOB Proposed DOB

with 5 BPFs with 3 BPFs

RMS(eX) m 0.24 0.13 0.18

Max(|eX |) m 0.56 0.37 0.45

RMS(eY ) m 0.217 0.098 0.14

Max(|eY |) m 0.48 0.2 0.31

RMS(eZ) m 0.24 0.13 0.19

Max(|eZ |) m 0.49 0.22 0.33

RMS(eφ) deg 9.5 8.1 9.3

Max(|eφ|) deg 29.8 22.3 23.6

RMS(eθ) deg 13.1 10.1 11.5

Max(|eθ|) deg 49.2 32.2 32.8

RMS(eψ) deg 3.78 3.55 3.58

Max(|eψ|) deg 14.6 5.05 5.07
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8.2.2.2 Bandwidth of the Bandpass Filters

This scenario deals with trajectory tracking of the quadrotor when the bandwidth

of the BPFs is increased and results are provided to study the effect of the band-

width change on the tracking performance. Cartesian position tracking of the

vehicle is presented in Fig 8.47, Fig 8.48 and Fig 8.49 where improved tracking

performance is obtained when the bandwidth of the BPFs is increased.
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Figure 8.47: X Cartesian position (proposed DOB (30 rad/sec in red, 20
rad/sec in blue), DOB in green)
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Figure 8.48: Y Cartesian position (proposed DOB (30 rad/sec in red, 20
rad/sec in blue), DOB in green)
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Figure 8.49: Z Cartesian position (proposed DOB (30 rad/sec in red, 20
rad/sec in blue), DOB in green)

During the maneuvers on the trajectory, the proposed DOB provides more robust-

ness and flexibility to tackle the disturbances than the controllers with classical

DOB structure by maintaining its position in the close vicinity of the desired val-

ues. Consequently, the position errors plot in Fig 8.50 illustrates that the proposed

DOB structure with more bandwidth shows less errors than the classical DOB.
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Figure 8.50: Position errors (proposed DOB with bandwidth (30 rad/sec in
red, 20 rad/sec in blue), DOB in green)
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The increased bandwidth of the BPFs in the novel DOB also affects the attitude

performance of the vehicle, which is depicted through Euler angle plots in Fig

8.51, Fig 8.52 and Fig 8.53. From the plots, it can be noticed that during rolling,

pitching and yawing motion, proposed DOB method provides less peak amplitudes

for the attitude angles. Consequently, the quadrotor has better trajectory tracking

performance than the classical DOB during the maneuvers due to the improved

robustness introduced by the increasing bandwidth of the BPFs.
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Figure 8.51: Roll angle (proposed DOB with bandwidth (30 rad/sec in red,
20 rad/sec in blue), DOB in green)
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Figure 8.52: Pitch angle (proposed DOB with bandwidth (30 rad/sec in red,
20 rad/sec in blue), DOB in green)
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Figure 8.53: Yaw angle (proposed DOB with bandwidth (30 rad/sec in red,
20 rad/sec in blue), DOB in green)

The sensitivity to the bandwidth increase on the trajectory tracking performance

and quantitative comparison with the classical DOB are provided in Table 8.7.

Table 8.7: Trajectory Tracking Performance with Different Bandwidths of the
BPFs

Criteria DOB
Proposed DOB Proposed DOB

with 2σ=30 rad/sec with 2σ=20 rad/sec

RMS(eX) m 0.24 0.13 0.18

Max(|eX |) m 0.56 0.37 0.45

RMS(eY ) m 0.217 0.098 0.14

Max(|eY |) m 0.48 0.17 0.24

RMS(eZ) m 0.24 0.14 0.23

Max(|eZ |) m 0.49 0.28 0.39

RMS(eφ) deg 9.5 8.1 9.3

Max(|eφ|) deg 29.8 22.3 23.6

RMS(eθ) deg 13.1 10.1 11.5

Max(|eθ|) deg 49.2 32.2 32.8

RMS(eψ) deg 3.78 3.55 3.58

Max(|eψ|) deg 14.6 5.05 5.07



Chapter 9

Conclusions

In this work, robust trajectory tracking control of a quadrotor subject to external

disturbances is developed using angular acceleration feedback. The hierarchical

control structure is used as a control framework. Acceleration based disturbance

observer integrated with PID controllers is designed for the positional dynamics

of the quadrotor where linear acceleration signals provide better stiffness against

the disturbance forces. For attitude control, a nested angular position, velocity

and acceleration control structure is employed where PID and PI controllers are

used. In order to get reliable angular position, velocity and acceleration signals,

an estimation algorithm based on the cascaded structure of extended and classical

Kalman filters is utilized. Furthermore, in this work, a nonlinear optimization

technique is used to obtain the reference attitude angles form command signals

generated from the high-level control of the hierarchical control structure. Unlike

analytical method for calculating the reference attitude angles where nonsmooth

and large Euler angles might be obtained, the constrained nonlinear optimization

technique provides smooth and desired bounded values. Also in the analytical

approach, the desired yaw angle (ψ) needs to be fixed to some value (ψ∗), but in

case of the proposed method, yaw angle need not be constant. The efficiency of

the proposed control method is tested on a high fidelity model of the quadrotor

where sensor bias and noise in measurements are also taken into account when

3-D circular helix type trajectory is considered. Results are compared with a
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similar control scheme where reference angles are calculated through analytical

formulas. From the simulation results, it is shown that by using the acceleration

signals, positional tracking performance of the quadrotor is improved significantly.

Results are compared with a similar control scheme where reference angles are

calculated through analytical formulas. From the attitude tracking, it is deduced

that nonlinear optimization provides smooth attitude angles response as compared

to the analytical method, which results in better position tracking performance.

In this thesis, we have developed a new disturbance observer based control system

for the robust control of a quadrotor performing hovering and/or trajectory track-

ing tasks subject to both aperiodic and periodic disturbances. Proposed observer

structure consists of a bank of band-pass filters centered at the integer multiples

of the fundamental frequency of the disturbance signal in addition to a low-pass

filter which is responsible for low-frequency aperiodic disturbances. PID control

and nonlinear control are used for position and attitude control in a hierarchical

control structure. Acceleration based disturbance observer is designed in the po-

sitional dynamics by utilizing the new DOB structure. In order to increase the

robustness in the attitude dynamics, nonsingular and nonlinear sliding surface is

designed based on Lyapunov stability analysis. Furthermore, an integral term is

also injected into the sliding surface to reduce steady-state errors. PID is used

as a high-level controller along with acceleration based disturbance observer to

derive virtual controls. Reference attitude angles are calculated analytically from

these virtual controls for the desired trajectory tracking. Nonlinear controller is

used as a low-level controller along with the velocity based disturbance observer

for more stiffness against the disturbances in the attitude control. Closed-loop

stability of the attitude subsystem is proved using a Lyapunov analysis. Utilizing

a high fidelity simulation model which takes nonlinearities in the dynamics, exter-

nal disturbances acting on the system and sensor measurement noise into account,

the performance of the proposed control system is tested in both hovering at a cer-

tain altitude and 3D Cartesian trajectory tracking. The sensitivity of the control

system with respect to the number and bandwidth of the band-pass filters is also

investigated. During the trajectory tracking task, yaw angle (ψ) is taken to be



Conclusions 100

fixed at 3.5o. Conventional disturbance observer is also implemented for compar-

ison. Aperiodic disturbances are generated according to the Dryden wind model

with added periodic disturbances to evaluate the effectiveness of the proposed con-

trol system. From simulation results, it can be inferred that the proposed method

with increased number and bandwidth of the band-pass filters showed better hov-

ering and trajectory tracking performance than conventional disturbance observer

by suppressing the disturbances more effectively with less errors.

As future work, frequency estimation algorithms will be used to estimate the fre-

quency of the periodic disturbance and the proposed disturbance observer struc-

ture will be made adaptive by adjusting the central frequency of the band-pass

filters accordingly. Also, the estimation of the attitude angles through optimiza-

tion method will be made real-time by using algorithms with fast convergence. The

proposed control algorithms will also be tested on a physical system to evaluate

the performance in a real environment.
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[71] E. Çetinsoy, S. Dikyar, C. Hançer, K. Oner, E. Sirimoglu, M. Unel, and M. Ak-

sit, “Design and construction of a novel quad tilt-wing uav,” Mechatronics,

vol. 22, no. 6, pp. 723–745, 2012.

[72] C. Hancer, K. T. Oner, E. Sirimoglu, E. Cetinsoy, and M. Unel, “Robust po-

sition control of a tilt-wing quadrotor,” in 49th IEEE Conference on Decision

and Control (CDC), pp. 4908–4913, IEEE, 2010.

[73] Y. Yildiz, M. Unel, and A. E. Demirel, “Adaptive nonlinear hierarchical con-

trol of a quad tilt-wing uav,” in 2015 European Control Conference (ECC),

pp. 3623–3628, IEEE, 2015.

[74] Y. Yildiz, M. Unel, and A. E. Demirel, “Nonlinear hierarchical control of a

quad tilt-wing uav: An adaptive control approach,” International Journal of

Adaptive Control and Signal Processing, vol. 31, no. 9, pp. 1245–1264, 2017.

[75] A. Drouot, E. Richard, and M. Boutayeb, “Hierarchical backstepping-based

control of a gun launched mav in crosswinds: Theory and experiment,” Con-

trol Engineering Practice, vol. 25, pp. 16–25, 2014.



Bibliography 110

[76] S. Formentin and M. Lovera, “Flatness-based control of a quadrotor helicopter

via feedforward linearization,” in 2011 50th IEEE Conference on Decision and

Control and European Control Conference, pp. 6171–6176, IEEE, 2011.

[77] A. Aboudonia, R. Rashad, and A. El-Badawy, “Composite hierarchical anti-

disturbance control of a quadrotor uav in the presence of matched and mis-

matched disturbances,” Journal of Intelligent & Robotic Systems, vol. 90,

no. 1-2, pp. 201–216, 2018.

[78] M. R. Mokhtari, B. Cherki, and A. C. Braham, “Disturbance observer based

hierarchical control of coaxial-rotor uav,” ISA transactions, vol. 67, pp. 466–

475, 2017.

[79] T. Bresciani, “Modelling, identification and control of a quadrotor helicopter,”

MSc Theses, 2008.
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