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Abstract

In recent years wireless multi-hop networks have attracted significant attention due

to their wide range of potential civil and military applications. Broadcasting is a funda-

mental data dissemination scheme for these networks. The transmission power control

is an important issue in wireless ad hoc networks and still has no satisfactory solution

methods. The wireless networking environment presents formidable challenges to the

study of broadcasting problems. In particular, the properties of the wireless medium

and the presence of battery-powered devices require novel modeling and algorithmic

approaches concentrating on judicious use of limited energy resources in wireless net-

works. In addition, networks are often required to provide certain quality of service

(QoS) guarantees in terms of the end-to-end delay along the individual paths from the

source to each of the destination nodes. Moreover, the received signal at each receiv-

ing node must be strong enough to be successfully decoded. In this study we address

the minimum-energy broadcast problem in multi-hop wireless networks with respect to

two different constraints: (i) each node must receive broadcast message within a given

delay bound ∆, and (ii) signal-to-interference-plus-noise ratio (SINR) of the received

signal must be above a given threshold γ so that the received signal can be successfully

decoded at the receiving node. We propose two distinct algorithms Distributed Tree

Expansion (DTE) and SINR-BIP which aim to generate minimum power broadcast

tree with respect to constraint (i) and (ii), respectively and exclusively. DTE is based

on an implementation of a distributed minimum spanning tree algorithm in which the

tree grows at each iteration by adding a node that can cover the maximum number

of currently uncovered nodes in the network with minimum incremental transmission

power and without violating the delay constraint. In SINR-BIP, we apply the similar

idea of well-known Broadcast Incremental Power (BIP) algorithm while considering the

SINR values of received powers. In addition, we use an embedded pruning procedure

in SINR-BIP, so that the myopic effect of the algorithm is mitigated. Both the algo-

rithms DTE and SINR-BIP are constructive in nature since the broadcast tree grows

at each iteration. We observed that the DTE outperforms the existing algorithms and

the total energy consumptions of the generated broadcast trees by DTE is within 20%

percent of the solutions obtained by Integer Programming.
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Özet

Son yıllarda çok sekmeli kablosuz şebekeler sivil ve askeri alanlardaki çok çeşitli

potansiyel uygulamaları nedeniyle önemli ölçüde dikkat çekmiştir. Bu tür şebekeler

için çoğa gönderim temel bir veri dağıtım yöntemidir. İletim güç kontrolünün kablosuz

tasarsız ağlar için çok önemli bir konudur ve hala tatmin edici çözümlerin bulunma-

maktadır. Kablosuz ağ oluşturma ortamı çoğa gönderim problemleri için zorlu bir

alandır. Özellikle kablosuz ortam özellikleri ve pille çalışan araçların bulunması kablo-

suz şebekelerde kısıtlı olan enerji kaynaklarının makul kullanılmasını amaçlayan yeni

modelleme yaklaşımları ve algoritmik yaklaşımlar gerektirmektedir. Buna ek olarak,

şebekelerin kaynaktan hedef cihazlara kadar olan her iletim yolu üzerinde ileti gecikmesi

ile ilgili olarak belli bir servis kalitesi garantisi sunması gerekmektedir. Dahası, her alıcı

cihazda algılanan sinyalin başarılı bir şekilde çözülebilmesi için sinyalin yeteri kadar

güçlü olması gerekmektedir. Bu sebeble, bu çalışmada çok sekmeli kablosuz ağlarda

en az enerjili çoğa gönderim problemini iki farklı kısıt doğrultusunda incelemekteyiz:

(i) her cihaz çoğa gönderim mesajını belli bir gecikme sınırı olan ∆ içerisinde al-

malıdır, ve (ii) alınan sinyalin işaret-parazit-artı-gürültü-oranı (SINR) eşik değer γ’nın

üzerinde olmalıdır ki sinyal başarı ile çözülebilsin. Bu nedenle, sırasıyla kısıt (i) ve

(ii) doğrultusunda en az enerjili çoğa gönderim ağacı oluşturacak DTE ve SINR-BIP

adlarında iki farklı algoritma önermekteyiz. DTE minimum örten ağaç algoritmasının

dağıtık uygulanmasını baz almaktadır. Her yinelemede, gecikme sınırı kısıtını ihlal

etmeden en az enerji artışı gerektiren ve mevcut durumda ulaşılamamış düğümlerden

en fazlasına ulaşabilen düğüm eğaca eklenerek çoğa gönderim ağacı büyür. SINR-BIP

algoritmasında ise alınan sinyallerin SINR değerleri göz önünde bulundurularak iyi

bilinen çoğa gönderim güç-artışı (BIP) algoritmasındaki ana fikre benzer bir yaklaşım

uygulanmıştır. Buna ek olarak, algoritmanın miyop etkisini azaltmak için SINR-BIP’in

içine gömülü olarak bir budama yordamı kullanılmıştır. Çoğa gönderim ağacı her

yinelemede büyüdüğü için her iki algoritma da doğası gereği yapıcı algoritmalardır.

DTE’nin mevcut algoritmalardan daha iyi performans gösterdiğini ve DTE ile elde

edilen çoğa gönderim ağacının toplam enerji tüketiminin Tamsayı Programlama ile

elde edilene %20 oranında yakın olduğu gözlenmektedir.
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Chapter 1

Introduction

In recent years, wireless multi-hop networks in the form of ad hoc networks have

attracted significant attention due to their potential applications in civil and military

domains. Wireless ad hoc networks consist of numerous communication devices such

as laptops, personal digital assistant or any mobile devices. Each communication de-

vice is equipped with processing, memory and wireless communication capabilities. In

addition, communication links are established by short-range ad hoc radio connections.

Moreover, no wired backbone infrastructure is installed in ad hoc wireless networks like

in wired or cellular networks. A communication between the source and destination

nodes is achieved either through a single-hop transmission, or through relaying by inter-

mediate nodes. Since it is a wireless environment and each node operates unattended,

each node in the network has limited resources. For example, energy is supplied by

batteries and for some applications it is non-renewable. Therefore, the efficient use of

available resources is an important design consideration for these networks.

In broadcast communication scheme, messages are concurrently sent to all nodes

in the network. Such communication scheme is critical in applications where close

collaboration of the network components is required to carry out a given task. During

the broadcast/multicast sessions, efficient use of network resources is crucial and energy

consumption is one of the most important issues related to ad hoc wireless networks

because devices are usually equipped with batteries with limited lifetime.

We focus on a specific type of ad hoc network where all nodes are stationary,

equipped with omnidirectional antenna, and the transmission range of the transmitter

can be adjusted. The main concern of this study is the efficient use of energy while

considering some issues related to ad hoc networks such as delay constraint and inter-

ference. For some applications, certain quality of service (QoS) guarantees are required
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in wireless networking environments. QoS is usually defined as the set of service re-

quirements that need to be met by the network while transporting a packet stream

from a source to destination nodes [2]. The QoS guarantee considered in this work is

the end-to-end delay bound for the broadcast sessions where each node in the network

desires to receive message within the delay bound. Since the delay of a broadcast mes-

sage is highly correlated with the number of hops that a message travels, we require

that the number of hops of individual paths from the source to each of the destina-

tion nodes is not greater than a pre-specified value. Another important issue that is

considered in this study is the interference and environmental noise which affects the

success of the signal reception.

Our contribution in this study is twofold; first, we propose a distributed algorithm

Distributed Tree Expansion (DTE) for delay constrained minimum power broadcasting

problem (DCMPB), and second we propose a centralized heuristic algorithm SINR-BIP

for SINR constrained minimum power broadcasting (SCMPB) problem. Both of the

proposed algorithms exploit the broadcast incremental power structure proposed in [3]

while considering the other problem specific requirements.

First, we focus on constructing a minimum power broadcast tree with a maximum

depth ∆, which corresponds to the maximum tolerable end-to-end delay in the net-

work. DCMPB problem is considered to be NP -hard [5] by a reduction from the (un-

constrained) minimum power broadcasting problem, shown to be NP -complete in [4],

thus efficient heuristic approaches are required. In [5] and [7], a centralized approach

for the problem where the source node has the global network topology information and

performs the broadcast tree calculations is discussed. On the other hand, a distributed

approach is proposed in [6]. In the present work, we investigate the construction of

the delay bounded minimum power wireless broadcasting tree in a distributed fashion

when each node in the network has only limited topology information and contributes

to the construction of the tree.

Structure of the DTE algorithm is constructive in nature, where the broadcast tree

is extended by adding one node or a group of nodes to the tree. DTE algorithm can

be considered as a modified version of the distributed implementation of Minimum

Spanning Tree (MST) algorithm. Basically, the algorithm begins initially with only

the source node in the tree and the broadcast tree iteratively grows. At each iteration,

a single node or a group of nodes are covered by considering the additional energy

requirement of current partial tree and the delay bound. Note that the proposed

2



algorithm only keeps 1-hop neighborhood information and is similar in nature to the

one given in [8].

Second, we focus on constructing a minimum power broadcast tree while considering

interference and environmental noise around the receiving nodes. In literature, energy

efficient broadcasting problems are generally divided into two subproblems which are

routing and scheduling problems. Routing algorithms [3, 18, 29, 27] construct the

broadcast tree, then scheduling algorithms [36, 37, 39] schedule the transmissions so

that the interference effect of the received signals is taken into account. In this work,

we propose the algorithm SINR-BIP which takes into account the interference and

environmental noise by considering SINR values of received signals while constructing

the broadcast tree so that no scheduling algorithm is required. To the best of our

knowledge, this is the first study that aims to construct energy efficient broadcasting

tree while considering the interference and environmental noise by a single algorithm.

SINR-BIP is also a constructive algorithm in nature, and exploits the broadcast

incremental power structure. Basically, a node with the minimum incremental power

requirement is added to the broadcast tree at each iteration as in well known BIP algo-

rithm [3]. However, SINR-BIP differs from BIP in two ways: (i) SINR-BIP takes into

account the interference and environmental noise for signal reception, and (ii) In some

iterations, SINR-BIP prunes the constructed broadcast tree in order to obtain better

solutions for the next iterations. Note that the algorithm SINR-BIP is a centralized

algorithm where the entire topology information is required.

The study is organized as follows. In Chapter II, we give brief background informa-

tion and review the related literature on the minimum power broadcasting problem.

In Chapter III and Chapter IV proposed heuristic algorithms DTE and SINR-BIP are

described, respectively. The study is concluded in Chapter VI.

3



Chapter 2

Literature Review

2.1 Wireless Ad Hoc Networks

In recent years various types of wireless networks are preferred for different ap-

plications. In traditional wireless communication networks, such as cellular networks

and wireless local area networks (WLAN), mobile devices associate with a network

infrastructure which provides access to a wired backbone. This type of networks have

single-hop communication structure where the nodes directly communicate with the

host over a specified single link [9]. On the other hand, communication can be achieved

by more than one link between two communicating devices for wireless ad hoc networks.

Wireless ad hoc networks are referred to the type of communication architecture where

devices, each equipped with a wireless transmission interface, establish a self-organizing

network environment [10]. Since these types of networks are used in an ad hoc settings,

no wired backbone infrastructure is installed. Thus, the communicating devices act as

a router as well as the host with packet forwarding capabilities in order to commu-

nicate with each other [1]. In ad hoc wireless networks, resources including energy,

band-width, processing capacity and memory are strictly limited when compared to

the wired environment [2]. Consequently, the efficient use of available resources is an

important design consideration for these networks.

Wireless ad hoc networks have a wide area of applications: i.e., emergency search

and rescue operations, data acquisition operations in hospitable environments, deci-

sion making in the battlefield, etc [11]. Mostly the communication in ad hoc wireless

networks is supported by multi-hop transmissions because of the physical limitations

of resources and wireless links. In such a scenario, each communicating device should

cooperate with each other by relaying the packets from the source device to destination

4
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Figure 2.1: Direct transmission
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Figure 2.2: Relayed transmission

devices. Figure (2.1) and Figure (2.2) clearly illustrate the direct communication and

relayed communication, respectively.

In wireless ad hoc networks, it is generally assumed that the signals are sent and

received by using omnidirectional antennas. Note that an omnidirectional antenna ra-

diates or receives equally well in all directions. Since a wireless network is connected

by logical links, we say that the link between two nodes is established, if the required

transmission power is assigned to the transmitting node. Since the signal power atten-

uates at the rate of r−α, where r is the distance from the signal source and α is the path

loss coefficient, the received signal at a node w must be strong enough to be decoded

successfully. The strength of a received signal is measured by signal-to-interference-

plus-noise-ratio (SINR) which represents the dominance of the received signal power

to the environmental noise and interference at the receiving node. Suppose that the

node v transmits with power level P (v) and distance between node v and w is d(v, w),

then the SINR value at a node w is calculated as follows;

SINR(w) =
Prec

C + I
=

P (v) d(v, w)−α

C + I

where Prec is the received signal power from v at node w, C is the environmental

noise around w, and I is the sum of interfering signal power received at node w. If

the SINR value of a signal is above the threshold γ, then it is said that the signal

is strong enough to be successfully decoded. However, the simplified version of the

signal propagation model where the interference and environmental noise are ignored

is commonly preferred. In the simplified model, the transmission power of the node v
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is proportional to rα, and calculated as P (v) = ξ rα, where ξ is the signal detection

threshold of node w and usually normalized to 1.

Assuming that each communication device is equipped with omnidirectional an-

tenna, signal propagation occurs in all directions which results in an area of coverage

and all nodes located in this area receive messages with a single transmission as shown

in Figure (2.1). Reaching several nodes by a single transmission is called as “wire-

less multicast advantage [3]. The broadcasting and multicasting applications exploit

the obvious benefits of “wireless multicast advantage”. However, mathematically the

energy related problems of wireless broadcasting and multicasting application become

harder to solve [11].

2.2 Data Dissemination

In a wired or wireless network, data dissemination aims to transfer the information

to the nodes in the network. Basically, data dissemination schemes can be classified

into three groups; (i) multicasting, (ii) unicasting, and (iii) broadcasting.

Multicasting is the delivery of information to a specific group of destinations simul-

taneously. Note that the non-destination nodes may or may not receive the message

and they may or may not be used for relaying, but each destination node must receive

the message in multicasting. Suppose that the destination set is D = {n2, n4, n6, n8},

then the Figure (2.3)-a illustrates the multicasting structure.
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(b) Unicasting
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(c) Broadcasting

Figure 2.3: Data Dissemination Schemes

Unicasting and broadcasting are the special forms of multicasting which assume the

destination set consisting of only one node and all the nodes in the network, respec-

tively. Assuming that the D = {n5}, Figure (2.3)-b illustrates the unicasting scheme
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where nodes n2 and n4 are the relay nodes even if they are not in the destination set,

and Figure(2.3)-c illustrates the broadcasting scheme.

Broadcasting/Multicasting is commonly used in many applications and they are

very important to achieve close collaboration of network hosts when the given task is

being carried out. Moreover, they are critical for many routing protocols in wireless

ad hoc networks because the state information of the nodes and the route information

of the network is disseminated by broadcasting/multicasting sessions.

2.3 Energy Efficient Broadcasting/Multicasting

Since the communication devices in wireless ad hoc networks operate unattended

and have limited resources, efficient utilization of the resources is crucial for these

networks. Among the most important issues related to ad-hoc networks, operating

in limited energy environments is crucial because devices are usually equipped with

batteries of limited lifetime. Considering that the battery capacity has increased only

by a factor of 2.7 in the last eleven years [12], it is essential to develop energy efficient

broadcasting/multicating protocols for wireless ad hoc networks.

In [1], energy conservation techniques categorized into two groups; (i) power mode

control and (ii) transmission power control. For our studies, we only consider the trans-

mission power control in which energy consumption is managed by adjusting transmis-

sion ranges. Since the energy efficiency is to be considered, we need to clearly define our

objective for designing energy efficient networks. Typically, two main objective func-

tions are used for energy efficient network design; (i) Minimizing the total transmission

power consumption of all nodes involved in the multicast session and (ii) Maximizing

the operation time until the first node run out of battery [1]. Note that we consider

the objective function (i) for our studies.

Energy efficiency is the main concern for many wireless ad hoc networks, however for

some applications other resources must be utilized efficiently and specific requirements

must be satisfied. Due to the emergence of real time applications and the widespread

use of wireless devices, many networks are required to provide certain quality of ser-

vice (QoS) guarantees for customer satisfaction. In [2], QoS is defined as the set of

service requirements during the packet stream from the source to destinations, and

these requirements must be satisfied by the networks. These service requirements can

be end-to-end delay, bandwidth utilization, probability of packet loss, etc.

7



In order to handle the multi-hop communication fast and economically, better net-

work protocols must be developed. In a wireless environment, finding the optimal

protocol for overall communication requirements including the efficient use of all re-

sources and providing the service guarantees can be considered as a huge problem.

Joint optimization of all these issues is a challenging problem, because most of the

subproblems of the main problem is known as NP -hard. Consequently, most of the

studies on the wireless communication problem provide heuristics and approximate

solutions for several subproblems of wireless communication.

2.4 Distributed Algorithms

In [13], distributed algorithms are defined as the algorithms which are designed

to run on hardware consisting of many interconnected processors. In addition, each

processor has limited amount of information and runs independently from the other

processors running concurrently.

The term distributed algorithm covers a large variety of concurrent algorithms for a

wide range of applications including telecommunications, information processing, scien-

tific computing and real-time process control [13]. Especially, wireless ad hoc networks

have been a focus of interest in the area of distributed computing, due to its topolog-

ical properties, which result in interesting algorithmic possibilities [14]. Considering

the implementation of a distributed algorithm for wireless ad hoc networks, each node

in the network uses only local information for its computations. Note that the local

decisions of each node constitute the global result for the entire network.

Centralized algorithms are also applied to wireless ad hoc networks. However, the

entire topology information is required for the solutions by centralized algorithms and

the collection of the topology information can be very difficult and costly. Therefore,

compared to centralized algorithms, distributed algorithms are more appropriate for

wireless ad hoc networks since each node is required to solve the global problem in its

vicinity.

Since each node makes local decisions and nodes must communicate with each

other to inform about their local decisions, distributed algorithms impose messaging

overhead for the nodes in the network. In addition, the computational overhead of

each node must be considered because each node is supplied by batteries and the

more computation is done, the more energy is consumed. Consequently, both the

8



message and computational complexity of the algorithm are the most important design

considerations for distributed algorithms.

2.5 Related Works

Each communication device in a wireless environment has a limited energy sup-

ply, thus the minimum energy broadcast problem in multi-hop wireless networks has

received significant attention over the last few years. However, the NP -completeness

of the minimum power broadcasting problem is proved in [15, 4, 16, 17]. Therefore,

energy efficient heuristic algorithms which solve the problem in a reasonable time is

required. Note that an efficient and effective heuristic algorithm usually produces satis-

factory results in polynomial time, but does not always guarantee the global optimality

[1]. Guo and Yang classified the solution methods of minimum energy broadcasting

problem in [1]. Figure (2.4) clearly illustrates this classification.
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Figure 2.4: Classification for the Solution Methods of Minimum Power Broadcasting

Problem

Integer programming formulations can be very useful for obtaining the optimal solu-

tions or best feasible solutions which are important for measuring the strength of devel-

oped heuristics. Moreover, these formulations provide insights for designing heuristic

approaches. In contrast to the rich literature on solving energy efficient broadcasting

problems by heuristic algorithms, approaches based on mathematical programming

do not appear extensively in the literature. Das et al. [21] proposed three differ-

ent mixed-integer linear programming (MILP) formulation for energy efficient broad-

casting. Among these formulations, model-C is based on the single-commodity flow
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formulation, whereas in [22] a model using multi-commodity flow formulation is pre-

sented by Yuan. In addition, Altınkemer et al. [23] formulated a model of set covering

type, and presented numerical results of a Lagrangian heuristics. Moreover, Guo and

Yang [24] introduce a new concept virtual relay and formulate another form of MILP

model. Recently, Bauer et al. [25] study a number of linear integer models that either

use flow model or cuts to characterize feasible solutions of energy efficient broadcast-

ing/multicasting problem. They also proved that the cut-based models and flow-based

models are equivalent in strength, and the proposed models are the strongest known

models for minimum energy broadcasting/multicasting. Note that the usage of MILP

is valuable for theoretical reasons, but the practical usage is usually limited to a small

input size.

On the other hand, several heuristic algorithms for minimum power broadcasting

problem are available in the literature. As it is illustrated in Figure (2.4), heuristic

algorithms are categorized into three groups; (i) spanning tree algorithms, (ii) topol-

ogy control algorithms, and (iii) local search algorithms [1]. Spanning tree algorithms

are usually greedy heuristics and basically construct a spanning tree rooted at source.

The algorithms in this category are constructive in nature, thus do not require any

initial feasible solution. The second category consists of topology control algorithms

which are based on transmission power adjustment. Topology control algorithms assign

transmission power to the nodes so that the resulting topology achieves certain con-

nectivity properties while optimizing the energy consumption. Note that the resulting

topology of the topology control algorithms is not necessarily in a tree structure. The

local search algorithms are the improvement heuristics which start with an initial fea-

sible solution and iteratively improve the objective function while satisfying required

constraints.

Over the years, straight greedy approaches minimum spanning tree (MST) and

shortest path tree (SPT) are proposed. Broadcast Least-Unicast-cost (BLU) and Broad-

cast Link-based MST (BLiMST) algorithms proposed in [29] are based on SPT and

MST, respectively. However these two approaches suffer because the standard MST

problems reflect the link-based nature of the wired networks and does not capture

the node-based nature of the wireless networks, and SPT problems reflect the unicast

scheme and does not capture the wireless multicast advantage. The work by Wieselth-

ier et al. [3] is one of the first major contributions in this area. The study in [3]

introduces the notion of wireless multicast advantage where the node based nature of

10



wireless communication is exploited. Unlike wired networks, wireless networks have

logical links which are established if the transmitted signal from the transmitting node

is strong enough. The authors propose the Broadcast Incremental Power (BIP) algo-

rithm which is the most notable contribution of [3]. BIP algorithm starts with the

source node only and extends the broadcast tree one node at each iteration. Note

that the node is selected according to the minimum incremental power rule in which

only the additional power consumption of the partial tree is considered. BIP algorithm

construct a minimum spanning tree in a similar way that Prim’s algorithm [7] does,

and BIP algorithm is a centralized algorithm in which the entire topology information

of the network is required. Moreover, Wan et al. [18] showed that the BIP algorithm

has a constant approximation ratio at least as large as 13/3, however the lower bound

is strengthened from 13/3 to 4.6 in [19]. In addition, Klasing et al. [20] showed that

the approximation factor is no larger than 12.15. In order to improve the performance

of BIP algorithm a simple heuristic named Sweep is proposed in [3]. Sweep basically

detects the redundant transmissions in the resulting broadcast tree and reduce the

assigned power of these transmissions.

Using the similar insight with the BIP algorithm, BAIP and GPBE algorithms are

proposed in [18] and [26], respectively. However, unlike BIP algorithm, more than one

node can be covered at each iteration. In BAIP, the nodes to be covered are chosen

according to the minimum average incremental power which is defined as the additional

transmission power per uncovered nodes to be covered with this transmission power

increase. On the other hand, GPBE uses another greedy decision metric broadcast

efficiency which is defined as the number of newly covered nodes per unit transmission

power.

Recently, Ahluwalia and Modiano [4] and Čagalj et al. [27], investigated the dis-

tributed calculation of minimum power broadcast trees for wireless networks. Clus-

tering approach for minimum power broadcasting is implemented in [4]. Basically the

algorithms consists of two phases: in the first phase the network is divided into clusters

where the nodes in each cluster are connected and clusters are formed by considering

the minimum energy consumption, then the second phase of the algorithm connects

these clusters by calculating the minimum spanning tree of these clusters. In [27],

the authors propose the Embedded Wireless Multicast Advantage (EWMA) algorithm

which is run by exchanging information between 2-hop neighbors. Initially the algo-

rithm runs the distributed MST, then improves the resulting tree. At each iteration,
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the algorithm checks whether expanding the transmission power of a node to cover the

children of one of its children would save some power. If any saving is determined, then

existing branches of the tree is replaced by the new one which results in energy savings.

Note that the feasibility of the solution is preserved by ensuring that the increase in the

transmission power of a node is sufficient to reach all the nodes that were previously

covered by the nodes that were excluded. Notice that neither of the solution methods

for minimum power broadcasting take into account any of the quality-of-service (QoS)

provisions.

Broadcasting is an important communication scheme for implementing real-time

applications which usually require the networks to provide QoS guarantees, such as

end-to-end delay, delay jitter, bandwidth, etc. [30, 31, 2]. QoS metric considered in

this study is end-to-end delay bound for the broadcasting tree. To the best of our

knowledge there are only a few studies that consider the end-to-end delay bound for

minimum power broadcasting problem. One of the major contributions in this area is

presented in [5]. Bulbul et al. [5] rigorously investigate the minimum power broad-

casting problem with end-to-end delay constraint. First, authors present an integer

programming (IP) formulation of the delay constrained minimum power broadcasting

problem. Second, they investigate the optimal solution to a closely related problem

in dense networks which they call the Multi-Stage Area Covering Problem (MSACP),

then identify several properties of the optimal solution of MSACP. Third, they pro-

pose a centralized heuristic which is based on the properties that is obtained by the

optimal solution of MSACP. Note that Bulbul et al. consider the end-to-end delay as

the number of hops that a message travels from source to the destination nodes.

In [7], the author proposes Energy-based Link Replacing (ELR) heuristics for the

construction of minimum power delay constrained multicast tree. Since ELR is a

centralized algorithm, it requires entire topology information. First, ELR determines a

single-hop multicast tree where each node in the network is reached by the source node

within a single transmission. In the next iterations of the algorithm, a relay node which

decreases the total transmission power most is selected, and a single link is replaced

by two links over the selected relay node. Note that the feasibility of the solution is

preserved by ensuring that the link replacement does not affect the coverage, and all

destinations are still covered after the link replacement. The algorithm proceeds until

no such a relay node is obtained without violating the end-to-end delay bound from

source to the destination nodes.

12



The Distributed Link Substitution (DLS) algorithm which requires 2-hop neighbor-

hood information is proposed in [6]. DLS can be considered as an improvement algo-

rithm since it starts with an initial feasible solution and improves the objective function

while sustaining the feasibility requirements. The main objective for initial phase is

to determine a broadcast tree which consists of minimum number of relay nodes, thus

the authors adapt the Dominant Pruning Algorithm (DPA) [28]. At each iteration of

DLS, new relay nodes with maximum reduction in the total power consumption are

selected to be added to the current tree. Note that the distributed implementation of

DLS algorithm is similar in fashion to the EWMA algorithm given in [27].

Constructing the broadcast tree is not enough to be implemented directly to the

networks because the simultaneous transmissions of nodes cause interference which

degrades the received signal power. The performance of an ad hoc network is largely

constrained by the interference among these simultaneous transmissions and the metric

that is used to determine the link quality between two nodes is signal-to-interference-

plus-noise-ratio (SINR). Links with very low SINRs are not typically used due to their

extremely poor performance, leading to partial connectivity among all nodes in the

network [32]. In general, medium access control (MAC) layer protocols deal with the

interference issue, and no routing algorithm considers the interference while construct-

ing the routing tree.

Zhang et al. [32] investigate the routing problem in ad hoc networks considering the

SINR values of the links, however they only consider the packet delivery to a destination

node and they do not incorporate with multicast or broadcast schemes. The objective

of their study is to find the concurrent packets’ relay paths associated with the exact

relay instants, which can minimize the system-wide energy consumption at all nodes.

ElBatt and Ephremides [33], focus on next neighbor transmissions where nodes are

required to send information packets to their respective receivers subject to a constraint

on the signal-to-interference-and-noise ratio and solve the multiple access problem by

two alternating phases, namely scheduling and power control. The objective of their

study is twofold: first, to determine the set of users who can attempt transmission

simultaneously in a given time slot and second to specify the set of powers needed

in order to satisfy SINR constraints at their respective receivers. However, they only

consider the interference at a single-hop transmission at each time. In other words, the

proposed algorithm is to be executed at the beginning of each time slot in order to cope

with excessive interference levels that might be developed in some slots. To the best
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of our knowledge, there is no study that constructs the broadcast tree and considers

the SINR values of the links in multi-hop wireless networks while minimizing the total

energy consumption of the transmitting nodes by implementing a single algorithm.
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Chapter 3

Delay Constrained Minimum Power

Broadcasting

3.1 Problem Statement and System Model

In this chapter, we are interested in the extension of the problem of constructing

energy-efficient broadcast trees in ad hoc networks, as given in [3]. The extension

considered in this study is the end-to-end delay constraint for each node in the network.

End-to-end delay constraint is defined as the maximum delay that a receiving node

tolerates, and the delay of a broadcast message is measured on the number of nodes it

passes starting from the source to the receiving nodes in the network. Therefore, the

problem is called Delay Constrained Minimum Power Broadcasting (DCMPB) problem

in [5]. Delay has a strong correlation with the number of hops that a message passes

through [39]. Delay in the networks increases as the amount of hopping increases [34].

Therefore, the paths from source to each of the destination node in the network are

required to be constructed within a pre-specified number of hops.

A network model similar to the one discussed in [3] is adapted in this study. We

consider source-initiated, circuit-switched broadcast sessions. We assume a fixed net-

work topology with |V | nodes, where V represents the set of all nodes in the broadcast

application. Each node may receive the broadcast message either directly from the

source or over a relay node that is retransmitting the message.

Each node in any particular broadcast tree may transmit with different power lev-

els, and we assume a continuous power level range for these nodes. We use a simplified

interference model as in [6]. The simplified interference model assumes that the in-

terference level is independent of network traffic and identical at all nodes. Based on

15



this model, the transmission from node i to node j requires at least Pij amount of

transmission power at node i where Pij is proportional to d(i, j)α. Note that d(i, j) is

the distance between nodes i and j. The path loss coefficient α typically takes on a

value between 2 and 4, depending on the characteristics of the communication medium.

We further assume that the nodes have omnidirectional antennas which transmit the

message equally in all directions. As a result of using omnidirectional antennas and

wireless multicast advantage [3], all the nodes within the communication range of a

transmitting node receive the transmission. The delay bound is an application specific

parameter provided by the user. The delay δi experienced by a node i is measured by

the number of hops that data travels in order to reach the node i starting from the

source. For example, in Figure 3.1, delay of the node s1, relay node and r1 are δs1 = 0,

δrelay = 1 and δr1 = 2, respectively. Note that the depth of the resulting broadcast tree

is specified by the overall delay requirement δi ≤ ∆, ∀i ∈ V which is defined by the

user.
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Figure 3.1: Illustrative Example for Delay

In [5], a centralized algorithm is proposed for DCMPB problem. In this algorithm,

network topology information is gathered at a node, then this node computes the

broadcast tree, and disseminates the resulting broadcast tree to all other nodes in the

network. However, such operations at the operating node not only result in consid-

erable time, message complexity, and power consumption, but also require significant

resources (power, processor, and memory). These reasons constitute the motivation

of this study which considers the localized distributed algorithms that can compute

broadcast trees efficiently and effectively. Note that, in a localized algorithm, decision

of each node is based on network conditions within some limited distance.
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To clearly state the aim of this study, the problem can be defined as determination

of a broadcast tree that allows a source node s to send a message to all other nodes

within at most ∆ hops and consumes the minimum amount of total energy. Thus, we

focus on constructing a minimum power broadcast tree with a maximum depth ∆ which

corresponds to the maximum tolerable end-to-end delay in the network. Moreover, the

broadcast tree is desired to be constructed in a distributed manner.

3.2 Mathematical Model

The optimal solution of DCMPB problem can be obtained by the solution of a

mathematical model. In this section, we discuss the Integer Programming (IP) formu-

lation of DCMPB problem proposed in [5]. Bulbul et. al. improved the IP formulation

that was proposed in [21] for solving the minimum power broadcasting/multicasting

problem in the absence of delay bound constraints by removing the redundant variables

and constraints in that formulation, and by adding the delay bound constraints.

Following the terminology in [5], let Pij denote the minimum required transmission

power at node i to establish the link in range d(i, j). Since fixed network topology is

considered, the minimum required transmission power for each node pair (i, j) can be

pre-specified in |V | × |V | matrix P where each component is;

Pij = ξ d(i, j)α, ∀i, j ∈ V and i 6= j

where d(i, j) is the distance between node i and node j, and ξ is a constant which we

assumed as 1.

Note that, more than one node can be reached by a single transmission in a wireless

network, and in order to construct a broadcast tree with minimum power consumption,

we must keep track of all nodes that are covered by a single transmission from node v

to node w. Das et. al. [21] proposed |V | × |V | reward matrix R where the each entry

of R is |V |-element binary encoding of all the nodes covered (or not covered) by all

possible transmissions in the network. Rvw(p) represents the pth element of Rvw. The

reward matrix is computed as follows;

Rvw(p) =

1, Pvp ≤ Pvw

0, otherwise
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Figure 3.2: Illustrative Example for Reward Matrix

In Figure (3.2) the transmission from 2 to 4 will result in nodes 3 and 4 being

covered. This information is encoded in the (2, 4) component of the reward matrix as:

R24 = [ 0 0 1 1 ]. The reward matrix of the wireless network in Figure (3.2) is:

R =



[
0 0 0 0

] [
0 1 0 0

] [
0 1 1 0

] [
0 1 1 1

]
[

1 0 1 1
] [

0 0 0 0
] [

0 0 1 0
] [

0 0 1 1
]

[
1 1 0 1

] [
0 1 0 0

] [
0 0 0 0

] [
0 1 0 1

]
[

1 1 1 0
] [

0 1 0 0
] [

0 1 1 0
] [

0 0 0 0
]



Note that vector Rvw is not necessarily equal to Rwv because the reward matrix is

not necessarily symmetric. For the reward matrix (R) of the example in Figure (3.2),

it is seen that the transmission 3→ 1 reaches nodes 1, 2 and 4; (R31 = [ 1 1 0 1 ],

while the transmission 1→ 3 reaches nodes 2 and 3; R13 = [ 0 1 1 0 ]. Notice that

R13 6= R31.

Since the precedence relationship is crucial for tree structure, we define the binary

variables Xijk which take the value 1, if a transmission in range d(i, j) is assigned to

the node i in kth hop; 0, otherwise. As discussed in previous section, ∆i represents the

end-to-end delay bound of node i ∈ V \{source} in terms of number of hops. Note that

maximum number of hops (K) for the resulting broadcast tree cannot exceed |V | − 1

by the definition of tree structure. Thus, K = min
(
maxi∈V (∆i) , |V | − 1

)
. Assuming

that the source node is node 1 ∈ V , the mathematical formulation of DCMPB problem

is given in (3.1)-(3.7).
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min Z =

|V |∑
i=1

|V |∑
j=1
j 6=i

K∑
k=1

PijXijk (3.1)

st.
|V |∑
j=2

X1j1 = 1 (3.2)

|V |∑
i=1

|V |∑
j=1
j 6=i

Xij1 ≤ 1 (3.3)

|V |∑
j=1
j 6=i

Xijk −
k−1∑
t=1

|V |∑
v=1

|V |∑
w=1
w 6=v

Rvw(i)Xvwt ≤ 0 ,
∀i ∈ V \{1}

2 ≤ k ≤ K
(3.4)

k−1∑
t=1

|V |∑
v=1

|V |∑
w=1
w 6=v

Rvw(i)Xvwt +

|V |∑
v=1

|V |∑
w=1
w 6=v

Xvwk ≥ 1 ,
∀i ∈ V \{1}

2 ≤ k ≤ K
(3.5)

∆i∑
k=1

|V |∑
v=1

|V |∑
w=1
w 6=v

Rvw(i)Xvwk ≥ 1 , ∀i ∈ V \{1} (3.6)

Xijk =

{
0

1
,

∀i ∈ V

∀j ∈ V \{1, i}

1 ≤ k ≤ K

(3.7)

It is clearly seen that total energy consumption of the broadcast tree is minimized

by the objective function (3.1). Since the broadcast session is initiated by the source

node only, no other node is allowed to transmit in the first hop by constraints (3.2)

and (3.3). Precedence constraint is crucial in tree structure to prevent cycles and

connectivity problem. Constraints (3.4) ensure that a node cannot transmit before it

receives the broadcast message from any other non-leaf node in the broadcast tree.

Suppose that the node i ∈ V \{1} is not covered by any other node in the first (k − 1)

hops, then the second term in constraint (3.4) becomes zero and enforces the first term

to be
∑|V |

j=1, j 6=i Xijk = 0 which implies that node i does not transmit in kth hop. Since

we are considering a broadcasting problem, each node i ∈ V must be covered by at least

one node, otherwise new transmission must be assigned to a covered node. Suppose

that a node i is not covered in the first (k− 1) transmissions, then the first term of the

constraint (3.5) becomes zero for such a node i forcing the second term to be positive

which represents the total number of transmission in kth hop. Delay bound for each

node i ∈ V \{1} is enforced by constraints (3.6) to be δi ≤ ∆i.
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Bulbul et.al. investigate the IP formulation of DCMPB problem theoretically in [5],

and formulation includes O(|V |2) constraints and O(|V |3) variables. Note that ∆i is

O(|V |) since it is bounded by |V | − 1 by the definition of tree structure. Therefore, IP

formulation does not scale well when the number of nodes in the network increases, and

heuristics are required for networks of practical size. Thus, for the delay constrained

minimum power broadcasting problem, we develop Distributed Tree Expansion heuris-

tic which is constructive in nature. Moreover, the proposed heuristic DTE determines

the broadcast tree in distributed manner.

3.3 Proposed Heuristic: DTE

In most of the existing algorithms for minimum power broadcasting, source node

plays the role of central decision maker and gathers the entire network topology infor-

mation. Then, the source node initiates the broadcast sessions. The broadcast tree is

constructed by expanding the tree by a single node [3], or a group of nodes [18, 27]

in each iteration. Typically, in these algorithms a greedy priority function, such as

minimum incremental power or minimum average incremental power, is employed in

order to select the next node to be added to the current partial tree. By the defi-

nition of broadcasting, each node must receive broadcast message either directly or

over relay nodes. Thus the algorithm terminates when all nodes in the network are

covered. In this section, we propose a distributed algorithm DTE (Distributed Tree

Expansion) that follows this school of thought and keeps expanding the broadcast tree

by adding nodes one by one without violating the delay bound constraint. Thus, our

contribution is twofold: first, we provide an algorithm that implements the main idea

discussed above in a distributed environment for delay constrained minimum power

broadcasting in wireless networks while providing provisions for satisfying the delay

bound constraint; and second, we propose a priority function which takes into account

both the incremental power consumption and the current delay while evaluating a node

for extending its transmission range.

The nature of DTE and the distributed algorithm for delay constrained multicasting

in wired networks proposed by Kompella et al. [8] are similar to each other. In [8]

Prim’s algorithm [35] is adapted to the delay constrained case by modifying the link

metric. This adaptation opts for the lower delay links to be added to the multicast tree

expansion. They also propose an important procedure which is called cycle-make-and-
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break procedure in order to reduce the delays along the paths to some specific nodes

which violates the delay bound constraint. A distinctive feature of this algorithm is

that the source node has the responsibility of selecting the next link to be added to the

multicast tree. Thus, the delay information and the cost information is collected by

the source node from the nodes that are currently in the tree. Then, the source node

conveys its decision on the next link to be added back to the members of the current

partial tree.

The proposed distributed algorithm DTE has two main phases for each iteration;

(i) Information collection and (ii) Information dissemination. In the first phase, the

source node collects the limited information from the current partial tree to be used for

decision making on expansion of the tree. In the second phase, the source node decides

the next link to be added to the broadcast tree and disseminates this information to

the nodes in the current partial tree where the resulting necessary information updates

are carried out.

The nature of distributed algorithms require local information storage at each node,

and each node must keep track of this information. In DTE, the source node s keeps

the following information: the set of transmitting nodes T and the set of nodes S

which receive the broadcast message within the delay bound ∆. Initially, all of these

sets are considered empty; T = ∅ ,S = ∅, and they are updated over the progress of

the algorithm.
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Figure 3.3: 1-hop Neighborhood of Node v; Nn1 = {n2, n5, n7}

We define the 1-hop neighborhood Ni (Figure (3.3)) as the set of nodes within the

maximum transmission range of node i, and all nodes, including the source, are only

aware of their 1-hop neighborhoods, i.e., they are only informed about the distances of

21



their 1-hop neighbors. 1-hop neighborhood information can be obtained by exchanging

HELLO messages during the network setup period. Note that any given node i can

compute and store the minimum required power to reach each node in its neighborhood

Ni during this time period. In addition, each node i stores the information of assigned

transmission range Ri, delay δi, children Ci, and parent pi, and keeps track of this

information. During the information collection phase, the set of nodes S in the entire

network which receive the broadcast message within the delay bound ∆ is sent to each

node i in the current partial tree from the source. On receiving this information, node

i computes the set of nodes Si and S ′
i by using the information of S. Note that Si and

S ′
i are local information at node i. While Si is defined as the set of nodes which are

currently uncovered but can be covered within the delay bound by the transmission of

node i, S ′
i is defined as the set of nodes which are within the maximum transmission

range of node i but cannot be reached from node i within the delay bound.

Source node initiates the information collection phase of each iteration by sending

a FIND message to all nodes i in the current partial tree. The information of the set

S and the delay bound ∆ is carried by the FIND message. Each node receiving the

FIND message uses the information of S and ∆ for its local calculations. On receiving

the FIND message, node i computes a priority φij for each uncovered node j ∈ Ni that

falls outside its current assigned transmission range1, if δi < ∆. Note that each node

j ∈ Ni but currently uncovered corresponds to a specific transmission range extension

for node i. Node i identifies the node b∗i according to its priority as follows;

b∗i = arg min
j∈Ni

φij

Then, node i incorporates the nodes that are currently uncovered but may be

reached by a transmission from i to b∗i into Si. If all nodes in Ni are covered in

previous iterations, then b∗i and Si are set to null and empty set, respectively. Note

that S ′
i is empty when δi < ∆. Otherwise, if δi = ∆ and if some nodes in Ni are

currently not covered, then these nodes are added to S ′
i. In this case, b∗i is null and

Si = ∅. After performing these operations, each node i sends CANDIDATE message

back to the source node. CANDIDATE message carries the information of Si, S ′
i, b∗i ,

and φib∗i
. The source collects the CANDIDATE messages until it receives one from

each node in the current partial tree. This completes the information collection phase

1The exact form of the priority function will be discussed later in this section.
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of DTE. The information collection phase is summarized by the flow chart in Figure

(3.4).

Source

j* = null

For each i calculate:

S'i = {uncovered nodes in Ni},

Si = {}

For each i calculate:

j* = argminj Ni { ij}

For each i calculate:

Si = { j | d(i,j) d(i,j*)},

S'i = {}

FIND message

CANDIDATE messageSource

Node i : { i = and i S}

Node i : { i < and i S}

FIND message :

• Source sends

• Travels current partial tree

• Carries the information and S

Carries the information Si , S'
i , j* and i,j*

Node i S

Figure 3.4: Information Collection Phase of DTE

At the end of the information collection phase the algorithm may face three different

outcomes; (i) both ∪i∈SSi = ∅ and ∪i∈SS ′
i = ∅, (ii) ∪i∈SSi 6= ∅ and ∪i∈SS ′

i = ∅, and

(iii) ∪i∈SSi = ∅ and ∪i∈SS ′
i 6= ∅. If the source faces the case (i), it sends no more

FIND message because each node in the network is covered within delay bound, and

the algorithm terminates. Second case (ii) occurs when there is at least one uncovered

node which can be covered within the delay bound. In this case at least one non-empty

CANDIDATE message is received by the source node, then the source chooses node i∗

to extend its transmission range so that φi∗b∗i
= mini∈S φib∗i

, adds i∗ to T if necessary

and updates S as S = S ∪ Si∗ . When there is no uncovered node that can be covered

within delay bound but there is at least one uncovered node which cannot be covered

within delay bound by the current partial tree, source node faces case (iii). In this

case, source node invokes the restore-delay (RD) procedure in order to recover from

infeasibility.

If the outcome of the information collection phase is as described in case (ii), then

the information dissemination phase is initiated by the source. Note that in this case

the source identifies a node i∗ to extend its transmission range. Source node sends

an EXTEND RANGE message which propagates through the current partial tree. All

nodes other than node i∗ ignore EXTEND RANGE message. Upon receiving the EX-
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TEND RANGE message, node i∗ adjusts its transmission range to Ri∗ = d(i∗, b∗i ).

Notice that the transmission range of the node i∗ is increased and this increase may

cause unnecessary transmissions, i.e. child nodes of some of existing children of node

i may fall into the transmission range of node i, thus the transmission of parent of

such nodes becomes redundant. In order to detect this event and remove the redun-

dant transmissions in the broadcast tree, node i∗ sends an ELIMINATE message to its

existing child nodes Ci∗ . ELIMINATE message is sent for notifying the child nodes of

node i about its new range Ri∗ . Each node j ∈ Ci∗ ∩ T checks the new range of node

i∗ whether the transmission of node j becomes redundant or not. If node j ∈ Ci∗ ∩ T

determines that the new range of its parent i∗ covers all of its child nodes Cj, then it

sends a REMOVE PARENT message to all nodes k ∈ Cj, and subsequently conveys a

REMOVE XMIT message including the set of its child nodes Cj back to its parent i∗

before setting Rj = 0 and Cj = ∅. REMOVE XMIT message does not necessarily carry

the information of Cj, an empty REMOVE XMIT message is sent from j to i∗ if the

transmission of node j cannot be removed. At each node k ∈ Cj, on receiving a RE-

MOVE PARENT message, each node k ∈ Cj sets δk =∞ and pk as null. Node i∗ waits

for receiving a REMOVE XMIT message from all of its child nodes j ∈ Cj ∩ T . Upon

receiving all required REMOVE XMIT messages node i∗ expands its set of children Ci

by Si and the set of nodes Cj delivered in REMOVE XMIT messages. Subsequently, i∗

sends an ADD PARENT message at its assigned transmission power to all its current

child nodes. Each node j ∈ Ci∗ , on receiving ADD PARENT message, updates the

delay and parent information; δj = δi + 1 and pj = i∗, respectively. As the final step

of the information dissemination phase of DTE, redundant transmissions are sent back

to the source by node i∗, and the source node updates the set of transmitting nodes T .

The information dissemination phase is summarized by the flow chart in Figure (3.5).

The elimination process is illustrated in Figure 3.6. Suppose that node n1 is se-

lected to increase its transmission range from d(n1, n2) to d(n1, n5). It is easily seen

that the transmission n2 → n3 becomes redundant with the new transmission range

of node n1. In the beginning of the elimination process, node n1 notifies its child

node n2 that it is extending its transmission range to node d(n1, n5). Node n2 checks

whether its transmission become redundant or not after the range update. Node n2

identifies that new transmission range of its parent n1 covers its all child nodes which

is only node n3. Thus, node n2 sends a REMOVE PARENT message to node n3 and

a REMOVE XMIT message to n1. Then, nodes n3 and n5 receive an ADD PARENT
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Figure 3.5: Information Dissemination Phase of DTE

message from n1, and the source is notified by node n1 that n2 is no longer a relay

node. By using elimination process, redundant transmission of node n2 is prevented

and energy efficiency is provided.
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Figure 3.6: Illustrative Example for Eliminate Process

At the end of the information collection phase, if the source node faces the case

(iii), then it decides that the Restore Delay (RD) procedure must be invoked. Notice

that in this case there exist at least one uncovered node in the network and it cannot

be covered within delay bound by using the current partial tree. As described above,

these nodes are detected by nodes i ∈ S with a delay of δi = ∆ and relayed back to

the source in sets S ′
i via CANDIDATE messages. Defining H = {i|i ∈ S, S ′

i 6= ∅} and

S ′ = ∪i∈HS ′
i, the idea of the RD procedure can be explained as follows; if the length
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of the path from the source to at least one of the nodes i ∈ H is reduced by one hop,

then the broadcast message can be delivered to at least one of the nodes in S ′ within

the delay bound. Thus, RD procedure starts with checking the delay information.

The source node sends a CHECK DELAY message carrying the set H to the nodes

covered so far. All nodes in i ∈ S \ H respond to this query. If a node i ∈ S \ H

has a delay of δi ≤ ∆ − 2, then it computes θib∗i
= minj∈H(Pij − Pi) where Pij is the

minimum transmission power required to reach node j from node i, Pi is the power

assignment corresponding to the current range Ri of node i, and b∗i ∈ H is the node

that can be covered from node i at minimum incremental transmission power. If node

i cannot cover any node j ∈ H in less than ∆ hops, then it sets b∗i as null and θib∗i
=∞.

Subsequently, each node i ∈ S \ H sends the information of b∗i and θib∗i
back to the

source via REDUCE DELAY message. The information collection part of the Restore

Delay (RD) procedure is summarized by the flow chart in Figure (3.7).

Source

For each i :

i j*=

For each i:

j* = null

Each i,

For each j H Ni :

ij = Pij – Pi

For each i :

j* = argminj H Ni { ij}

CHECK DELAY

REDUCE DELAYSource

Node i : { i = – 1 and i S \H}

Node i : { i – 2 and i S \H}

Carries H

Carries j* and i j*

Node i S \H

• H = {i| i S, S'
i }

• S = i H S'
i

• Aim is to reduce delay i of node i H by one hop

Figure 3.7: Restore-Delay Procedure

On receiving all the REDUCE DELAY messages, the source node determines θi∗b∗i
=

mini∈S\H θib∗i
. After compiling the REDUCE DELAY messages the source node may

face two cases; (i) θi∗b∗i
=∞, and (ii) θi∗b∗i

6=∞. If θi∗b∗i
is∞, then the source concludes

that feasibility cannot be restored. Then, the source terminates the algorithm DTE.

For the cases where θi∗b∗i
6= ∞, the source node sends an EXTEND RANGE message

destined to node i∗. Then, the algorithm proceeds as described in the information

dissemination phase where Si∗ = {b∗i }, and b∗i removes itself from the set of children of

its current parent.
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Although the use of RD procedure is advantageous, for some cases it is insufficient

to satisfy feasibility. We note that for a very small portion (1.11%) of our test instances

the algorithm could not find a feasible solution if there is at least one feasible solution for

these instances. The mechanics of RD is demonstrated in Figure (3.8). Suppose that at

the end of the information collection phase node there exists an uncovered node which

cannot be covered within the delay bound. During the information collection phase,

node n3 with a delay of δn3 = ∆ detects an uncovered node n4 in its range and sets

S ′
n3

= {n4}. This information is relayed back to the source in a CANDIDATE message.

Assuming that all other nodes receive the broadcast message within ∆ hops, the source

node initiates the RD procedure at the beginning of the next iteration so that H = {n3}

and S ′ = {n4}. Currently, the parent of node n3 is node n2, and both nodes n2 and n3

are in the maximum transmission range of node n1 with a delay of δn1 = ∆−2. Source

node initiates the RD procedure by sending CHECK DELAY message to the currently

covered nodes. Subsequently, node n1 responds to the CHECK DELAY message with

b∗n1
= n3, and the source node prescribes to node n1 to extend its transmission range

to cover node n3, reducing the delay of node n3 to δn3 = ∆− 1. At the next iteration

of DTE, the broadcast message is delivered to node n4 by node n3, and feasibility is

restored.
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Figure 3.8: Illustrative Example for Restore Delay Procedure

For marking the start and finish of the various steps of the DTE algorithm, it

requires messaging between the nodes because of its distributed nature. It is impor-

tant to analyze the message complexity of the algorithm to identify the messaging

overhead. In order to obtain the message complexity, we start our analysis from one

iteration of DTE. At one iteration, both FIND and CANDIDATE messages require

O(n2) transmissions in the information collection phase. In the information collection

phase, REMOVE PARENT messages dominates the message complexity and require
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O(n2) transmissions. Note that REDUCE DELAY messages also requires O(n2) trans-

missions for Restore Delay procedure if RD is invoked. Thus, one iteration of DTE

results in O(n2) messages exchanged. Since the algorithm DTE covers at least one

node in each iteration, total number of iterations is O(n). As the result of our analysis,

DTE algorithm requires O(n3) messages exchanged.

Finally, we discuss the priority function φ employed in the information collection

phase. Note that the priority function φ is used for determining the node that will ex-

tend its transmission range. Since we are considering the DCMPB problem, the delay

concept must be embedded to this priority function along with the energy consump-

tion. For this purposes, we modify the minimum incremental power rule of BIP [3].

Note that the partial tree is expanded by one node which requires minimum additional

power to be covered at each iteration in BIP algorithm. When the range of a transmit-

ting node i extends its transmission range from d(i, j) to d(i, k), then the incremental

power consumption at node i to cover the node k is proportional to d(i, k)α − d(i, j)α.

However, when the delay concept is considered for energy efficient broadcasting, using

only incremental power consumption for the decisions of tree expansion is not sufficient

to construct good broadcast trees, especially when the delay bound is tight. In [5], it is

observed that the nodes with lower delays transmit at substantially higher power levels

than those with delays close to ∆. This results shows that the nodes with lower delays

are preferable to transmit in order to achieve feasibility for delay bound constraint and

obtain good solutions in terms of energy efficiency. These motivations lead us to define

a new priority function φij as follows:

φij =
P ′

ij

να/2
× 1

log(∆− δi + 1)
, (3.8)

where P ′
ij is the incremental power spent for transmission from node i to node j, δi is

delay of node i, ∆ is the maximum number of hops allowed, and ν is the number of

currently uncovered nodes that are covered by the transmission from i to j. Note that

the lower values of φij are preferred. The incremental power used per newly covered

node is represented by the first term in the equation (3.8). For a node with a current

range of zero, this term is proportional to the density of nodes currently uncovered

and favors transmissions into densely populated regions of such nodes. Moreover, the

second term in (3.8) corresponds to the characteristics which is observed in [5] by

ensuring that the area covered by the first transmission from the source is sufficiently
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large. We use log(∆−δi+1) instead of (∆−δi) as it demonstrated a better performance

in our preliminary experiments.

To sum up, the source node and all other nodes in the network have only limited

local information about the network topology. In fact, the source node is aware of the

identities of the forwarding nodes in the broadcast tree, but not of their transmission

powers or the nodes covered by those transmissions. Nevertheless, in DTE, the source

node is the sole node responsible for adding a new forwarding node to the tree, and

thus, a significant number of messages are exchanged between the source node and the

nodes in the network.

3.3.1 Example

In order to make sure that the DTE algorithm is clearly understood, we implement

the DTE on an illustrative example. For the sample network illustrated in Figure (3.9),

suppose that we have 13 nodes to be covered within a delay bound of ∆ = 5 and source

node s initiates the broadcast session. Further suppose that the path loss coefficient

α is 2, and each node in the network has limited transmission range. The algorithm

DTE obtains the broadcast tree by the iterations represented in Figure (3.9).

As it is seen in Figure (3.9)-a, the nodes n1, n2, and n3 are covered by the source

node s. At the end of the iteration 1, the sets S and T which are initially empty

are updated as S = {s, n1, n2, n3} and T = {s}. Each node in S receives a FIND

message sent by the node s in the beginning of the information collection phase of the

second iteration. Note that there is no uncovered node within the neighborhood of

nodes n1, n2 and n3, thus the CANDIDATE message sent by these nodes to the source

carries the empty sets Si and S ′
i. Then, node s decides to increase its transmission

power to reach nodes n4, n9 and n13 which are equally distant to node s. At the

end of the second iteration the sets S and T becomes S = {s, n1, n2, n3, n4, n9, n13}

and T = {s}, respectively. In the third iteration, only nodes n4, n9, and n13 have

uncovered nodes in their neighborhoods. On receiving FIND message from the source,

nodes n4, n9, and n13 calculates a priority function for each candidate transmission

range. The priority function values for the transmissions of n4 → n10 and n4 → n11

are φn4n10 = 2.49 and φn4n11 = 3.11, respectively. The priority function values for

the transmissions n9 → n8, n9 → n10 and n9 → n11 are calculated as φn9n8 = 3.31,

φn9n10 = 3.11 and φn9n11 = 4.97, respectively. For node n13, the priority function

evaluates to φn13n10 = 13.08 for a transmission n13 → n10. Since the minimum priority
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(h) iteration 8

Figure 3.9: Illustrative Example for DTE

function is calculated for transmission n4 → n10, node n4 is selected to transmit to

node n10 and added to the relay node set T . At the end of the 3rd iteration the sets

S and T becomes S = {s, n1, n2, n3, n4, n9, n13, n10} and T = {s, n4}, respectively. In

the 4th iteration, candidate transmissions that are evaluated with a priority function

are n4 → n11, n9 → n11, n10 → n11 and n9 → n8. The associated priority functions

are φn4n11 = 3.73, φn9n11 = 4.97, φn10n11 = 7.21 and φn9n8 = 4.97. Since the candidate

transmission n4 → n11 evaluates the minimum priority function, node n4 is selected to

extend its transmission range from d(n4, n10) to d(n4, n11). Then the sets S and T are

updated as S = {s, n1, n2, n3, n4, n9, n13, n10, n11} and T = {s, n4}, respectively. DTE

terminates after 8 iterations with a maximum delay of 5 hops. The resulting broadcast

tree of the sample example consist of the nodes in T where T = {s, n4, n7, n8, n11}.
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3.4 Numerical Results

In this section, we investigate the performance of DTE on randomly generated

instances. The performance of DTE algorithm is analyzed by comparing the results of

DTE algorithm with the results of Energy-based Link Replacing (ELR) algorithm [7]

and Distributed Link Substitution (DLS) algorithm [6]. We also provide the optimal

or the best feasible solutions calculated by solving two different integer programming

formulations [5, 25] for a maximum CPU time of 2700 seconds each, using ILOG OPL

Studio 5.2 running on ILOG CPLEX 10.2. For each network consisting of 25, 50, 75

and 100 nodes, 10 random network topologies are generated in a 10 by 10 unit square

area and spatial Poisson distribution is used for determining the node locations. Then

the performance of DTE is analyzed for changing number of nodes in the network

(N), delay bound (∆) and maximum range fraction (Rmax). Note that the maximum

transmission range is represented by maximum range fraction (Rmax) which is the

fraction of the length of the diagonal of the square area. The results presented in

Figure (3.10) are the averages of the 10 randomly generated network topologies for

each parameter settings.

We first fixed the Rmax to one fifth of the length of the diagonal of the network

area, then analyzed the results for changing end-to-end delay bound ∆. The variation

of the total transmission power of the resulting broadcast trees with respect to the

node density in the network is depicted in Figures (3.10)-a, (3.10)-b, and (3.10)-c. As

it is seen in the figures, for all node density settings DTE outperforms DLS and ELR

for changing delay bound values, i.e. ∆ = 6, ∆ = 8 and ∆ = 10. In addition, the total

transmission power of the broadcast tree generated by DTE is close to the best feasible

solution calculated by integer programming formulations in [5], [25]. The main reason

of better performance of DTE can be explained by the selection rule of the uncovered

nodes to be added to the broadcast tree which makes DTE less greedy. Notice that

the priority function that we use for node selection is based on the insights observed

in [5]. Since the priority function considers the delay information, it provides better

transmission power assignment for the next expansion of the tree. In DTE, nodes

with lower delays cover larger areas, thus more nodes in early steps, then the later

steps require fewer relay nodes which also reduce the total transmission power. On the

other hand, ELR and DLS do not apply such a rule, the relay nodes are added to the

broadcast tree without checking whether it is close to the source node or not. Thus,

the nodes close to the leaf nodes may have larger transmission power assignment which
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also increase the total power consumption. Another powerful aspect of DTE against

DLS and ELR is that DTE less prone to the increase of the number of nodes in the

network than DLS and ELR.
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(b) ∆ = 8, Rmax = 0.2

25 50 75 100

40

60

80

100

120

140

160

Number of Nodes

T
ot

al
 T

ra
ns

m
is

si
on

 P
ow

er

 

 

DTE
DLS
optimal
ELR

(c) ∆ = 10, Rmax = 0.2
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(d) ∆ = 6, N = 25
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(e) ∆ = 6, N = 50
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(f) ∆ = 6, N = 75

Figure 3.10: Total Transmission Power of Broadcast Trees Generated by Algorithms

DTE, DLS, ELR and the Best Feasible Solution of IPs.

Upon observing that the total power consumption of the resulting broadcast trees

less rely on the change of end-to-end delay bound, we fixed the ∆ to 6, and analyzed

the results for changing number of nodes in the network, i.e. N = 25, N = 50 and

N = 75. The variation of the total transmission power of the resulting broadcast trees

with respect to the maximum range fraction Rmax is presented in Figures (3.10)-d,

(3.10)-e, and (3.10)-f. For these parameter settings, we observed that DTE performs

better than DLS and ELR and the results of DTE is close to the best feasible solutions.

As it is seen in the figures, the total transmission power consumption of the broadcast

trees generated by IP tends to decrease with the increase in Rmax. The same result

can be slightly observed for DTE but cannot be observed for DLS and ELR. This

situation can be explained by the relaxation of constraint for the maximum transmission

power level at each node. Since larger values of Rmax extend the feasible region, the

performance of the solutions expected to be at least as it is observed for smaller values
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of Rmax. Although DTE slightly reflect this observation, DLS and ELR have very

poor performance. ELR and DLS algorithms are usually unable to add many new

forwarding nodes to the initially constructed tree, where most of the transmissions are

close to the maximum transmission range. Therefore, they terminate with high cost

feasible solutions.
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Chapter 4

SINR Constrained Minimum Power

Broadcasting

4.1 Problem Statement and Model

In the energy-efficient wireless broadcasting literature, problems are generally de-

composed into two phases; (i) routing phase, and (ii) scheduling phase. Although the

routing phase of the problem is considered in the network layer, the scheduling phase

is considered in the data link layer. The network layer is responsible for end to end

(source to destination) packet delivery, whereas the data link layer is responsible for

node to node (hop to hop) frame delivery.

In the routing phase of the energy efficient broadcasting problem, the minimum

power broadcast tree is constructed with respect to the desired problem specific con-

straints. However, this tree cannot be directly implemented to the network because

broadcast in a multi-hop wireless network has to deal with interference [36]. The

message cannot be decoded successfully by the receiver, if the receiver faces strong

interference.

Interference occurs at the receiving node when two or more signals are received from

different transmitters, in the same time period. Assuming that s1 and s2 transmit a

message at the same time, Figure 4.1 shows how the transmitting nodes cause interfer-

ence. In Figure 4.1-a, node s1 and s2 send message to r1 and r2, respectively. Whether

node r2 (r1) is in the transmission range of node s1 (s2) or not, the transmission by

node s1 (s2) causes interference at node r2 (r1) and the radio signal from node s1 (s2)

will interfere node r2 (r1) from receiving message from node s2 (s1). Figure 4.1-b is

another example showing that r3 is in the transmission range of both s1 and s2. Notice
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that straight lines represent the message flow from a sender to receiver and dashed

lines represent the interference effect of other transmitting nodes.
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Figure 4.1: Interference

To deal with the interference problems, several broadcast scheduling approaches

were developed. Basically, the broadcast session is divided into time slots and a broad-

cast tree is divided into levels. For each level, transmitting nodes are assigned to a

time slot so that the interference is prevented.

There are many studies on routing [3, 18, 29, 27] or scheduling [36, 37, 39] inde-

pendently, but as far as we know, there is no study that constructs the broadcast tree

while considering the interference at the receiving nodes. In other words, there is no

single algorithm that produces a broadcast tree that can be directly applied to the

network without a scheduling phase.

In this chapter, we are interested in another extension of the energy-efficient broad-

casting problem [3] in ad hoc networks when the nodes are covered according to the

strength of received signal power. The measure that we use for deciding the sufficiency

of received signal strength is called signal-to-interference-plus-noise-ratio, thus we call

this problem SINR Constrained Minimum Power Broadcasting (SCMPB) problem.

The system model that we consider for this problem is a source initiated, circuit

switched broadcast sessions. It is assumed that we have a wireless ad hoc network

which has a fixed topology with |V | nodes where V is the set of nodes. We have a fixed

source node which is a priori and it transmits a message to all nodes in the network

directly or over another node in the network.
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Network connectivity is achieved by the logical links which are established by the

required level of transmission power at the transmitting nodes. Each node v ∈ V can

transmit by a power level P (v) which is not restricted with a maximum value. The

power level for each node is not necessarily identical and it varies according to (i)

the distance between the transmitting node and the receiving node, (ii) environmental

noise around the receiving node and (iii) the interference, caused by other nodes, at

the receiving node. If a message is clearly decoded at receiving node w, it is said

that a link between two nodes (v : sender, w : receiver) separated by distance dv,w is

successfully established. The transmitted message is clearly understood at the receiving

node w, if the SINR value at the receiving node is above a threshold value γ. SINR

value represents the dominance of reception power to the environmental noise and

interference at the receiving node.

SINR(w) =
Prec(v, w)

(Cw + Ivw)
=

P (v) d−α
vw

(Cw + Ivw)

According to the path loss radio propagation model, the radio signal degrades very

quickly with respect to the distance that the signal travels [36]. At node w, the received

signal power of the transmission of node v, Prec(v, w), is equal to P (v) d−α
vw , where P (v)

is the transmission power level of node v, dvw is the distance between nodes v and w,

and α is the path loss exponent. The value of α changes according to environmental

conditions and it is typically between 2 and 4 [5]. It is assumed that the environmental

noise around the receiving node w is constant and represented by Cw. Interference Ivw

is defined as the total of received signal power at node w from the nodes that transmit

in the same time slot with the parent node v. Denoting the nodes which transmits in

the same time slot with node v as L(v)1, the interference at node w is formulated as

follows;

Ivw =
∑

i∈L(v)

P (i) d−α
iw

To clearly state the problem and purpose of the study, we are looking for a heuristic

approach that can obtain an optimal/near optimal broadcasting tree which (i) requires

minimum power consumption, (ii) considers interference and environmental noise. It is

important that the transmitting nodes do not require to be scheduled for transmission,

1Notice that v ∩ L(v) = ∅
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because the solution does not only produce broadcast tree but also assigns transmission

time slots to the non-leaf nodes in the broadcast tree.

4.2 Mathematical Model

One of our contributions in this study is proposing a Mixed Integer Linear Pro-

gramming (MILP) formulation for the SINR Constrained Minimum Power Broadcast-

ing (SCMPB) problem. The proposed formulation is adapted from the IP formulation

in [5] for the Delay Constrained Minimum Power Broadcasting (DCMPB) problem.

Note that the formulation presented in this section considers only the broadcasting

case; however, this broadcasting case can be generalized to a multicasting problem

with minor changes. Moreover, our MILP formulation can be extended to consider the

delay bound on the data delivery from source to destination. But these two extensions

are out of the scope of this study.

Note that the required transmission power of a transmitting node v ∈ V to send a

message to a receiving node w ∈ V depends on (i) the distance between transmitting

node v and receiving node w, (ii) the interference, caused by other nodes, at the

receiving node w, and (iii) the environmental noise around the receiving node w. Thus

we cannot pre-define the transmission power levels required to send a message from one

node to another. Since we have to consider the interference, two interfering transmitters

must be prevented to transmit at the same time or their transmission powers must be

rearranged so that the receiving nodes receives the message successfully. We assume

that a broadcast session is divided into time slots and each time slot is used for a single

transmission or simultaneous transmissions. Thus, the power level of transmitting node

i ∈ V must be defined as Pik where k represents the transmission time slot of node i.

Let Yijk be a binary variable that assumes the value 1 if node i transmits to node j

in the kth time slot in the broadcast tree, and zero otherwise. These binary variables

are necessary to ensure the coverage of all the nodes in the network.

Let Xik be a binary variable which represents the existence of a transmission of

node i in the time slot k. Xik takes the value 1, if node i transmits in the kth time slot;

0, otherwise.

Let L(i) represents the set of nodes which transmit with node i in the same time

slot and i ∩ L(i) = ∅. We define an auxiliary variable Iijk for the total interference

which is caused by node v ∈ L(i), at receiving node j, in the kth time slot. Figure
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4.2 illustrates the use of the auxiliary variable Iijk. Assume that nodes s1 and s2 send

messages to nodes r1 and r2, respectively. Furthermore, assume that the transmissions

are in the same time slot. Then the interference at node r1 (r2) is Is1r1k = P (s2) d−α
s2r1

(Is2r2k = P (s1) d−α
s1r2

).
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Figure 4.2: Interference at node r1 and r2 in time slot k

Other parameters and variables used in the formulation are;

α : Path loss exponent

γ : Threshold value of SINR for decoding the message successfully

Ci : Environmental noise around node i

K : Maximum number of time slots

M : Large enough number
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min Z =

|V |∑
i=1

K∑
k=1

Pik (4.1)

st.

X11 = 1 (4.2)
|V |∑
i=1

Xi1 ≤ 0 (4.3)

Xjk −
k−1∑
t=1

|V |∑
i=1
i6=j

Yijt ≤ 0 ,
∀j ∈ V \{1}

2 ≤ k ≤ K
(4.4)

k−1∑
t=1

|V |∑
i=1
i6=j

Yijt +

|V |∑
m=1

|V |∑
n=1
m6=n

Ymnk ≥ 1 ,
∀j ∈ V \{1}

2 ≤ k ≤ K
(4.5)

M(1− Yijk) + Pik − dα
ij γ (Cj + Iijk) ≥ 0 ,

∀i ∈ V, ∀j ∈ V \{1}

1 ≤ k ≤ K
(4.6)

K∑
k=1

|V |∑
i=1
i6=j

Yijk ≥ 1 , ∀j ∈ V \{1} (4.7)

Iijk −
|V |∑

m=1
m6=i
m6=j

Pmk d−α
mj = 0 ,

∀i ∈ V, ∀j ∈ V \{1}

1 ≤ k ≤ K
(4.8)

Pik −MXik ≤ 0 , ∀i ∈ V, 1 ≤ k ≤ K (4.9)
K∑

k=1

Xik ≤ 1 , ∀i ∈ V (4.10)

Pik ≥ 0 , ∀i ∈ V, 1 ≤ k ≤ K (4.11)

Xik =

{
0

1
, ∀i ∈ V, 1 ≤ k ≤ K (4.12)

Yijk =

{
0

1
,
∀i ∈ V, 1 ≤ k ≤ K

∀j ∈ V \{1, i}
(4.13)

The objective function (4.1) minimizes the total power consumption in the broad-

cast tree. Constraints (4.2) and (4.3) ensure that only the source node transmits in the

first time slot. In constraint (4.4), it is expressed that a node j, other than source node,

cannot transmit in time slot k ≥ 2, unless it has been reached by some transmission in

the first (k − 1) time slots. Note that if node j ∈ V \{source} has not been reach in

the first (k− 1) time slots, the second term of the constraint (4.4) becomes 0, then the
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constraint (4.4) becomes Xjk ≤ 0 which means node j cannot transmit in time slot k.

The constraint (4.5) is about linking the variables Xik and Yijk. If there is at least one

node j ∈ V \{source} that has not been reached by any transmission in the first (k−1)

time slots, constraints (4.5) enforce that there must be at least one transmission in kth

time slot where k ≥ 2. Note that the first term on the left hand side of constraints

(4.5) becomes zero for such a node j forcing the second term to be positive. Con-

straints (4.6)-(4.7)-(4.8) ensure that each node j ∈ V \{source} receives the message

successfully from a node in the network. If Yijk = 0, then the corresponding constraint

(4.6) becomes redundant. On the other hand, if Yijk = 1, which means node j receives

the message from node i in kth time slot, then transmission power level of node i must

be greater or equal to dα
ij γ (Cj + Iijk). Constraints (4.7) express that each node, other

than source node, must receive the message from at least one node in the broadcast

tree in some time slot. Interference at a receiving node j is calculated with respect

to the candidate transmitting node i and transmission time slot k in constraints (4.8).

Constraints (4.9) and (4.10) let each node to transmit at most one time during the

broadcast session.

Theoretically, our MILP formulation includes O(|V |3) constraints, and O(|V |3) vari-

ables since K is O(|V |). Therefore, our formulation does not scale well when the number

of nodes in the network increases, and heuristics are required for networks of practi-

cal size. Thus, for the SINR constrained minimum power broadcasting problem, we

develop a heuristic –referred to SINR-BIP– which exploits exploits the broadcast in-

cremental power (BIP) structure while considering the SINR values of received signals.

4.3 Proposed Heuristic: SINR-BIP

Our objective is the determination of the minimum-power tree, rooted at the source

node, that reaches all of the other nodes in the network. The total power associated

with the tree is simply the sum of the powers at all transmitting nodes. Clearly,

this is a node-based metric because it enables us to exploit the wireless multicast

advantage [3]. The proposed SINR-BIP heuristic has a simple and greedy idea. At each

iteration, the broadcast tree grows by selecting a covered node to transmit the broadcast

message and an uncovered node to receive the broadcast message. Transmitting and

receiving node pairs are selected according to the minimum incremental power rule. By

using the incremental power rule, we only consider the additional required transmission
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power of the broadcast tree. This idea is similar to the well known BIP (Broadcast

Incremental Power) algorithm [3] but the calculation of the transmission power is

completely different, because in SCMPB we are also dealing with environmental noise

and interference at the receiving nodes.

SINR-BIP heuristic starts with an initialization phase and each iteration of the

algorithm consists of the following steps; (i) Finding the next transmission, (ii) Pruning

the branches, if necessary , (iii) Updating the network information, (iv) Investigating

the SINR values and identifying the parent-child relationships, and (v) Solving a one-

level connectivity problem, if necessary.

Network topology is used as an input of the SINR-BIP heuristic. Since the topology

is known, a distance matrix d, where dvw represents the distance between nodes v and

w, is constructed as an initialization phase. Furthermore, the covered node set S and

the set of transmitting nodes T are initially comprised of the source node only. In

other words, initially S = {source} and T = {source}. Since we are considering the

broadcasting problem, uncovered node list S ′ is initially consist of all nodes, other than

the source, in the network. The most important parts of the information structure of

each node v are level (Level(v)), SINR value (SINR(v)), parent (Parent(v)), child

(Child(v)) and power level (P (v)) information. Level of each node w ∈ V represents the

transmission time slot of node w, if w ∈ T , and precedence constraints in the broadcast

tree are verified by checking the level information. Suppose that Parent(w) = v

and Level(v) = k, then Level(w) must be strictly greater than Level(v) (generally2

Level(w) = Level(v) + 1 = k + 1).

After the initialization phase, the algorithm starts. In the first step of each iteration,

the next transmission, which extends the broadcast tree, is decided. This decision is

based on the minimum incremental power rule. A node must receive a message before

it transmits, therefore only covered nodes, v ∈ S, are considered as the candidate

transmitters. For each covered node v ∈ S, the required transmission power, P ′(v, w),

to send a broadcast message to an uncovered node w ∈ S ′ is calculated as follows;

P ′(v, w) = dα
vw γ (Cw + Ivw) (4.14)

As discussed in the previous section, L(v) represents the set of nodes which transmit

with node v in the same time slot and v ∩L(v) = ∅. We further define Ivw as the total

2exceptional cases will be explained later
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interference, caused by all node in L(v), at receiving node w. Cw in (Eq. 4.14) represents

environmental noise and it is assumed constant, however Ivw heavily depends on the

other transmissions and it calculated as follows;

Ivw =
∑

i∈L(v)

P (i) d−α
iw

where P (i) is the currently assigned transmission power level of node i ∈ V . P ′(v, w)

represents the required transmission power at node v ∈ S to establish a link between

node v and node w ∈ S ′. In terms of energy efficiency, at node v, additional power

requirement is more important, because node v might be already in T and P (v) > 0.

Therefore, we use the minimum incremental power rule. For all node pairs (v, w),

where v ∈ S and w ∈ S ′, additional power requirement at node v is obtained from the

discrepancy between required transmission power level to reach node w from node v

and current transmission power level of node v; P ′′(v, w) = P ′(v, w)− P (v). By using

the information of incremental required power, P ′′(·, ·), we obtain the next transmitting

node v∗ and the receiving node w∗ as follows;

(v∗, w∗) = arg min
v∈S
w∈S′

P ′′(v, w)

The minimum increase in power consumption is obtained at node v∗ to extend the

broadcast tree, thus current power level of node v∗ is increased by P ′′(v∗, w∗) and P (v∗)

becomes P (v∗)← P (v∗) + P ′′(v∗, w∗) = P ′(v∗, w∗)

As the second step, we propose a pruning procedure to mitigate the impact of

the myopic strategy of the algorithm. Once we obtain the node pairs (v∗, w∗), the

algorithm checks for the necessity of the pruning procedure. If pruning is required,

Cut the Branches(v∗) procedure is invoked; otherwise the algorithm proceeds to the

next step. Cut the Branches(v∗) procedure will be detailed later.

The third step of each iteration updates the information changed by the trans-

mission of node v∗. First of all, node v∗ is added to the set of transmitting nodes

T ; T ← T ∪ {v∗}. Then, the sets of covered and uncovered nodes are updated;

S ← S ∪ {w∗} and S ′ ← S ′\{w∗}. Increase in P (v∗) affects the received signal power,

thus SINR values, at each node w ∈ V \{source}, that’s why SINR values must be

re-calculated. Note that there are |T | number of transmissions which means there are

|T | received signals at node w. For each node w, a subset of transmitting nodes in T is
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considered as candidate parent nodes (z ∈ Z(w) ⊆ T ) and SINR values of the received

signals from z ∈ Z(w) are calculated as follows;

SINR(z, w) =
Prec(z, w)

Cw + Izw

=
P (z) d−α

zw

Cw + Izw

where Cw is the environmental noise around node w, Prec(z, w) is the signal power

received from node z, and Izw is the interference caused by the other nodes trans-

mitting in the same time slot with z; Izw =
∑

i∈L(z)⊆Z(w) P (i) d−α
zw . If node w is a

leaf node of current broadcast tree, then Z(w) = T ; otherwise, Z(w) = {z |Level(z) <

Level(w) and z ∈ T}. Once we obtain the SINR(z, w) for all nodes w ∈ V \{source}

and z ∈ Z(w), it is easy to select the most dominant signal among all received signals;

SINR(w) = max
z∈Z(w)⊆T

SINR(z, w)

z∗(w) = arg max
z∈Z(w)⊆T

SINR(z, w)

where z∗(w) and SINR(w) are the transmitter of the most dominant signal received

at node w and its SINR value, respectively. Then the algorithm proceeds to the next

step.

In this step, the algorithm investigates the SINR(v), ∀v ∈ V \{source}, and iden-

tifies the parent-child relationship of the broadcast tree. Investigation of the SINR

values is very important, because an increase in P (v∗) might cause interference at

Level(v∗) and decrease in SINR value at some receiving nodes. If SINR value at

a receiving node w falls below the threshold γ, then node w cannot receive mes-

sage successfully. Each node ŵ with SINR value less than threshold, is added to

the list; list = {ŵ |SINR(w) < γ and ŵ ∈ S}. Note that if ŵ ∈ T , then a

connectivity problem occurs between Parent(ŵ) and ŵ. This connectivity problem

will be handled in the following steps by using node set list. On the other hand,

for the nodes w̄ where SINR(w̄) ≥ γ and w̄ ∈ S ∪ S ′, parent-child relationships

and level information are updated. For the level information update two important

cases occur; (i) if Parent(w̄) = ∅, then Level(w̄) = Level(z∗(w)) + 1, and (ii) if

Parent(w̄) 6= z∗(w), then no matter what the Level(z∗(w̄)) is, the Level(w̄) remains

unchanged. These cases are explained with an illustrative example shown in the Figure

4.3. Suppose that Figure 4.3-a is the partial broadcast tree at iteration t, Level(n1) = k,

S = {n1, n2, n3, n4, n5, n6, n7, n8, n10}, S ′ = {n9}, and T = {n1, n2, n3, n4, n7}. Further
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suppose that node pair (v∗, w∗) with minimum incremental power is (n7, n9). Increase

in the transmission power of node n7 affects the received signal strength and SINR

values of the other receiving nodes. It is trivial that SINR(n9) = γ and z∗(n9) = n7.

Since Parent(n9) = ∅, case (i), Level(n9) = Level(z∗(w))+1 = Level(n7)+1 = k +2.

On the other hand, assuming that SINR(n7, n4) ≥ γ > SINR(n3, n4), n4 is assigned

from n3 to n7, z∗(n4) = n7, case (ii), and level of n4 remains same; Level(n4) = k + 3.

The resulting partial broadcast tree is shown in the Figure(4.3)-b.
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(a) iteration t
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(b) iteration t + 1

Figure 4.3: Illustrative Example for Level Update

The reason of our approach for case (ii) can be explained by using the same illus-

trative example shown in Figure 4.3. Suppose that case (ii) is ignored and Level(n4)

is assigned k + 2, since the parent of n4 is in the level k + 1, then the level of n6 and

n7 will decrease one and become k + 3. As a result of ignoring case (ii), the structure

of the broadcast tree will mostly change, because interference effect of all the trans-

mitting nodes located in the branch starting from n4, will change. This change will

cause connectivity problems for most of the branches in the network. In our illustrative

example, if we ignore case (ii), transmission of n4 will cause interference at node n10

and connectivity problem will occur between n3 and n10.

As the last step of each iteration, the algorithm focuses on the connectivity problem

at Level(v∗). As mentioned previously, connectivity problem occurs, if SINR(ŵ) < γ

for some node ŵ ∈ T , because of the interference caused by the increase in P (v∗).

Connectivity problem can be explained with an illustrative example shown in the Figure

4.4. Suppose that Figure 4.4-a is the partial broadcast tree at iteration t, Level(n1) = k,

S = {n1, n2, n3, n4, n5, n6, n7, n8, n9, n10}, S ′ = {n11}, and T = {n1, n2, n4, n5, n6}.
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Further suppose that node pair (v∗, w∗) with minimum incremental power is (n3, n11).

Notice that SINR(n5) = SINR(n6) = γ and increase in the transmission power of n3

causes interference at n5 and n6, since L(n3) = {n2, n4}. Because of this interference,

new SINR values at n5 and n6 fall below the threshold value; SINR(n5) < γ and

SINR(n6) < γ. As a result, n5 and n6 cannot receive the signal successfully from

n2 and n4, respectively. Figure 4.4-b depicts the connectivity problem between node

pairs (n2, n5) and (n4, n6). Note that the connectivity problem occurs between nodes

v ∈ v∗∪L(v∗) and w ∈
⋃

i∈v∗∪L(v∗) Child(i), and transmitting nodes are at Level(v∗) =

(k + 1).
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(b) iteration t + 1

Figure 4.4: Illustrative Example for Connectivity Problem

In order to handle this connectivity problem, we propose a subroutine; Connect(k).

Connect(k) procedure is invoked, if the list is not empty, and restores connection for

level k. Details of Connect(k) procedure will be explained later.

In each iteration of the SINR-BIP, calculating the required transmission power for

each covered-uncovered node pair and calculating the received signal power dominate

the computational complexity of the iteration. These computations both require O(n2)

operations where n represents the number of nodes in the network. In addition, O(n2)

iterations are required in order to cover all the nodes in the network, because at each

iteration one node is added to the tree and for some iterations covered nodes can be

assigned as uncovered by Cut the Brancehes procedure. As the result of our analysis,

the computational complexity of SINR-BIP is calculated O(n4).

SINR-BIP heuristic iteratively expands the broadcast tree until there is no other un-

covered node to be reached; S ′ = ∅. Complete pseudo-code of the SINR-BIP heuristic

is given in the Appendix.
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4.3.1 Cut the Branches(v∗) Procedure

SINR-BIP algorithm without Cut the Branches(v∗) procedure considers only the

forward expansion of the broadcast tree, however this approach causes redundant trans-

missions and more power consumption. Thus, we use Cut the Branches(v∗) procedure

to obtain better solutions for the next iterations. The myopic impact of SINR-BIP

without Cut the Branches(v∗) is illustrated in the Figure 4.5.

��

��

��

��

��

��

�� �	




��

(a) iteration t, before pruning

��

��

��

��

��

��

�� �	




��

(b) iteration t, after pruning

Figure 4.5: Illustrative Example for Cut the Branches(v∗) Procedure

We define Branch(v) as the set of nodes which are located in the branch of broadcast

tree, starting from node v and v ∩ Branch(v) = ∅; e.g., Branch(n2) = {n4, n6, n7, n8}

in Figure 4.5. Notice that, if Branch(v) 6= ∅, then at least one node in Child(v)

is in S or vice versa. On selecting the node v∗ to transmit, the algorithm checks

whether Branch(v∗) is empty or not; if Branch(v∗) 6= ∅, then Cut the Branches(v∗)

procedure is invoked. Then, the procedure is basically updates the sets; S ← S\{ẇ},

S ′ = S ′ ∪ {ẇ} and T = T\{ẇ}, ∀ẇ ∈ Branch(v∗)\Child(v∗).

Suppose that Figure 4.5-a is the partial broadcast tree at iteration t, Level(n1) = k,

S = {n1, n2, n3, n4, n5, n6, n7, n8}, S ′ = {n9}, and T = {n1, n2, n3, n4, n6}. Further

suppose that node pair (v∗, w∗) with minimum incremental power is (n1, n9). Since n1

is already in T , the Cut the Branches(n1) procedure is invoked and the broadcast tree

is depicted in Figure 4.5 after the Cut the Branches(n1) procedure. It is easily seen

that if P ′′(n1, n4) < P ′′(n2, n4), then the procedure provides cost reduction in terms

of energy consumption. Note that, Cut the Branches(v∗) procedure results in more

iterations to construct the broadcast tree. In our SINR-BIP, we resolve this trade-off

in favor of obtaining better solution.
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4.3.2 One-Level Connectivity Problem

The connectivity issue very important for ad hoc networks. Suppose that one-level

connectivity problem occurrs in level k, and note that Level(v∗) = k, then SINR-

BIP heuristic invokes Connect(k) procedure in order to provide a feasible and en-

ergy efficient solution for level k. Connectivity is established between two sets of

nodes; parent set and child set. We define parent set = {si | si ∈ {v∗} ∪ L(v∗)} and

child set = {ri | ri ∈ Child(w), ∀w ∈ parent set}. Figure 4.6 is the illustration of

nodes in parent set and child set.
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Figure 4.6: One-level Connectivity Problem; parent set and child set

Note that each node ri ∈ child set must be covered by at least one node si ∈ Tp ⊆

parent set. It is clearly seen that the one-level connectivity problem is similar to a set

covering problem for bipartite graphs.

Mathematical Model

The one-level connectivity problem can be seen as a special case of SCMPB. It

only considers the set of nodes in parent set and child set. Thus, the mathematical

formulation of the one-level connectivity problem has similar to that of SCMPB.

The variables and parameters that are used in the mathematical model of one-level

connectivity problem are mostly similar to the ones in the mathematical model of

SCMPB. Binary variable Yij takes the value 1, if node j ∈ child set receives message

from i ∈ parent set; 0, otherwise. Total interference which is caused by all nodes

v ∈ parent set\{i}, at receiving node j ∈ child set is represented by Iij. Other

variables and parameters are;
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Pi : Transmission power level of node i ∈ parent set

dij : Distance between node i ∈ parent set and j ∈ child set

α : Path loss exponent

γ : Threshold value of SINR for decoding the message successfully

Cj : Environmental noise around node j ∈ child set

M : Large enough number

min Z =
∑

i∈parent set

Pi (4.15)

s.t.

M(1− Yij) + Pi − dα
ij γ (Cj + Iij) ≥ 0 ,

∀i ∈ parent set,

∀j ∈ child set
(4.16)

∑
i∈parent set

Yij ≥ 1 , ∀j ∈ child set (4.17)

Iij −
∑

m∈parent set
m6=i

Pm d−α
mj = 0 ,

∀i ∈ parent set,

∀j ∈ child set
(4.18)

Pi ≥ 0 , ∀i ∈ parent set (4.19)

Yij =

{
0

1
,
∀i ∈ parent set,

∀j ∈ child set
(4.20)

Objective function (4.15) minimizes the total power consumption at level k. Con-

straints (4.16)-(4.17)-(4.18) ensure that each node j ∈ child set receives the message

successfully from a node i ∈ parent set. If Y ij = 0, then the constraint (4.16) becomes

redundant. On the other hand, if Y ij = 1, which means node j ∈ child set receives

message from node i ∈ parent set, then transmission power level of node i ∈ parent set

must be greater or equal to dα
ij γ (Cj + Iij). Constraints (4.17) express that each node

j ∈ child set must receive the message from at least one node i ∈ parent set at level

k. Interference at a receiving node j ∈ child set is calculated with respect to the

candidate transmitting node i ∈ parent set in constraints (4.18).

Theoretically, our MILP formulation for the one-level connectivity problem includes

O(|V |2) constraints, and O(|V |2) variables. Therefore, our formulation does not scale

well when the number of nodes in the network increases, and heuristics are required

for networks of practical size. Thus, for the one-level connectivity problem in level k,

we propose a heuristic Connect(k) described in the following section.
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Heuristic for One-level Connectivity Problem: Connect(k) Procedure

We develop Connect(k) procedure by using the same idea with SINR-BIP because

connectivity problem at level k can be defined as a multi-source and single level ver-

sion of SCMPB problem. In Connect(k) procedure, incremental power structure is

exploited considering further energy efficiency. Note that, Connect(k) only deals with

two distinct sets, parent set and child set, and our objective is the determination of

minimum power links between parent set and child set so that each node in child set

is covered by at least one node in parent set.

Connect(k) procedure starts with an initialization phase and each iteration of the

procedure consists of the following steps; (i) Finding the next transmission, (ii) Up-

dating the network information, (iii) Investigating the SINR values and identifying the

parent-child relationships, and (iv) Re-updating the network information. Since we are

dealing with a single level problem, we omit the pruning procedure mentioned in SINR-

BIP. Initialization phase of Connect(k) has one more operation than the initialization

phase of SINR-BIP;

P (x∗) = max
i∈parent set

(
max

j∈child set

(
dα

ij γ Cj

))

Note that P (x∗) and x∗ represent the minimum required transmission power of a

single transmission which covers all the nodes in child set and the selected node in

parent set for the transmission, respectively. P (x∗) and x∗ will be used for further

energy efficiency.

Finding the next transmission and updating the network information are identical

to those in SINR-BIP. Since the problem is in one-level, we implement the step of

investigating the SINR values and identifying the parent-child relationships as in SINR-

BIP without considering the level information. Note that the level of nodes in child set

will automatically be k+1 in the solution of Connect(k), because all nodes in parent set

are in level k.

The set of nodes with SINR values less than the threshold are added to the sub list

in the previous step; sub list = {j |SINR(j) < γ and j ∈ child set}. In the step

of re-updating the network information, nodes in the sub list are labeled as uncovered

and removed from the set of covered nodes.

Connect(k) heuristic iteratively selects the energy efficient links until there is no

other uncovered node in child set. For some special cases, Connect(k) is terminated

before covering all the nodes in child set. At the end of each iteration, Connect(k)
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checks for the energy efficiency; if the total energy consumption of the current partial

solution exceeds the minimum required transmission power of a single transmission to

cover all the nodes in child set, then the heuristic returns P (x∗) and x∗ as the solution

of Connect(k). Note that P (x∗) and x∗ are obtained in the initialization phase of

Connect(k).

4.4 Numerical Results

In this section, we investigate the performance of SINR-BIP on randomly generated

instances. For each network consisting of 10, 25, and 50 nodes, 20 random network

topologies are generated in a 50 by 50 m2 area and spatial Poisson distribution is used

for determining the node locations. Then, the performance of SINR-BIP is analyzed

in terms of energy consumption per bit transmission for changing number of nodes in

the network (N), transmission rate, and path loss coefficient (α). Among different

transmission rates in wireless communication 18 Mbps, 36 Mbps, and 54 Mbps are

chosen for our analysis. Notice that different SINR threshold values (γ) are required

for different transmission rates, thus we consider the threshold values presented in

[40] by Lin and Hou. The transmission rates that we consider and the corresponding

minimum required SINR values of these data rates are represented in the Table-4.1. In

addition, we investigated the performance of SINR-BIP algorithm with respect to two

different path loss coefficient values 2.5 and 4.

Transmission Rate (Mbps) SINR Threshold γ (dB)

18 10.79

36 18.80

54 24.56

Table 4.1: Minimum Required SINR Values for Different Date Rates

For our experimental studies, we considered two major assumptions about the max-

imum transmission range and the environmental noise that can be faced. First, we

simplified the experimental studies by considering that the nodes have no transmis-

sion range limits. In other words, one node is able to reach all the nodes by a single

transmission. Second, we observed that the environmental noise (or thermal noise) is

generally assumed around −90 dBm in the literature [40, 41, 42], thus we consider the

environmental noise as −90 dBm.
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Since SINR-BIP is the first algorithm that constructs the broadcast tree while

considering the SINR values of the received signals, we compared the performance of

SINR-BIP with the optimal (for N = 10) and best feasible (for N = 25 and N = 50)

solutions. Optimal and best feasible solutions are obtained by solving the mathemat-

ical model of the SCMPB problem. Notice that the mathematical model has O(N3)

variables and O(N3) constraints, thus it is very difficult to obtain the optimal solution

for increasing number of nodes. Therefore, we first investigated the strength of the

proposed algorithm by comparing the results with the optimal solutions of the small

size instances where N = 10. Then, we further analyzed the performance of SINR-BIP

for larger instances by comparing with the best feasible solutions obtained by solving

the MILP formulation for a maximum CPU time of 1500 seconds each, using ILOG

OPL Studio 5.2 running on ILOG CPLEX 10.2. The numerical results presented in

this section are the averages of the 20 randomly generated network topologies for each

parameter settings.
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(a) N = 10, α = 2.5
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(b) N = 10, α = 4

Figure 4.7: Energy Consumption per Bit Transmission of the Broadcast Trees Gener-

ated by SINR-BIP and the Optimal Solutions (N = 10)

Firstly, Figure (4.7) depicts the results for 10 node instances. It represents energy

consumption per bit transmission with respect to changing data transmission rates

and path loss coefficient. According to the results illustrated by Figure (4.7)-a and

Figure (4.7)-b, on the average, the performance of SINR-BIP algorithm is 80% and

120% more than the optimal solutions, respectively. In addition, it is observed that

the deviation of the solutions obtained by SINR-BIP is in between 70% and 160% of

the optimal solutions. In other words, the solutions obtained by SINR-BIP is no more

than 2.6 times the optimal solution for our 10 node test instances. This is because the

SINR-BIP algorithm runs in a greedy manner by adding an uncovered node into the
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broadcast tree at each iteration according to the greedy minimum incremental power

rule. Notice that the SINR-BIP algorithm performs better for smaller transmission

rates, because smaller transmission rates require smaller SINR threshold values. Since

the SINR threshold values are in dB unit, an increase in the SINR threshold value

dramatically increases the energy consumption.

Upon observing the results for small size problems, we enlarged the network size

to 25 and 50 nodes. Figure (4.8) and Figure (4.9) depict the energy consumption per

bit transmission with respect to changing node density of the network and path loss

coefficient. For most of the problem settings the results of the SINR-BIP algorithm is

better than the best feasible solutions obtained by solving the mathematical formula-

tion for 1500 seconds. On the average, the performance of the SINR-BIP algorithm

is 66% better than the best feasible solutions. In addition, we observed that the de-

viation of the numerical results of the SINR-BIP is in between -92% and 170% of the

best feasible solutions. Moreover, the observation that SINR-BIP performs better for

smaller transmission rates remains same in this part of our numerical analysis.
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(a) N = 25, α = 2.5
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(b) N = 50, α = 2.5

Figure 4.8: Energy Consumption per Bit Transmission of the Broadcast Trees Gener-

ated by SINR-BIP and the Best Feasible Solutions (α = 2.5)
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(a) N = 25, α = 4
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(b) N = 50, α = 4

Figure 4.9: Energy Consumption per Bit Transmission of the Broadcast Trees Gener-

ated by SINR-BIP and the Best Feasible Solutions (α = 4)
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Notice that the numerical analyses for the instances where N = 25 and N = 50

are not strong enough. The solutions of these instances are obtained by running the

ILOG CPLEX 10.2 for only 1500 seconds. The reason behind this limited running time

is the limited memory of the computer. We observed that for longer runs the ILOG

OPL Studio 5.2 crashes due to the memory problems. Because our mathematical

model includes O(N3) integer variable and O(N3) constraints. In addition, numerical

instabilities can be faced due to the use of M (large enough number). Therefore, in

one point of view the solutions to the 25 node and 50 node instances can be considered

as inconclusive. For more realistic solutions, computers with larger memories can be

used.
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Chapter 5

Conclusion and Future Work

In this study, we consider two extensions of energy efficient broadcasting prob-

lem, namely the delay constrained broadcasting problem (DCMPB) and signal-to-

interference-plus-noise-ratio constrained broadcasting (SCMPB) problem in wireless

ad hoc networks. First, we investigate the distributed construction of minimum power

broadcasting trees with a maximum depth of ∆ where the delay is represented by the

hop count that a message travels from source to the destination nodes. Second, we

focus on the communication medium and investigate the construction of the minimum

power broadcasting tree where each received signal must be strong enough with re-

spect to the interference and the environmental noise at the receiving node, so that the

signal is successfully decoded. Thus, our contribution in this study is twofold: first,

we propose a distributed algorithm so-called Distributed Tree Expansion (DTE) for

DCMPB problem; second we propose SINR Broadcast Incremental Power (SINR-BIP)

for SCMPB problem. Note that both of the proposed algorithms are constructive in

nature in which the broadcast tree iteratively grows.

In DTE, the broadcast tree is constructed in a distributed fashion where the source

node is the sole responsible node for constructing the tree. At each iteration, broadcast

tree is extended by one or more nodes where the expansion decision is given according

to a priority function. Each node in the current partial tree uses the local information

to decide best transmission range by calculating the priority function values within its

neighborhood. Since these candidate transmission ranges are propagated to the source,

the source node decides the tree expansion among those candidate transmissions by

comparing the priority function values. Then the current partial tree is extended at

each iterations by repeating the same procedure until there is no uncovered node in

the network.
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In SINR-BIP, the broadcast tree is constructed in a centralized fashion where the

entire topology information is known. The broadcast tree grows by adding nodes one-

by-one to the broadcast tree. The node which requires the minimum additional power

to be covered is added to the tree at the end of each iteration. Although SINR-BIP is

a constructive algorithm, for some iterations the algorithm prunes the broadcast tree

so that the myopic effect of the decisions is mitigated. The algorithms is terminated

when the broadcast tree is constructed with all the nodes in the network.

Energy efficient broadcasting with all aspects and requirements is very important

for wireless networking. However, energy efficient broadcasting is NP -hard, thus it is

very difficult to solve the problem at the optimality. In our future works, first, we will

improve the developed heuristics; second, we will investigate the solution methods of

other extensions of energy efficient broadcasting.

On improving the DTE, we will explore the use of limited coordination among the

nodes so that the messaging overhead is mitigated. In addition, the delay constraint

considered in the DTE algorithm refers to the end-to-end hop constraint. However,

delay at each hop depends on the queuing, transmission, medium access, and process-

ing delays, thus it is not usually the same. DTE can be extended to take into account

the delay as time instead of number of hops. Moreover, we observed that there are

some redundant transmissions in the resulting broadcast trees generated by DTE and

SINR-BIP, even though we implement a pruning procedure embedded in the algo-

rithms. Therefore, we aim to eliminate these redundant transmissions by developing

and implementing a better way of pruning. As an improvement on SINR-BIP, we will

try to implement the idea of SINR-BIP in a distributed fashion, so that the algorithm

becomes more applicable for the ad hoc settings.

In addition to the current studies, we plan to investigate fast heuristics and/or

optimal algorithms for other extensions of the energy efficient broadcasting. We espe-

cially plan to focus on the distributed implementation of the algorithms which require

limited and localized topology information.
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Appendix

INPUT: Network Topology, α, γ, Cw ∀w ∈ V \{source}

INITIALIZATION

Covered nodes set: S := {source}

Uncovered nodes set: S ′ := V \{source}

Transmitting node set: T := {source}

Distance between node v and w: dvw

while |S ′| > 0 do

for all v ∈ S do

for all w ∈ S ′ do

/∗ Calculate the interference at node w ∗/

Ivw :=
∑

i∈L(v)

P (i) d−α
iw

/∗ Calculate the required minimum transmission power ∗/

P ′(v, w) := dα
vw γ (Cw + Ivw)

end for

end for

/∗ Calculate the required incremental transmission power ∗/

for all v ∈ S do

for all w ∈ S ′ do

P ′′(v, w) := P ′(v, w)− P (v)

end for

end for

/∗ Find the node pairs with minimum incremental power ∗/

(v∗, w∗) := arg min
v∈S
w∈S′

P ′′(v, w)

P (v∗) := P (v∗) + P ′′(v∗, w∗) = P ′(v∗, w∗)

/∗ Cut the branches starting from the child nodes of v∗ ∗/

if v∗ ∈ T then

for all ẇ ∈ Branch(v∗)\Child(v∗) do

S := S\{ẇ}

S ′ := S ′ ∪ {ẇ}

T := T\{ẇ}

end for

end if
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/∗ Update Covered/Uncovered node and Transmitting node sets ∗/

T = T ∪ {v∗}

S = S ∪ {w∗}

S ′ = S ′\{w∗}

/∗ Calculate the Received Signal Power from each node z ∈ Z(w) ⊆ T and SINR

values at node w ∈ V \{source} ∗/

for all w ∈ V \{source} do

for all z ∈ Z(w) do

Izw :=
∑

i∈L(z)

P (i) d−α
iw

SINR(z, w) := Prec(z,w)
Cw+Izw

= P (z) d−α
zw

Cw+Izw

end for

end for

/∗ Find the most dominant signal w ∈ V \{source} ∗/

for all w ∈ C do

SINR(w) := maxz∈Z(w)⊆T SINR(z, w)

z∗(w) := arg maxz∈Z(w)⊆T SINR(z, w)

end for

/∗ Investigate the SINR(w), ∀w ∈ V \{source} ∗/

/∗ Identify the parent-child relationship and update network information ∗/

list := {ŵ |SINR(w) < γ and ŵ ∈ S}

for all w̄ |SINR(w̄) ≥ γ & w̄ ∈ S ∪ S ′ do

Update parent-child relationships and level information

end for

/∗ Solve one-level connectivity problem by invoking Connect(k) ∗/

if list 6= ∅ then

Invoke Connect(k)

Update Received Signal information

Update SINR information

end if

end while

OUTPUT: Broadcast Tree
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