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Abstract

Synthetic aperture radar (SAR) has gained significance as an indispensable instrument of remote sensing and airborne surveillance. Its applications extend to 3D terrain mapping, oil spill detection, crop yield estimation and disaster evaluation. SAR utilizes platform motion to synthesize a large antenna thus rendering a very fine spatial resolution. Nevertheless, imaging of moving targets with SAR is a challenging problem. In this thesis, we propose a moving target imaging approach for SAR which exploits the low-rank and sparse decomposition (LRSD) of the subaperture data. As a first step, multiple subapertures are constructed from the raw data using frequency domain filtering. In contrast to the stationary points, moving targets in the SAR scene shift their position in the various subapertures. This enables a successful low-rank and sparse decomposition of the subaperture data where the sparse component captures the moving targets’ phase histories and reflectivity profiles. On the other hand, the low-rank component consists of the static background due to fewer spatial variations in multiple subapertures. This framework allows the reconstruction of full-resolution sparse and low-rank images by combining the spectral information of the decomposed subapertures. Furthermore, it enhances the applicability of sparsity-driven moving target imaging frameworks to very low signal to clutter ratio (SCR) scenarios by offering
a considerable SCR performance improvement. We manifest the effectiveness of our approach through experiments with synthetic as well as real SAR data. Our real SAR experiments were based on MiniSAR and EMISAR data.
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Chapter 1

Introduction

This thesis presents a new approach for synthetic aperture radar (SAR) imaging of moving targets. In this chapter we provide: 1) an introduction to SAR and the moving target imaging problem, 2) the motivation for this thesis and a brief description of the contributions, and 3) an outline of the thesis.

1.1 Problem Definition and Motivation

Synthetic aperture radar (SAR) imaging has gathered great significance in the last few decades for remote sensing of man-made as well as natural land features. SAR imagery offers distinct benefits over the optical counterpart [2]. Firstly, SAR is an active sensor having its own illumination that allows it to work equally well at day and night. Secondly, it is an all weather sensor. The electromagnetic waves at commonly used radar frequencies can penetrate fog, clouds and precipitation. Thirdly, the radio waves are scattered in an exclusive manner from different types of objects leading to some extra information about the area of interest. In this way, SAR imagery augments the information provided by the optical sensors for enhanced feature discrimination. A typical SAR data collection geometry is depicted in Figure 1.1.

Basic SAR processing assumes a stationary scene where all phase changes in the received signal correspond to the platform motion. Nevertheless, moving targets yield additional phase errors due to motion during their exposure by the radar beam. This leads to their defocussing and misplacement in the overall reconstructed SAR image. To
provide an example, Figure 1.2 highlights the image reconstruction artifacts produced by two moving targets in a largely static SAR scene. Moving target imaging with SAR primarily necessitates the detection of these targets from a mostly static background. Subsequent processing comprises of motion parameter estimation and focusing to the original positions based on phase history data.

For monostatic single antenna SAR systems, filtering based approaches are extensively employed as conventional methods of background/clutter suppression [3, 4, 5, 6]. However, performance in these cases is heavily dependent on system parameters including pulse repetition frequency, platform velocity and azimuth compression ratios. The detection of slow moving targets is challenging and in most cases a very limited detection window is available. Time-frequency methods have also been suggested as in [7].

Many modern day SAR systems incorporate multiple antennas for a robust phase-based detection of moving targets especially at low velocities [8, 9]. Space-time adaptive processing (STAP) has also been utilized as in [10]. Nevertheless, these systems are
more costly and sophisticated. This thesis focuses on single antenna SAR systems.

Sparsity-based methods have gathered great attention during the last decade by offering much better resolution (super-resolution in some cases [11, 12]) and enhanced reconstruction quality compared to conventional SAR imaging [13, 14, 15, 16]. Some promising sparsity-based moving target imaging approaches have also been suggested as in [17, 18] which handle the additional phase terms caused by targets’ motion as errors in the imaging model of a static SAR scene. However, these methods assume a comparatively high signal to clutter ratio (SCR) for best performance. Owing to the limitations of most practical SAR systems in producing high SCR data, detection of moving targets by clutter suppression is indispensable before applying these methods.

Low-rank and sparse decomposition (LRSD) is an effective technique for background and foreground separation attracting applications in various domains. For instance, in magnetic resonance imaging (MRI), it has been extensively applied for the decomposition of dynamic yet sparse innovations from a slowly varying background [19, 20]. Moreover, LRSD has found significant applications in computer vision [21].
been employed for SAR image reconstruction [22, 23]. Some preliminary results for SAR moving target imaging using LRSD and backprojection have been reported in [24, 25, 26, 27]. However, they do not provide a performance analysis for very low signal to clutter ratio (SCR) situations. In most cases, the decomposition is carried out on magnitude images and the recovery of complex phase information is not considered. Moreover, they do not suggest a solution to the azimuth resolution degradation that might originate due to the limited angles used for the backprojection.

The LRSD framework requires the construction of an input data matrix where every column corresponds to a temporal image of the same scene. For some applications like camera videos, these temporal images are directly accessible as movie frames. However, for SAR, multiple frames of the same scene can be generated by splitting a complete azimuth aperture into a number of subapertures at the expense of a reduced azimuth resolution. Moving targets change their position in the different subapertures which facilitates their detection as a sparse component.

1.2 Contributions made by this Thesis

This thesis presents a new framework and an associated algorithm for LRSD-based moving target SAR imaging. This work contributes to the existing methods of moving target imaging with SAR in a number of aspects. Firstly, it expands the utility of sparsity-driven moving target imaging/focusing approaches [17] to very low SCR cases by offering a considerable gain in the SCR performance. Secondly, it enhances the general LRSD framework presented in [28] to the moving targets imaging problem without a constraint on the background to be spatially low-rank. Thirdly, a non-overlapping frequency domain SAR subaperture construction approach is devised which allows the recovery of full-resolution after the LRSD step using the decomposed subaperture data.

The full-resolution moving target image can be further processed by any suitable focusing, motion estimation algorithm. In this work we demonstrate the performance with sparsity-driven focusing (SDF). Additionally, we produce a final reconstruction of the full-resolution background image through region-enhanced processing [13]. Some
preliminary results of this work have been presented in [29].

1.3 Organization of the Thesis

The remainder of this thesis is organized as follows: Chapter 2 provides a coverage of the preliminary topics for the SAR moving target imaging problem. The proposed method is formulated in Chapter 3. Experimental results with synthetic as well as semi-synthetic data (using MiniSAR background) are provided in Chapter 4. Furthermore, a thorough analysis of important performance parameters based on numerical simulations is presented. Finally in Chapter 5, experimental results are demonstrated with EMISAR data containing actual moving targets. We stipulate the conclusions drawn from this thesis in Chapter 6 and discuss the possible future research dimensions.
Chapter 2

Background

This chapter provides the necessary background for our proposed framework. Firstly, we describe some basics of SAR and moving target imaging. Secondly, we introduce regularization based image reconstruction and its benefits over conventional SAR processing. Thirdly, we delineate some details about sparsity-driven SAR moving target imaging and the LRSD decomposition. Finally, we explain the significance of subaperture processing and present a small experiment to illustrate the response of moving targets in the subaperture images.

2.1 SAR Basics

First radar was developed in 1930s in the mist of the world war where it proved to be an extremely useful instrument for air defense. The word “Radar” stands for Radio Detection and Ranging. A conventional radar transmits radio frequency (RF) in the form of a high energy pulse towards the area of interest and waits for the echoes from potential targets. By measuring the round-trip time $T$ of the RF pulse, radar is able to measure the distance/range $R$ of the target.

$$R = \frac{c \times T}{2}$$  \quad (2.1)

where $c$ is the speed of light ($\approx 3 \times 10^8$ m/s). The commonly used frequencies for radar operation are illustrated in Figure 2.1.

The ability to resolve two closely spaced targets as separate objects depends on the range and azimuth resolutions of the radar. The range resolution $\rho_r$ is defined by the
pulse-width $t_p$ as follows:

\[ \rho_r = \frac{ct_p}{2} \]

(2.2)

Since the bandwidth $B$ of the transmitted pulse is the reciprocal of pulse-width, we have:

\[ \rho_r = \frac{c}{2B} \]

(2.3)

Usually radars are very accurate in the measurement of range. Modern day radars employ advanced techniques such as pulse compression [30, 31] to achieve very fine range resolution despite transmitting very long pulses. This is achieved by artificially increasing the bandwidth of the transmitted pulses by phase or frequency modulations. The received pulses are subsequently compressed in the radar receiver by a matched filtering operation. In contrast to the range resolution, the cross-range or azimuth resolution $\rho_a$ of a conventional beam steering radar is largely dependent on the azimuth antenna beam-width which is defined by the effective antenna length $L_{eff}$.

\[ \rho_a = \frac{R\lambda}{L_{eff}} \]

(2.4)

where $\lambda$ is the radar wavelength corresponding to the transmission frequency $f$ ($\lambda = C/f$). The relation between $\rho_a$ and the effective antenna length demands a very long antenna to achieve a fine azimuth resolution which is comparable to the typical range resolution $\rho_r$. For example, at 16 GHz frequency ($\lambda \approx 2$ cm) and 20 km range, a radar would require an antenna length of 375 m to achieve an azimuth resolution of 1 m. Such antenna lengths are not practical for most applications. Synthetic aperture radar solves this problem by utilizing the platform motion to synthesize a very long antenna. Since a point target is illuminated by a side-looking SAR for an extended period of
time, the data collected in this interval are coherently processed in the SAR receiver to achieve extremely fine azimuth resolution. This enables SAR to construct very high resolution radar reflectivity images of a desired area. An additional feature of SAR imagery is its availability during day and night because it is an active sensor with its own illumination. Moreover, SAR can operate in all weather conditions including rain, fog and dust. SAR waves at commonly used frequencies can pass through a cloud cover which is not possible with optical imaging. These unique features have established SAR as an indispensable sensor for remote sensing applications.
2.1.1 SAR Imaging Modes

SAR can operate in a variety of modes most of which differ in terms of the imaging geometry, image processing and final application. Two most commonly used modes are the stripmap mode and the spotlight mode.

In stripmap mode, the SAR antenna stays fixed in a side-looking position and a scan of the area under illumination is generated in the form of a strip. This is due to linear motion of the platform which ideally follows a straight line except for small motion errors. A typical geometry of stripmap mode SAR is exhibited in Figure 2.2.

In spotlight mode, the SAR antenna focuses on a selected area on the ground while the antenna keeps on steering as the platform moves to consistently illuminate the same area. The platform can follow an arbitrary path but mostly a linear or circular platform motion is used in practice. Owing to its extremely extended illumination times and data collection at a wide range of angles, this mode can be used to reconstruct unmatched fine resolution imagery of the area under observation. Figure 2.3 depicts the spotlight mode imaging geometry.

2.1.2 Imaging Model for the Spotlight Mode

A tomographic formulation of the spotlight mode SAR imaging model was presented in [32]. The transmitted signal by a SAR system usually consists of a linear frequency modulated (LFM) pulse defined as:

\[ s(t) = \begin{cases} 
  e^{j(w_0 t + \alpha t^2)} & |t| \leq \frac{t_p}{2} \\
  0 & \text{otherwise} 
\end{cases} \]  

(2.5)

where \( w_0 \) is the transmission frequency, \( t_p \) is the pulse-width, and \( 2\alpha \) is the LFM chirp rate. Consider a complex-valued reflectivity field \( f(x, y) \) of radius \( L \) centered at the origin \((0, 0)\) of the imaging grid (Figure 2.3). Owing to the continuous pointing of the SAR antenna, the low-pass filtered observation corresponding to an angle \( \theta \) can be modeled as:

\[ r_\theta(t) = \int \int_{x^2 + y^2 \leq L^2} f(x, y) e^{-j\Psi(t)(x\cos \theta + y\sin \theta)} dx dy \]  

(2.6)
where $\Psi(t) = \frac{2}{c}(w_0 + 2\alpha(t - 2\frac{R_\theta}{c}))$ is the radial spatial frequency and $R_\theta$ denotes the range to scene center at the observation angle $\theta$. The continuous observation model of (2.6) can be discretized for an arbitrary total number of $M$ observation steps:

$$
\begin{bmatrix}
  r_1 \\
  r_2 \\
  r_M \\
  r
\end{bmatrix}
= \begin{bmatrix}
  C_1 \\
  C_2 \\
  C_M \\
  C
\end{bmatrix}
$$

(2.7)

where $r$ comprises of the phase history data of the reflectivity field $f$ and $C$ is a discrete observation model of the SAR system.
2.2 Moving Target Imaging with SAR

A moving target produces phase errors in the SAR observed data which may cause defocussing and shift of position in the final reconstructed image. The phase perturbations due to the moving target can be observed as a slowly varying carrier phase from one pulse to another. As a consequence, these phase modulations mostly appear in the cross-range direction. Since SAR primarily uses the cross-range Doppler signals to attain a high azimuth resolution, the phase perturbations due to target motion interact with the normal SAR imaging. This interaction needs to be exploited for the detection and imaging of moving targets in mostly stationary SAR backgrounds.

A SAR signal from a target moving in azimuth direction [3] can be described as:

\[ m(\eta) \cong a((V_p - v_a)\eta) \exp \left( j \frac{2\pi}{\lambda R_0} V_p^2 \eta^2 (1 - \frac{v_a}{V_p})^2 \right) \]  

(2.8)

where \( \eta \) is the azimuth time (usually named as the slow time), \( V_p \) is the SAR platform velocity, \( R_0 \) is the range of closest approach and \( v_a \) represents the azimuth velocity of the target. \( a(.) \) includes the azimuth weighting, target reflectivity \( f \) and the constant phase terms. The quadratic phase error due to cross-range velocity of the target [33] can be approximated as:

\[ \phi(\eta) = \frac{4\pi v_a V_p \eta^2}{\lambda R_0} \]  

(2.9)

A moving target in the SAR scene can have both range and cross-range velocity components. The range component of the velocity causes smear and defocussing simultaneously in the range and cross-range directions. Additionally, it causes a cross-range position shift. On the other hand, the cross-range component of the target velocity produces a defocussing in the cross-range direction only. In both cases, the defocussing is related to the phase errors in the observed SAR data.

Conventionally, two commonly used techniques for moving target detection are frequency based detection and phase based detection.
2.2.1 Frequency based Moving Target Detection

Frequency detection relies on the excessive Doppler frequency generated by a moving target as compared to the clutter (static points in the scene). However, this necessitates the moving target Doppler shift to exceed the width of the Doppler spectrum produced by the clutter. The overall detectability window is typically very small which is limited by several factors including the pulse repetition frequency (PRF), system bandwidth, antenna beam-width in azimuth and the platform velocity. Slow-moving target detection is particularly challenging with this approach. The lower limit on the radial velocity \( v_r \) of the target for frequency based detection is as follows [3]:

\[
v_r > \frac{\gamma V_p \lambda}{2 \rho_a}
\]  

(2.10)

where \( \gamma \) is a threshold chosen based on the desired probabilities of detection and false alarm.

2.2.2 Phase based Moving Target Detection

Very slow moving targets can be detected by phase based detection where the change in the received signal phase due to target motion is observed instead of the Doppler frequency shift. For this, usually two receive antennas are incorporated to record two coherent observations of the target with a small time difference \( \Delta t \) due to antenna phase center separation \( D \). The difference signal \( m_\Delta(x) \) corresponding to the two observations (which are very similar except for the phase term) [3] is described as:

\[
m_\Delta(x) = m_1(x) \left[ 1 - e^{j(4\pi/\lambda) v_r \Delta t} \right]
\]  

(2.11)

where \( x = V_p t \) is the azimuth spatial coordinate and \( m_1 \) is the signal received by the first antenna. Furthermore, the magnitude of difference signal is given as:

\[
|m_\Delta(x)| = 2 |m_1(x)| \left| \sin \left( \frac{2\pi v_r \Delta t}{\lambda} \right) \right|
\]  

(2.12)

where the constant phase terms have been omitted. Since the clutter is highly correlated in the two observations, it is mostly canceled out. The performance of phase based moving target detection is much improved as compared to the frequency based detection but it demands extra system complexity and cost.
2.3 Regularization based Imaging

The image reconstruction and restoration problems can be seen as solving for the unknown original image \( f \) (ground truth image in case of SAR) given knowledge of the observed data \( g \) and the system model \( H \). In most cases, the problem formulation includes the observation noise \( q \) as given below [34]:

\[
g = Hf + q
\]  

(2.13)

At a first glance, a matrix inverse seems to provide a solution to this problem but unfortunately this naive approach does not produce usable solutions. There are various possible reasons to this: 1) an exact solution may not exist due to noise, 2) a solution may not be unique due to nonempty null space of \( H \) or in other words, many possible \( f \) could produce the same observed data \( g \), and 3) instability of the solution in presence of small perturbations in the observed data. Moreover, no prior information about \( f \) is used which leads to poor solutions.

2.3.1 Least-squares Solution and Regularization

A common approach to mitigate the existence problem is to find a least-squares solution. In particular, it tries to estimate the solution that best fits to the observed data in terms of least-squares by solving the unconstrained optimization problem:

\[
\hat{f}_{LS} = \arg\min_f \| g - Hf \|_2^2
\]

(2.14)

where \( \| . \|_2^2 \) represents the \( l_2 \)-norm. The closed-form solution to the least-squares problem is as follows:

\[
(H^T H)\hat{f}_{LS} = H^T g
\]

(2.15)

The non-uniqueness problem is typically dealt by seeking a generalized solution among the available least-squares solutions based on minimum energy function. However, there are some serious shortcomings associated with these approaches. Firstly, the image components pertaining to the null space of \( H \) (unobserved in the data) are not properly reconstructed. Secondly, the generalized solutions are very sensitive to
perturbations in the observed data which may lead to unstable solutions even in the presence of small observation noise.

A more practical approach that overcomes above mentioned limitations is to incorporate prior information about \( f \) as an extra regularization term. In general:

\[
\hat{f} = \arg \min_{f} \Phi_{\text{data}}(f, g) + \lambda \Phi_{\text{prior}}(f) \tag{2.16}
\]

where \( \Phi_{\text{data}}(f, g) \) is called the data fidelity term which enforces the final solution to be consistent with the observed data. \( \Phi_{\text{prior}}(f) \) is the prior information about \( f \). \( \lambda \) is a regularization parameter that balances the two terms. Here, we provide a brief description of few widely used regularization schemes.

### 2.3.2 Quadratic Regularization

Quadratic regularization schemes include an extra quadratic term to incorporate the prior information. A well known quadratic regularization approach is the Tikhonov regularization which is formulated as follows: \([35, 36]\)

\[
\hat{f}_{\text{Tik}} = \arg \min_{f} \| g - Hf \|_2^2 + \lambda \| Lf \|_2^2 \tag{2.17}
\]

where \( L \) is the regularization operator which could be provided in the form of a matrix. In some applications, \( L \) could be a gradient operator enforcing smoothness in the final solution which is very useful for noise suppression. The extra regularization term aims to stabilize the the generalized solution by means of the additional quadratic penalty. The closed-form solution for the Tikhonov type regularization is given by:

\[
(H^TH + \lambda L^TL)\hat{f}_{\text{Tik}}(\lambda) = H^Tg \tag{2.18}
\]

### 2.3.3 Non-quadratic Regularization

The quadratic regularization models are computationally efficient since they lead to an inverse filter that is a linear function of the observed data (2.18). However, more powerful reconstruction results could be achieved if non-quadratic regularization is permissible. As an example, high frequency noise suppression with quadratic regularization
results in loss of high frequency content (e.g., sharp edges) in the final image. A widely adopted non-quadratic regularization model for image processing applications is a total variation (TV) based formulation [37, 38]:

$$\hat{f}_{TV} = \arg \min_f \|g - Hf\|_2^2 + \lambda \|\nabla f\|_1$$

(2.19)

where $\nabla$ is a 2D gradient operator. This type of regularization preserves strong edges and produces improved reconstruction quality in piece-wise smooth regions.

Non-quadratic regularization has received great significance for sparsity-based imaging in various domains. Consider an imaging problem that involves a sparse field with only few non-zero components. Alternatively, one could exploit the fact that most images have a sparse representation in some transform domain. This is a typical scenario for SAR imaging where non-quadratic regularization can produce very improved results with greater energy concentration as compared to the quadratic regularization [13]. A variety of non-quadratic constraints could be used including the $l_p$-norms defined as:

$$\|f\|_p = \left(\sum_{i=1}^{N} |f_i|^p \right)^{1/p}$$

(2.20)

Generally, $l_p$-norm constraints with $p < 2$ provide sparse solutions.

### 2.4 Feature-enhanced SAR Image Reconstruction

A feature-enhanced SAR image reconstruction approach based on non-quadratic regularization was proposed in [13]. The overall SAR image formation in this case is modeled by the following optimization problem:

$$\hat{f} = \arg \min_f J(f) = \arg \min_f \|g - Hf\|_2^2 + \lambda_1 \|f\|_p^p + \lambda_2 \|D|f|\|_p^p$$

(2.21)

where $\|\cdot\|_p^p$ is the $l_p$-norm and $D$ is the two dimensional discrete derivative (gradient) operator. $|f|$ defines the magnitude vector of the complex reflectivity field $f$. Relative magnitudes of $\lambda_1$ and $\lambda_2$ define the balance between point-based and region-based feature enhancement.
2.4.1 Point-enhanced Reconstruction

With $p \leq 1$ the term $\|f\|_p^p$ in (2.21) enforces an energy-type constraint where the sparse features (dominant scatterers) are enhanced in the solution. This results in an improved resolution for the point features where other image artifacts are relatively suppressed.

2.4.2 Region-enhanced Reconstruction

Region-based enhancement is also desirable in SAR images, especially for speckle reduction in constant or slowly varying background regions. Additionally, it can lead to improved image segmentation at the post-processing stages. The third term in (2.21) ($\|D|f|\|_p^p$ with $p \leq 2$) dictates the minimization of 2D gradient of the reflectivity field magnitudes $|f|$. Consequently, the solution with minimum gradient is a smooth region-enhanced SAR image.

2.5 Sparsity-driven Moving Target Imaging

A sparsity-driven framework was proposed in [17, 18] for SAR moving target imaging which treats the phase terms induced by the target motion as errors in the imaging model. Here, we provide an overview of their approach. The observed phase history $r$ for a typical SAR scene corresponds to the sum of the responses from every point scatterer in the scene.

$$r = \underbrace{C_{clmn-1}f(1)}_{rp_1} + \underbrace{C_{clmn-2}f(2)}_{rp_2} + \ldots + \underbrace{C_{clmn-I}f(I)}_{rp_I}$$

(2.22)

where $C$ is the model matrix with $C_{clmn-i}$ being its $i-th$ column. $rp_i$ denotes the SAR data related to the complex reflectivity $f(i)$ for the $i-th$ point in the scene.

Consider a moving target at the $i-th$ point of the scene with motion parameters leading to the cross-range defocusing. The observed SAR data from this target can be
expressed as:

\[
\begin{bmatrix}
    r p_{i1e} \\
    r p_{i2e} \\
    \quad \quad \vdots \\
    r p_{iMe}
\end{bmatrix}
= \begin{bmatrix}
    e^{j\phi_i(1)} r p_{i1} \\
    e^{j\phi_i(2)} r p_{i2} \\
    \quad \quad \vdots \\
    e^{j\phi_i(M)} r p_{iM}
\end{bmatrix}
\] (2.23)

where \(\phi_i\) is the phase error due to the target’s motion. \(r p_i\) and \(r p_{i\ast}\) are the corresponding phase history data of the stationary and the moving target respectively. Similarly, this relation can also be defined for the model matrix \(C\) as given below:

\[
\begin{bmatrix}
    C_{clmn-i1}(\phi) \\
    C_{clmn-i2}(\phi) \\
    \quad \quad \vdots \\
    C_{clmn-iM}(\phi)
\end{bmatrix}
= \begin{bmatrix}
    e^{j\phi_i(1)} C_{clmn-i1} \\
    e^{j\phi_i(2)} C_{clmn-i2} \\
    \quad \quad \vdots \\
    e^{j\phi_i(M)} C_{clmn-iM}
\end{bmatrix}
\] (2.24)

where \(C_{clmn-i}(\phi)\) represents the \(i\)-th column of the model matrix \(C(\phi)\) that incorporates the target motion. \(C_{clmn-i_m}(\phi)\) refers to the part of \(C_{clmn-i}(\phi)\) with reference to the \(m-\)th cross-range position. Taking the observation noise into consideration, the overall system’s observation model could be defined as:

\[
g = C(\phi)f + v
\] (2.25)

where \(v\) denotes the additive noise in the observation process. This formulation is very useful since it allows the moving target imaging problem to be viewed as the stationary scene imaging problem with some additional phase errors. The objective is to estimate the complex reflectivity \(f\) and the phase errors \(\phi\) given the noisy observed data \(g\).

A sparsity-driven approach can be applied for the simultaneous estimation of \(f\) and \(\phi\). In this context, a non-quadratic regularization framework is employed that incorporates the prior information about the sparse nature of the reflectivity field and the phase errors. A vector \(\beta\) is introduced that accounts for the phase errors due to all
points of the scene and corresponding to all aperture positions.

\[
\beta = \begin{bmatrix}
\beta_1 \\
\beta_2 \\
\vdots \\
\vdots \\
\beta_M
\end{bmatrix}
\]  

(2.26)

where \( \beta_m \) denotes the phase errors vector with respect to the \( m \)-th aperture position:

\[
\beta_m = [e^{j\phi_1(m)}, e^{j\phi_2(m)}, ..., e^{j\phi_I(m)}]^T
\]

(2.27)

The overall optimization problem aims at cost minimization for \( f \) and \( \beta \) and it is formulated as:

\[
\arg\min_{f, \beta} J(f, \beta) = \arg\min_{f, \beta} \|g - C(\phi)f\|_2^2 + \lambda_1 \|f\|_1 + \lambda_2 \|\beta - 1\|_1
\]

s.t. \( |\beta(i)| = 1 \quad \forall i \)  

(2.28)

where \( \lambda_1, \lambda_2 \) are the regularization parameters and \( 1 \) denotes a vector of ones. The sparsity information related to the phase errors is included in the problem by the regularization term \( \|\beta - 1\|_1 \). Owing to the small number of moving targets in a typical SAR scene as compared to the stationary points, most phase error values are zero. Since \( \beta \) values are defined in terms of \( e^{j\phi} \), most values of \( \beta \) are one.

The solution of this optimization problem is based on an iterative method described in [14]. First step is to solve for the reflectivity field \( f \). The corresponding subproblem can be defined as:

\[
\hat{f}^{(n+1)} = \arg\min_{f} J(f, \hat{\beta}^{(n)}) = \arg\min_{f} \|g - C(\phi^{(n)})f\|_2^2 + \lambda_1 \|f\|_1
\]

(2.29)

The estimated field \( \hat{f} \) from this step is used in the second step for the phase error estimation. The subproblem in the second step requires minimization of the following cost function for every aperture position:

\[
\hat{\beta}_m^{(n+1)} = \arg\min_{\beta_m} J(\hat{f}^{(n+1)}, \beta_m) = \arg\min_{\beta_m} \|g_m - C_mT^{(n+1)}\beta_m\|_2^2 + \lambda_2 \|\beta_m - 1\|_1
\]

s.t. \( |\beta_m(i)| = 1 \quad \forall i \)  

(2.30)
where $n$ is the iteration number and $T$ is a diagonal matrix with $\hat{f}(i)$ being its diagonal values. $T$ can be defined as:

$$T^{(n+1)} = \text{diag}\left\{\hat{f}^{(n+1)}(i)\right\}$$  \hspace{1cm} (2.31)

The constrained subproblem in (2.30) is reformulated as an unconstrained optimization problem and solved in a similar manner to the field estimation step.

### 2.6 Low-rank and Sparse Decomposition (LRSD)

Recovery of the low-rank and sparse components of an arbitrary matrix has found a broad range of applications. It has been shown that under some reasonable assumptions, exact recovery of low-rank and sparse components is realizable by robust principal component analysis (RPCA) [39, 24, 40]. Similarly, the objective of the LRSD is to decompose a matrix $D$ into its low-rank $B$ and sparse $S$ components as follows:

$$\min_{B,S} \quad \text{rank}(B) + \lambda \|S\|_0 \quad \text{s.t.} \quad D = B + S$$  \hspace{1cm} (2.32)

where $\lambda$ is a regularization parameter. However, rank minimization requires the minimization of non-zero singular values which is an NP-hard problem. It was suggested by [41, 42, 43] that a convex relaxation could be employed under some conditions by replacing the rank$(\cdot)$ and $l_0$-norm constraints with the nuclear-norm ($\|\cdot\|_*$) and the $l_1$-norm, respectively. After considering these convex relaxations, the reformulated problem is given as:

$$\min_{B,S} \quad \|B\|_* + \lambda \|S\|_1 \quad \text{s.t.} \quad D = B + S$$  \hspace{1cm} (2.33)

This problem has been efficiently solved in a variety of ways by using local optimization algorithms. A bilateral random projections (BRP) scheme was proposed in [44] to significantly accelerate the solution. A gradient descent based iterative scheme was proposed in [39] and an alternating direction method (ADM) was suggested for the augmented Lagrangian form of the problem in [45, 46]. A flowchart of the typical processing steps for the LRSD based on ADM is given in Figure 2.4. The rank minimization
(nuclear norm) is solved by singular value thresholding and the sparse component is resolved with a soft thresholding operation.

In addition to its extensive application in medical imaging and computer vision, LRSD framework has also been employed for SAR image reconstruction [22, 23]. Some preliminary results for the SAR moving target imaging with LRSD and backprojection have been reported in [24, 25, 26, 27].

2.7 Subaperture Processing

A point target remains illuminated by the SAR for an extended time defined by the overall imaging geometry and the system parameters including the platform velocity, antenna beam-width and look angle. The data received during the complete illumination time corresponds to a full azimuth aperture. Basic SAR processing utilizes the full aperture data to synthesize a large antenna achieving a fine spatial resolution. However, the full aperture data can be divided into multiple subapertures where each subaperture captures only a portion of the target’s reflectivity and phase history [5, 2]. Nevertheless, in this process, the azimuth resolution is degraded by some factor. Figure 2.5 provides a conceptual view of the non overlapping subapertures on a SAR footprint. Subaperture processing has been widely employed for SAR image reconstruction [47, 48] multilook processing which is an efficient method for speckle reduction in SAR imagery. Generally, multilook processing employs multiple overlapping subapertures for improved performance [49, 50].

2.7.1 Subaperture Imaging of Moving Targets

Moving targets in a SAR scene behave differently in the subaperture images as compared to the static points. In particular, static points mainly lose their azimuth resolution so they appear spread in every subaperture image. Figure 2.6 describes the results of a simple experiment where a synthetic SAR scene consisting of three static point targets is used to generate subaperture images. The two subaperture images are shown in Figure 2.6(a & b) where the most observable effect is spreading of the targets.
Figure 2.4: Flowchart of the alternating direction method (ADM) for the LRSD.
This experiment was repeated with one of the point targets (located in the scene center) having an azimuth motion. This motion was modeled by a quadratic phase error in the point target response. The other two targets are static as before. Figure 2.7 illustrates the impact of target motion in the subaperture images where in addition to the azimuth spread, a noticeable shift of the moving target’s position across sub-apertures is observable. We exploit this useful property of the subaperture processing for our proposed moving target imaging approach.
Figure 2.6: Subaperture images of a synthetic SAR scene containing three static targets. (a) Ground truth image. (b) First subaperture image. (c) Second subaperture image.

Figure 2.7: Subaperture images of a synthetic SAR scene containing two static targets and a moving target (in the scene center). (a) Conventional reconstruction (with quadratic phase errors due to a moving target). (b) First subaperture image. (c) Second subaperture image.
Chapter 3

Proposed Method for Moving Target Imaging

This chapter provides a detailed formulation of our proposed method for moving target imaging with SAR. It begins with the construction of a subaperture matrix which is processed with low-rank and sparse decomposition to separate the moving targets from the static background. Subsequently, full-resolution images are reconstructed for the sparse and low-rank decomposed components. Further processing of the extracted moving targets is carried out by a sparsity-driven focusing method. Likewise, the background (low-rank) component is processed with a region-enhanced approach.

3.1 Separation of Static and Dynamic Components

Our proposed approach is primarily based on the LRSD of subaperture SAR data. It exploits the fact that moving targets show dynamic behavior in term of their spatial position in different subapertures. In contrast, static parts of the scene have consistent positions in all the subapertures. Figure 3.1 furnishes an overview of our approach in the form of a block diagram. Extraction of moving targets from the stationary background is an essential step for their proper imaging. This can be accomplished by LRSD of the complex SAR scene exploiting the SAR subapertures. A conventionally reconstructed complex SAR image \( I \in \mathbb{C}^{n \times m} \) could be used to construct the subaperture images. Here we consider a band-limited Fourier transform as the forward model to reconstruct the complex SAR image from the raw data \( r \).
Figure 3.1: Block Diagram of the proposed moving target imaging approach.


### 3.2 Subapertures and the Data Matrix for LRSD

In order to tailor the LRSD framework for the moving target imaging problem, multiple temporal images of the SAR scene should be stacked to form the matrix $D \in \mathbb{C}^{p \times J}$ as given below:

\[
D = \left[ \begin{array}{c|c|c|c}
| & | & | & \\
| d(0) & d(1) & \ldots & d(J-1) \\
| & | & | & \\
\end{array} \right]
\]

(3.1)

where each column in $D$ is a vectorized temporal image of the same SAR scene and we have $p = n \times m$. This is achieved by constructing $J$ subaperture SAR images and arranging them as columns of this matrix for LRSD. The first step is to apply the discrete Fourier transform (DFT) in azimuth to the complex SAR image $I_{(n,m)}$ containing unfocused moving targets. This is followed by a rectangular filtering operation where non-overlapping filtering windows are used to extract the frequency domain subapertures. This frequency domain filtering process can be described as follows:

\[
\Omega_{(k,m,i)} = \left( \sum_{n=0}^{N-1} I_{(n,m)} e^{-j2\pi kn/N} \right) \times \text{rect} \left( \frac{k-iL}{L} \right)
\]

(3.2)

where $n, k \in \{0, \ldots, N - 1\}$, $m \in \{0, \ldots, M - 1\}$

where $i$ is the subaperture number, $n$ is the azimuth sample number, $k$ is the frequency bin number, and $m$ is the range bin number. Moreover, $L$ is the length of a subaperture window, i.e., the number of nonzero elements in the rectangular window function. Each subaperture image is then reconstructed by a zeropadded inverse discrete Fourier transform (IDFT) of original image size as given below:

\[
d_{(n,m,i)} = \frac{1}{N} \left( \sum_{k=0}^{N-1} \Omega_{(k,m,i)} e^{j2\pi kn/N} \right)
\]

(3.3)

The column vectors for the matrix $D$ are constructed from the subaperture images as follows:

\[
d_i = \left[ d_{(0,0,i)} , d_{(1,0,i)} , \ldots , d_{(N-1,M-1,i)} \right]^T
\]

(3.4)

The bandwidth of the azimuth signal is reduced in the process of subapertures formation and consequently the original azimuth resolution is degraded by a factor of $N/L$ as
follows:
\[
p_s = \rho_a \times \left( \frac{N}{L} \right)
\]  
(3.5)

where \( \rho_s \) is the subaperture resolution and \( \rho_a \) is the original azimuth resolution of the SAR image. However, this loss of resolution is compensated after the LRSD by combining the spectral information of all the subapertures followed by an IDFT. The recovery of original full-resolution is a prominent feature of our proposed framework.

### 3.3 LRSD based on Subaperture Data (SLRSD)

Next we turn to the low-rank and sparse decomposition part. A successful LRSD in this scenario is based on the fact that the static parts of the scene do not change position across the subapertures, whereas the moving targets shift their positions in every subaperture. An LRSD framework for SAR imaging was proposed in [28]. It exploits the spatially low-rank and sparse structure of a stationary scene by making overlapping patches of the SAR image. This LRSD approach produces good results for a SAR scene with a few sparse objects (may not to be moving) and a slowly varying patch-wise low-rank background. However, it is not well suited for a scene that contains moving targets and where the background is not necessarily spatially low-rank. Here we extend the LRSD framework for the case of moving targets. Instead of making a patch based data matrix, we form a subaperture-based matrix as described above to exploit the sparse nature of the moving targets. In this case, the background is not strictly required to be spatially low-rank as we enforce low-rank across the subapertures where typically fewer changes are induced by the static components over multiple subaperture data.

One can reasonably assume that the composite subaperture data comprises of the sparse component \( S \), the low-rank component \( B \) and the observation noise \( n \). It leads to the following observation model:

\[
g = H\Theta R^*(B + S) + n
\]  
(3.6)

where \( \Theta \) is the random phase of the reflectivity field and \( H \) is the forward model which
takes into account the imaging process. A band-limited Fourier transform was assumed for this purpose. $R^*$ is a matrix reshaping operator which arranges the data in a column vector format. In (3.6), it should be noted that the composite subaperture data $g$ lies in the phase history domain and it is related to our subaperture data matrix $D$ as $g \approx HD$. Moreover, the LRSD assumes that $D$ comprises of low-rank component $B$ and sparse component $S$. The objective of LRSD in this case is to optimize for $S$, $B$ and $\Theta$. The overall optimization problem is formulated as follows:

$$\arg \min_{S,B,\Theta} \|g - H\Theta R^*(B + S)\|_2^2 + \lambda_b \|B\|_* + \lambda_s \|S\|_1$$

s.t. $|\Theta_{(i,i,i)}| = 1 \quad \forall i$ (3.7)

It should be noted that in our case both $S$ and $B$ consist of multiple subaperture images corresponding to the sparse and low-rank components respectively. $\lambda_b$ and $\lambda_s$ are the regularization parameters that balance the sparsity and low-rank conditions. The first term in this problem enforces data fidelity which defines how closely the final solution relates to the observed data. In other words, it dictates the reliability of our observation process. The solution of the LRSD problem in the presence of data fidelity term is facilitated by the introduction of an auxiliary variable $W$ as follows:

$$\arg \min_{W,S,B,\Theta} \|g - H\Theta R^*(W)\|_2^2 + \lambda_b \|B\|_* + \lambda_s \|S\|_1 + \langle \Gamma, W - B - S \rangle + \frac{\beta}{2} \|W - B - S\|_F^2$$

s.t. $W = B + S$, $|\Theta_{(i,i,i)}| = 1 \quad \forall i$ (3.8)

### 3.4 Solving the Lagrangian Form of SLRSD

In order to solve the LRSD optimization problem, we follow a similar approach to [28]. By including the major constraint as a penalty term in the overall cost function, the augmented Lagrangian form of (3.8) can be developed as follows:

$$L(W, B, S, \Theta, \Gamma) = \arg \min \|g - H\Theta R^*(W)\|_2^2 + \lambda_b \|B\|_* + \lambda_s \|S\|_1 + \langle \Gamma, W - B - S \rangle + \frac{\beta}{2} \|W - B - S\|_F^2$$

s.t. $|\Theta_{(i,i,i)}| = 1 \quad \forall i$ (3.9)
The objective is to solve for $W, B, S, \Theta$ and $\Gamma$. Where $\Gamma$ is the Lagrange multiplier and $\beta$ is a positive constant that enforces the $W = B + S$ constraint. The overall optimization problem is solved iteratively in a step-wise manner. Using the alternating direction method of multipliers (ADMM), at each step the problem is solved for a single variable while all other variables are kept constant. Soft thresholding is used to solve for the sparse component $S$. Solution for the background (low-rank) $B$ component is obtained by a singular value thresholding (SVT) operation based on the singular value decomposition (SVD) of the data. The subproblem for the phase matrix $\Theta$ is solved by a fixed point algorithm as described in [14]. This process is repeated at each iteration until convergence is achieved or the stopping criterion is satisfied. In particular, each subproblem and its solution is described in the following subsections.

### 3.4.1 Update of the Sparse Component $S$

The solution for the sparse matrix involves soft thresholding. In order to solve for $S$, all other variables are held constant which leads to the following subproblem:

$$
\arg\min_S \lambda_s \|S\|_1 + \langle \Gamma, W - B - S \rangle + \frac{\beta}{2} \|W - B - S\|_F^2
$$

(3.10)

Where the constant terms were dropped. This subproblem has a form which is very similar to the least absolute shrinkage and selection operator (LASSO) problem [51] and it is solved by soft thresholding. The soft thresholding operator is defined as:

$$
\tilde{T}_\epsilon(S) = \begin{cases} 
S - \epsilon & \text{if } S > \epsilon \\
S + \epsilon & \text{if } S < -\epsilon \\
0 & \text{otherwise}
\end{cases}
$$

(3.11)

Consequently, the solution to this subproblem is given by:

$$
S = \tilde{T}_\frac{\lambda_s}{\beta}(W - B + \frac{\Gamma}{\beta})
$$

(3.12)
3.4.2 Update of the Background (Low-rank) Component $B$

The low-rank component corresponding to the background image is updated in this step. Keeping other terms constant, the subproblem for $B$ is as follow:

$$\arg \min_B \lambda_b \|B\|_* + \langle \Gamma, W - S - B \rangle + \frac{\beta}{2} \|W - S - B\|_F^2 \quad (3.13)$$

The solution to this problem requires nuclear norm minimization which is achieved by singular value thresholding (SVT). Therefore, this subproblem has the following solution:

$$B = U\tilde{T}_{\lambda_b}(\Sigma)V^T \quad (3.14)$$

where the singular value decomposition of the matrix $(W - S + \frac{\Gamma}{\beta})$ is given by $(U\Sigma V^T)$. The thresholding is an element-wise operation so it is computed efficiently. However, the major operation in this step is the singular value decomposition (SVD).

3.4.3 Update of the Composite Matrix $W$

Here, we update the composite matrix $W$. With other terms being constant, the subproblem for this step is given by:

$$\arg \min_W \|g - H\Theta R^*(W)\|_2^2 + \langle \Gamma, W - S - B \rangle + \frac{\beta}{2} \|W - S - B\|_F^2 \quad (3.15)$$

This is a quadratic optimization problem for which a closed form solution can be found as follows:

$$\left(2(H\Theta R^*)^H(2(H\Theta R^*)^H + \beta I)\right)W = \left(2(H\Theta R^*)^H g + \beta(B + S) - \Gamma\right) \quad (3.16)$$

In practice, we solve this subproblem by few iterations of the conjugate gradient algorithm.

3.4.4 Update of the Phase Matrix $\Theta$

Solving for the unknown random phase involves defining a new vector $p$ containing the diagonal elements of phase matrix $\Theta$. The phase subproblem is defined as:

$$\hat{p} = \arg \min_p \left\|g - H\tilde{X} \hat{p}\right\|_2^2 + \lambda_p \sum_{i=1}^{N} (|p_i| - 1)^2 \quad (3.17)$$
where \( \tilde{X} \) is the diagonal matrix comprising the elements of \( R^*W \). This subproblem is solved by a fixed point algorithm as described in [14].

### 3.4.5 Update of the Lagrange Multiplier \( \Gamma \) and \( \beta \)

The Lagrange multiplier \( \Gamma \) should be updated every iteration by a factor of \( \beta \). This update can be defined as:

\[
\Gamma^{(k+1)} = \Gamma^{(k)} + \beta(W - B - S)
\]  

(3.18)

Ideally, a large value of \( \beta \) should be used but it leads to slow convergence. Thus, a gradual increment approach is used. Starting with a small value, \( \beta \) is gradually increased at each iteration. The overall convergence criterion is defined as

\[
\frac{\|W^{(k+1)} - W^{(k)}\|_F}{\|W^{(k)}\|_F} < \delta_w.
\]

### 3.5 Full-resolution Reconstruction after LRSD

After a successful decomposition of background and sparse components, we reconstruct full-resolution images for both components. Since we initially generated non-overlapping subapertures, reconstruction of full aperture sparse and low-rank images is conveniently accomplished by a sum operation in the frequency domain. In particular, we combine the spectral information of the sparse decomposed subapertures as follows:

\[
\tilde{S}(k,m) = \tilde{S}(k,m,0) + \tilde{S}(k,m,1) + \ldots + \tilde{S}(k,m,J-1)
\]

(3.19)

Where \( \tilde{S}(k,m) \) is the frequency domain full-resolution sparse component, \( \tilde{S}(k,m,i) \) are the sparse subapertures and \( J \) denotes the total number of subapertures. A full-resolution sparse image containing the moving target phase histories and reflectivity profiles can be reconstructed by an IDFT operation:

\[
S(n,m) = \frac{1}{N} \left( \sum_{k=0}^{N-1} \tilde{S}(k,m) e^{j2\pi kn/N} \right)
\]

(3.20)

Similarly, the full-resolution background component in frequency domain \( \tilde{B}(k,m) \) is obtained by:

\[
\tilde{B}(k,m) = \tilde{B}(k,m,0) + \tilde{B}(k,m,1) + \ldots + \tilde{B}(k,m,J-1)
\]

(3.21)
Algorithm 1: Proposed Algorithm for the SAR Moving Target Imaging

1. Inputs: Raw SAR data \((r)\), number of subapertures \(J\), forward model \(H\), regularization parameters: \(\lambda_b, \lambda_s, \lambda_p\) and error tolerances: \(\delta_w, \delta_p\)

2. Subaperture Matrix \(D\) Construction:
Use frequency domain filtering to construct subaperture matrix \(D\) from raw data \(r\):
\[
D = [d_{Subapr(0)} \ d_{Subapr(1)} \ ... \ d_{Subapr(J-1)}]
\]
where \(d_{Subapr(i)}\) are column vectors.

3. Initialization and LRSD:
\(W(0) = |D|, \ p(0) = e^{j\phi(D)}, \ S(0) = 0, \ B(0) = W(0), \ \Gamma(0) = 0, \) iteration counter \(k = 0\)
\[\text{while stopping criteria } \frac{\|W^{(k+1)} - |W^{(k)}|\|_F}{\|W^{(k)}\|_F} < \delta_w \text{ is not satisfied do} \]

(a) Sparse Matrix \(S\) Update:
Perform soft thresholding, \(S = \tilde{T}_{\lambda_s}(W - B + \Gamma)\)

(b) Low-rank Matrix \(B\) Update:
(i) Perform singular value decomposition \((U\Sigma V^T)\) of \((W - S + \frac{\Gamma}{\beta})\)
(ii) Perform singular value thresholding (SVT): \(B = U\tilde{T}_{\lambda_b}(\Sigma)V^T\)

(c) Phase Matrix \(\Theta\) Update:
Update \(\Theta\) by solving (3.17) until \(\frac{\|p^{(n+1)} - p^{(n)}\|}{\|p^{(n)}\|} < \delta_p\)

(d) Composite Matrix \(W\) Update:
Using conjugate gradient algorithm, solve (3.15) and update \(W\)

(e) Lagrangian Multiplier \(\Gamma\) Update:
\(\Gamma^{(k+1)} = \Gamma^{(k)} + \beta(W - B - S)\)
Gradually increase \(\beta\): \((\beta = \xi\beta, \ \xi > 1)\)
\(k = k + 1\)

end while

4. Full Resolution Reconstruction:
(i) Combine the decomposed subapertures in the frequency domain:
\(\tilde{S} = \tilde{S}_{Subapr(0)} + \tilde{S}_{Subapr(1)} + ... + \tilde{S}_{Subapr(J-1)}\)
\(\tilde{B} = \tilde{B}_{Subapr(0)} + \tilde{B}_{Subapr(1)} + ... + \tilde{B}_{Subapr(J-1)}\)
(ii) Perform IDFT to reconstruct full-resolution images of \(S\) and \(B\).

5. Further Processing:
(i) Process \(S\) (moving targets) with sparsity-driven focusing (SDF).
(ii) Process \(B\) (SAR background) with region-enhanced SAR imaging.
and the full-resolution background image is reconstructed with another IDFT step:

\[ B_{(u,m)} = \frac{1}{N} \left( \sum_{k=0}^{N-1} \tilde{B}_{(k,m)} e^{j2\pi kn/N} \right) \]  \hspace{1cm} (3.22)

Finally, we reconstruct the moving target image with the sparsity-driven focusing. Nevertheless, any other moving target imaging algorithm could also be used. Similarly, the background image may be reconstructed with the region-enhanced SAR imaging method [13] which suppresses the irregularities and produces a smooth SAR background. Algorithm 1 summarizes the proposed method.
Chapter 4

Experimental Results

This chapter provides the details of our experimental results with synthetic and real SAR backgrounds. A comprehensive performance analysis of the proposed method using numerical simulations is also included.

4.1 Experimental Results with Synthetic Targets

We have performed several experiments to validate the performance of our proposed method. Most of these experiments used two subapertures to make the simulation results more convenient for demonstration and to limit the number of generated figures. Nevertheless, we have studied the impact of different number of subapertures later in this chapter. In this set of experiments, we have added synthetic moving targets to the SAR scene with a low SCR. All images are presented on a logarithmic scale for a better dynamic range.

4.1.1 Synthetic Scene Experiments

First, we performed some experiments on fully synthetic scenes where we simulated the background as well as the moving targets. We constructed a random background and simulated the moving targets by modulating a quadratic phase error in the azimuth direction. Figure 4.1 reveals the results of this experiment. Three moving targets were placed near the scene center with a very low SCR of -3.2dB as shown in Figure 4.1(a). The target motion leads to the spreading of their response along the direction...
Figure 4.1: Results of the synthetic scene experiment. (a) Ground truth scene indicating the locations of three moving targets in a noisy background and low SCR. (b) Conventionally reconstructed scene with quadratic phase errors due to the targets’ motions. (c) Focused image produced by the SDF algorithm without LRSD (d) First subaperture image with a reduced azimuth resolution. (e) Second subaperture image with a reduced azimuth resolution. (f) Sparse image after LRSD, corresponding to the first subaperture. (g) Full resolution conventional image of the sparse part containing the moving targets. (h) Focused moving target image after LRSD and sparsity-driven focusing. (i) Background image after LRSD and the full-resolution conventional reconstruction.
of motion in the conventional reconstruction, as shown in Figure 4.1(b). Figure 4.1(c) demonstrates the output of the sparsity-driven focusing [17] without LRSD. There were eight spurious points in addition to the three original moving targets. It follows that the direct application of sparsity-driven focusing could not perform well under very low SCR conditions and the LRSD step becomes imperative.

Two subapertures were constructed using square window functions for the frequency domain filtering to mask half of the azimuth spectrum at a time followed by a zero-padded IDFT. Figure 4.1(d, e) depict the subaperture images formed this way. The resolution along the horizontal axis (azimuth) was lowered due to the masked frequency samples. This loss of resolution is unavoidable at this stage since subaperture images are required for the LRSD step, but it is recovered later.

A slight shift of the mean position of the moving targets may be noticed along the azimuth axis which is necessary for the LRSD to detect the moving targets as sparse components. Our formulation in (3.8) leads to the LRSD of the scene as well as the corresponding data through subaperture-based processing. Then one can process the full aperture data for the sparse and low-rank components separately in various ways. Just as an example, here we demonstrate the use of [17] to process the data corresponding to the sparse component which contains the moving targets. As shown in Figure 4.1(h), the image is well focused without any ghost targets. Two subaperture low-rank images were also obtained from the LRSD (not shown). These images were conventionally reconstructed to get the full-resolution background image as shown in Figure 4.1(i).

4.1.2 Experiments with Real SAR Background

Real SAR background experiments were performed with the MiniSAR data [52] where we have introduced synthetic moving targets for performance evaluation. Figure 4.2 depicts the results of our real SAR scene experiments. Three moving targets were added to a 64 × 64 real SAR background where one of the targets has a bigger signature as compared to the other two. Furthermore, four static targets were added in the scene to evaluate the LRSD performance for the strong static components. Figure 4.2(a, b)
Figure 4.2: Results of the real SAR scene experiment. (a) Ground truth scene indicating the locations of three moving targets in a real SAR background. Four strong static points were also added near the corners of the scene. (b) Conventionally reconstructed scene with quadratic phase errors due to the targets’ motions. (c) Focused moving target image after processing by the proposed framework and subsequent sparsity-driven focusing. (d) Background image after LRSD and full-resolution conventional reconstruction.

Figure 4.2(c) shows the moving target image obtained after processing by our proposed framework and subsequent sparsity-driven focusing. It contains the focused mov-
ing targets without any significant background or false targets.

The full-resolution background image is shown in Figure 4.2(d). It is worth noting that most of the MiniSAR scene is included in the low-rank (background) image since its components are mostly consistent across the subapertures. The four synthetic static targets also appear in the low-rank image for the same reason. Another important effect which requires attention is the leakage of the residual from the moving targets response. There are two main factors that cause this leakage. The first factor is that the moving target response (spread function) has some overlapping components across the subapertures which do not change significantly. The second factor is the regularization parameter values used for the LRSD. If we optimize for a sparser solution, some parts of the moving target response would be forced to the low-rank part.

![Figure 4.3: Signal to clutter ratio (SCR) vs. mean squared error (MSE) performance plots using the proposed approach (SLRSD+SDF, red) and the sparsity-driven focusing only (SDF, black). The standard deviation of each measurement is given by an associated error bar.](image-url)
4.2 Numerical Simulations for Performance Evaluation

We have performed a series of numerical simulations to further investigate the performance of our proposed approach. In particular, we have conducted experiments for the signal to clutter ratio (SCR) performance, impact of varying the number of subapertures and performance with different moving target velocities. Details of these experiments and their associated results are described in the following subsections.

4.2.1 SCR Performance Analysis

In these simulations, the objective was to examine the performance for a broad range of SCR scenarios. Particularly, we varied SCR in the range of -5dB to +30dB with a step size of 1dB. We have used a small synthetic SAR scene (16 × 16) with three moving targets (overall moving targets’ arrangement was similar to Figure 4.1) where different SCR scenarios were simulated by varying the standard deviation of the random background while keeping the targets’ amplitudes fixed. Mean squared error (MSE) and structural similarity index (SSIM) were used as the performance measures. SSIM is a measure of image reconstruction quality which provides a numerical value for the extent of degradation of structural information [53]. The ground truth image was used as a reference for MSE and SSIM calculations. For each SCR value, the complete simulation was repeated 200 times and all corresponding results were saved.

The first set of experiments (SCR = -5dB to +30dB, 200 repetitions at each SCR value) used only the sparsity-driven focusing (SDF) to benchmark its SCR performance. In the second set of experiments, the data were processed with our proposed approach (SLRSD+SDF). The mean squared error plots for this experiment are provided in Figure 4.3 where the black curve indicates the SDF only results and the red curve corresponds to the SLRSD+SDF results. Each data point in these curves represents the mean of 200 MSE results for a particular SCR value whereas the vertical bars indicate the associated standard deviations. As a general trend, the standard deviation of the results decreases as the SCR increases.
The SDF curve converges to zero mean squared error for an SCR value of approximately 21 dB whereas our proposed method achieves a similar performance for an SCR of 11 dB only. There is an improvement of approximately 10 dB in the SCR performance which might be very useful for the low-SCR moving target imaging scenarios. A similar trend was observed for the SSIM measure. The SSIM results are presented in Figure 4.4 where the means of 200 SSIM values for various SCR values are plotted. The improved performance of our proposed approach is evident as the SSIM value reaches its maximum (one) for an SCR of about 11dB.

Figure 4.4: Signal to clutter ratio (SCR) vs. structural similarity index (SSIM) of the reconstructed SAR image for the proposed approach (red) and sparsity-driven focusing only (black).

4.2.2 Target Velocity Variations

In these experiments, we have introduced a single moving target (consisting of two point scatterers) and varied its azimuth velocity while keeping the other parameters fixed. The SAR system parameters used for these experiments are given in the Table
4.1. The SCR was fixed to 15 dB and two subapertures were used in all runs. The total phase error induced due to a particular moving target velocity during the exposure time can be computed by the relation given in equation (2.9).

The proposed approach performed particularly well at very low target velocities. The SLRSD was able to resolve the moving target as a sparse component for very low phase errors. Here we present few representative results for some slow moving targets. Figure 4.5 illustrates the reconstruction results for moving target velocities of 1 m/s and 3 m/s. Figure 4.5(a) presents the conventional reconstruction of a target moving at 1 m/s. The total phase error induced by this moving target was $0.5\pi$ radians during an azimuth exposure time of 1s ($-0.5s \leq \eta \leq +0.5s$). The full-resolution conventional image of the sparse component extracted by SLRSD is given in Figure 4.5(b) which highlights a successful decomposition of the sparse part containing the target’s phase history despite a very low velocity. This sparse image was then focused with the SDF and presented in Figure 4.5(c). Similar convincing results were obtained for a target velocity of 3 m/s (phase error = 1.5 $\pi$ radians) as depicted by the second row of Figure 4.5.

Table 4.1: System parameters used for the target velocity simulations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tx Frequency</td>
<td>15 GHz</td>
</tr>
<tr>
<td>Wavelength, $\lambda$</td>
<td>0.02 m</td>
</tr>
<tr>
<td>Resolutions, $\rho_r$ and $\rho_a$</td>
<td>1 m</td>
</tr>
<tr>
<td>Range to the scene center, $R_0$</td>
<td>30 Km</td>
</tr>
<tr>
<td>Platform velocity, $V_p$</td>
<td>300 m/sec</td>
</tr>
<tr>
<td>Exposure Time, $T = \lambda R_0/2V_p\rho_a$</td>
<td>1 sec</td>
</tr>
</tbody>
</table>
Figure 4.5: Velocity experiment results. (a) Conventional moving target image (Velocity = 1 m/s, Phase error = 0.5π radians) (b) Full resolution conventional image of the sparse component extracted by SLRSD. (c) Moving target image after SLRSD+SDF. (d) Conventional moving target image (Velocity = 3 m/s, Phase error = 1.5π radians). (e) Full resolution conventional image of the sparse component extracted by SLRSD. (f) Moving target image after SLRSD+SDF.

4.2.3 Varying Number of Subapertures

The number of subapertures is an important parameter which needs to be carefully selected since it is directly related to the azimuth resolution of the subaperture images used for the SLRSD. Here, we have analyzed the effect of various number of subapertures on the final image reconstruction quality. In this regard, we have followed an approach similar to the SCR performance experiments. In particular, on a 16 × 16 synthetic SAR image with three moving targets, we varied the SCR in a range of +5dB to +20dB with a 1 dB step size and saved the MSE values for 200 repetitions at each SCR step. The whole experiment was repeated four times once each for two, four, eight, and sixteen.
subapertures.

The MSE results were plotted after normalizing by the maximum MSE in Figure 4.6 for the 02, 04, and 08 subapertures. It is very evident that in comparison to 08 subapertures results, 02 and 04 subapertures performed much better. For a 16x16 image, eight subapertures degrade the azimuth resolution to such an extent that the moving targets are hardly decomposed as a sparse component. For the same reason, worst performance was observed for 16 subapertures (not shown due to scaling issues).

A magnified view of the MSE performance with 02 and 04 subapertures is presented in Figure 4.7 where the two curves indicate very close MSE values despite minute variations. The MSE plots are shown on a logarithmic scale in Figure 4.8. These simulation results suggest that a smaller number of subapertures leads to improved performance. As the number of subapertures approaches or exceeds half of the image dimension in azimuth (8 in this experiment), the performance drops considerably. Additional advantages of fewer subapertures are the reduced memory requirement and accordingly shorter processing time.
Figure 4.7: SCR vs. MSE plots for 02 and 04 subapertures.

Figure 4.8: SCR vs. MSE plots for various number of subapertures (02, 04, 08) on a logarithmic scale.
Table 4.2: CPU specifications for SLRSD experiments

<table>
<thead>
<tr>
<th>Processor type</th>
<th>Intel Xeon E5620</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU clock</td>
<td>2.4 GHz</td>
</tr>
<tr>
<td>No. of processors</td>
<td>02</td>
</tr>
<tr>
<td>Memory (RAM)</td>
<td>96 GB</td>
</tr>
<tr>
<td>System type</td>
<td>64-bit</td>
</tr>
<tr>
<td>Operating system</td>
<td>Windows 7 Prof.</td>
</tr>
<tr>
<td>MATLAB version</td>
<td>R2014a</td>
</tr>
</tbody>
</table>

4.3 Processing Time and Memory Usage

For all of our experiments, we have used MATLAB version R2014a. The specifications of the CPU used for our experiments are given in Table 4.2. Our code was not optimized for memory usage and processing time since the main focus was to develop a functional code which implements our proposed algorithm. Further, we focused on numerical simulations and experiments with real SAR data. Code optimization for an improved CPU performance is a possible future work. Moreover, we discuss some possibilities of extending our framework to very large scenes in Chapter 6. Table 4.3 presents the processing times and memory usage with the current version of our code and for various SAR image sizes.

Table 4.3: Processing time and memory usage

<table>
<thead>
<tr>
<th>SAR image size</th>
<th>SLRSD processing time</th>
<th>Memory usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 × 16</td>
<td>2.79 sec</td>
<td>315 KB</td>
</tr>
<tr>
<td>32 × 32</td>
<td>4.63 sec</td>
<td>1.18 MB</td>
</tr>
<tr>
<td>100 × 100</td>
<td>8.49 sec</td>
<td>11.5 MB</td>
</tr>
<tr>
<td>200 × 200</td>
<td>62.04 sec</td>
<td>46.1 MB</td>
</tr>
</tbody>
</table>
Chapter 5

Experiments with EMISAR Data

This chapter describes the experiments with the Danish EMISAR data [54] containing actual moving targets. From a large SAR scene, various moving targets were selected and processed with our proposed framework and the corresponding results are presented. Overall, the performance of our subaperture based LRSD approach was very encouraging in these real SAR experiments.

5.1 About EMISAR

EMISAR was primarily developed for remote sensing applications. It is a fully polarimetric SAR (HH, VH, HV, and VV polarizations) operating in two frequency bands (L and C). Furthermore, it can perform SAR imaging with a 2 m resolution in the slant range and azimuth directions while operating at a flight altitude of 41,000 feet. The swath width at this resolution is around 12 km. Detailed specifications of EMISAR are given in Table 5.1.

The EMISAR data used for our experiments was acquired in C-band (5.3 GHz) from the water/bridge scene Storebaelt, Denmark. The data comprises of all polarizations, however we have used a single channel (HH) for the moving target experiments. The complete SAR image is shown in Figure 5.1 which is colored by the various polarizations. The scene covers a large area most of which consists of sea. There are two land areas on the left and right extremes of the scene which are connected by a bridge. There are numerous boats and ships of various sizes moving in different directions in the sea. We
have selected two regions of interest inside this large scene which are marked by the yellow boxes in Figure 5.1. In the following sections, we would describe the experimental results for different moving objects found in these regions.

Figure 5.1: EMISAR water/bridge scene, Storebaelt, Denmark. Yellow boxes indicate some regions of interest for moving target imaging experiments.
Table 5.1: EMISAR system parameters.

<table>
<thead>
<tr>
<th>System Parameters</th>
<th>C-Band specifications</th>
<th>L-Band specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>5.3 GHz</td>
<td>1.25 GHz</td>
</tr>
<tr>
<td>Output power</td>
<td>2 kW</td>
<td>6 kW</td>
</tr>
<tr>
<td>Pulse length</td>
<td>0.64 - 20 µs</td>
<td>0.64 - 20 µs</td>
</tr>
<tr>
<td>Max. bandwidth</td>
<td>100 MHz</td>
<td>100 MHz</td>
</tr>
<tr>
<td>Antenna gain</td>
<td>27 dBi</td>
<td>18 dBi</td>
</tr>
<tr>
<td>Azimuth beam width (3 dB)</td>
<td>2.4°</td>
<td>10°</td>
</tr>
<tr>
<td>Elevation pattern width</td>
<td>31°</td>
<td>42°</td>
</tr>
<tr>
<td>Polarization</td>
<td>Fully polarimetric</td>
<td>Fully polarimetric</td>
</tr>
<tr>
<td>Resolution in slant range</td>
<td>2, 4 or 8 m</td>
<td>2, 4 or 8 m</td>
</tr>
<tr>
<td>Resolution in azimuth</td>
<td>2, 4 or 8 m</td>
<td>2, 4 or 8 m</td>
</tr>
<tr>
<td>Swath width</td>
<td>12, 24 or 48 km</td>
<td>12, 24 or 48 km</td>
</tr>
<tr>
<td>Flight altitude</td>
<td>Typically 41,000 ft</td>
<td>Typically 41,000 ft</td>
</tr>
</tbody>
</table>
5.2 Moving Target Scene 1 (region-1)

A larger view of region-1 is given in Figure 5.2(a) where a relatively big moving target (ship) is visible close to the bridge. The target appears to have both range and azimuth velocity components since it is heading in a direction which is not parallel to the range or azimuth axis of the EMISAR. The cropped moving target part of the scene is depicted in Figure 5.2(b). On this scene, subaperture based low-rank and sparse decomposition was performed by making four subapertures. The composite subaperture images are presented in Figure 5.3, where a red line has been marked in the center of each image to emphasize the slight movement of the target in various subapertures. Figure 5.4 presents the four sparse subaperture images after the decomposition that contain mostly the moving target’s reflectivity profile. Looking at the sparse subaperture images from bottom to top in Figure 5.4, movement of the target towards left is evident. We have deliberately stretched these images horizontally to pronounce the target’s motion in subaperture images for better visual comprehension.

A full-resolution moving target image was reconstructed and it is shown in Figure 5.5(b). Similarly, the full-resolution background image is given in Figure 5.5(a). These results manifest that most parts of the moving target’s reflectivity profile were extracted as the sparse component. However, some residual stays in the background image which corresponds to the low-rank portions of the overall moving target response.

We have processed the full-resolution background image with the region-enhanced SAR imaging algorithm [13] and the results are presented in Figure 5.5(c). Here, most non-uniformity is removed leading to a smooth image of the stationary background reflectivity. Any suitable type of SAR reconstruction algorithm may be used at this stage depending on the final application. The full-resolution moving target image was processed with SDF and the focused image is shown in Figure 5.5(d). Since it is a bigger target, it consists of multiple strong scatterers which were focused by the SDF and they are more prominent in the output image.
Figure 5.2: (a) A larger view of the moving target scene 1 where a ship is highlighted by a red box. (b) Selected region containing the moving target.
Figure 5.3: Composite subaperture images of the moving target scene 1. (a) Subaperture image 1. (b) Subaperture image 2. (c) Subaperture image 3. (d) Subaperture image 4.
Figure 5.4: Sparse subaperture images of the moving target scene 1. (a) Subaperture image 1. (b) Subaperture image 2. (c) Subaperture image 3. (d) Subaperture image 4.
Figure 5.5: Full-resolution reconstruction results of SLRSD for the moving target scene
1. (a) Full-resolution background SAR image. (b) Full-resolution sparse SAR image. (c) Region-enhanced background SAR image. (d) Sparsity-driven focused SAR image.
5.3 Moving Target Scene 2 (region-2)

As a second part of our EMISAR experiments, we have used region-2 from the overall EMISAR scene shown in Figure 5.1. A magnified view of this area is shown in Figure 5.6(a). There are many small moving targets in this area and we have identified two moving targets with a red box which are lying in a closed vicinity to each other as shown in Figure 5.6(b). Moreover, these targets are mostly moving in the azimuth (horizontal) direction.

A successful decomposition of both moving targets was achieved with our proposed framework. The results are presented in Figure 5.7. The full-resolution background and moving target images are shown in the first row whereas the region-enhanced and SDF focused images are given in the second row of Figure 5.7. Once again, the proposed framework successfully extracts and reconstructs these moving targets despite being smaller in size as compared to the target in scene 1.

Since these targets extend only to a few range bins (vertical direction), we have further analyzed their reflectivity profiles at the various processing stages. In Figure 5.8, some reflectivity plots are shown related to the first moving target (lying in the upper part of Figure 5.7(b)) in scene 2. In particular, these reflectivity profiles correspond to the range bin number 29 of the selected SAR image. In all the plots, we have presented the original composite reflectivity profile along with the other results for comparison purposes. Figure 5.8(a) depicts the low-rank component of the moving target response after SLRSD. The sparse component of the reflectivity profile is given in Figure 5.8(b).

After processing with the SDF, the moving target’s reflectivity profile gets focused and two strong peaks are observable in Figure 5.8(c). Since this moving target was extended in the azimuth direction, the two focused points could correspond to its dominant reflecting parts. Similarly, results for the second moving target (range bin = 94) are presented in Figure 5.9 where a single peak is dominant in the SDF focused component.
Figure 5.6: (a) A larger view of the moving target scene 2, where a region containing two moving targets is highlighted by a red box. (b) Selected part of the SAR image containing the moving targets.
Figure 5.7: Full-resolution reconstruction results for the moving target scene 2. (a) Full-resolution background SAR image. (b) Full-resolution sparse SAR image. (c) Region-enhanced background SAR image. (d) Sparsity-driven focused SAR image.
Figure 5.8: Amplitude reflectivity profiles at various processing stages for the moving target scene 2 (First moving target, range bin = 29). (a) Composite signal (B+S, green) and the Low-rank/background component (blue). (b) Sparse component (black). (c) SDF focused component (blue).
Figure 5.9: Amplitude reflectivity profiles at various processing stages for the moving target scene 2 (Second moving target, range bin = 94) (a) Composite signal (B+S, green) and the Low-rank/background component (blue). (b) Sparse component (black). (c) SDF focused component (blue).
5.4 Moving Target Scene 3 (region-2)

Finally, we have selected another moving target from the region-2 of overall EMISAR scene. It is a large vessel which is heading in a diagonal direction (north-east). The azimuth velocity component of this target is almost opposite to that of the moving target in scene 1 which was heading north-west. The location of this moving target in region-2 is highlighted in Figure 5.10(a) and the selected moving target scene 3 (240 × 240) is shown in Figure 5.10(b).

The four composite subaperture images are shown in Figure 5.11 which were used for the SLRSD processing. A little movement of the moving target in different sub-apertures is noticeable which is sufficient for a successful decomposition of the scene. The conventionally reconstructed full-resolution images of the decomposed background component and the moving target component are shown in Figure 5.12(a) and Figure 5.12(b) respectively.

The region-enhanced reconstruction of the full-resolution background component is given in Figure 5.13(a). Moreover, a point-enhanced reconstruction for the full-resolution moving target image was also carried out. The results are shown in Figure 5.13(b) which is very similar to the full-resolution moving target image except for a small degree of point features improvement. The SDF processed moving target image is shown in Figure 5.14.

5.5 Discussion

EMISAR data contains various sizes of targets that are moving with different velocities and headings. There are several conclusions that could be drawn based on our results with this real SAR data. Firstly, our proposed method extracted and reconstructed moving targets of different sizes. Secondly, these moving targets had different azimuth velocities and they were successfully decomposed as the sparse component. Lastly, we were able to detect moving targets even if they were not exactly heading in azimuth direction (e.g., scene 1 and 3). A very small azimuth component of the overall target velocity vector could be sufficient for a successful SLRSD.
Figure 5.10: (a) A larger view of the moving target scene 3. A large vessel is highlighted by the red box. (b) Selected part of the SAR image containing the moving target.
Figure 5.11: Composite subaperture images of the moving target scene 3. (a) Subaperture image 1. (b) Subaperture image 2. (c) Subaperture image 3. (d) Subaperture image 4.
Figure 5.12: Full-resolution reconstruction results for the moving target scene 3. (a) Full-resolution background image. (b) Full-resolution sparse image which mostly contains the moving target.

Figure 5.13: Point and region enhanced reconstructions for the moving target scene 3. (a) Region-enhanced background image. (b) Point-enhanced moving target image.
Figure 5.14: Sparsity-driven focusing results for the moving target scene 3.
Chapter 6

Conclusions and Future Work

6.1 Conclusions

This thesis contributes to the problem of moving target imaging with SAR by proposing a new approach. In a typical SAR scene, moving targets produce phase errors as compared to the static points. This demands some extra processing for their proper imaging and motion parameter estimation. Nevertheless, the fundamental processing step is the detection of moving targets from a largely static background. Conventional filtering-based techniques for single antenna SAR systems have severe performance limitations. Although multi-antenna SAR systems can produce more robust phase-based detection, generally their cost, size, and complexity are prohibitive.

In this thesis, a moving target imaging approach for SAR has been proposed that employs a subaperture based low-rank and sparse decomposition for the extraction of moving targets from the stationary background. Moving targets in a SAR scene change their position in the various subapertures. This dynamic behavior across subapertures leads to their decomposition as the sparse component. A salient feature of this approach is its capability to reconstruct full-resolution moving target images after the LRSD decomposition. Moreover, this approach extends the applicability of sparsity-driven moving target imaging to very low SCR scenarios with about a 10 dB SCR performance improvement. Additionally, this framework performs very well for the slow moving targets. In our experiments on small scenes, a fewer number of subapertures were preferred for better performance with an added advantage of less memory requirement.
and faster processing time. Experimental results with synthetic and semi-synthetic SAR data demonstrate the potential of our approach. Applicability and performance with real SAR scenes containing actual moving targets is affirmed by experiments with EMISAR data.

### 6.2 Future Work

Several possibilities of future work originate from this research.

- Firstly, the real SAR imagery has some anisotropic components especially in the urban environments where this is more pronounced. A resolution cell in the SAR image is said to have anisotropic behavior if its reflectivity varies with the exposure angle. This behavior can lead to background amplitude variations in the different subaperture images causing the leakage of some background components into the sparse part. Modeling of the anisotropy and its inclusion into the moving target imaging framework is a potential future work.

- We have tuned the regularization parameters $\lambda_b$, $\lambda_s$, and $\lambda_p$ using a trial and error approach. However, in future these parameters could be calculated automatically by mathematical modeling based on signal to clutter ratio, speckle level or some measure of anisotropy in the scene. This may lead to further performance improvement.

- We have observed that the moving target’s reflectivity profiles contains low-rank components as well which are included in the background image as a residual. Modeling of this effect and analysis of its dependence on target velocity and number of subapertures could be carried out in future.

- Inclusion of a motion parameter estimation technique into this proposed framework could be a useful extension. Since most of the phase history information of moving targets is captured by the sparse component, applicability of existing motion parameter estimation approaches could possibly be extended to low SCR scenarios by combining them with the proposed SLRSD framework. Moreover,
the response of moving targets in the subaperture images and decomposed image components after SLRSD could be useful to determine the azimuth velocity of the target.

- Application of our proposed moving target imaging framework to very large SAR scenes could be an interesting work. Moreover, considering the availability of low-cost parallel processing hardware, reformulation of our method for a parallel implementation could be a useful direction to work on. In this regard, there could be two approaches: 1) A windowing based processing where a very large SAR scene is partitioned into a number of small images each of which is processed by a separate processor in parallel, and 2) A region of interest based approach which processes only selected areas of the scene with our proposed framework where the moving targets are more probable to be found. Examples of such regions include train tracks, highways, and sea routes.
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