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Abstract

Unmanned aerial vehicles (UAVs) have become an indispensable part of
many military and civilian applications. The popularity of these vehicles
have led to a demand for novel mechanical con�gurations and controllers
which are adaptable for the requirements of the desired tasks.

In this thesis, a nonlinear hierarchical adaptive controller is proposed for
the control of a quad tilt-wing unmanned aerial vehicle (SUAVI: Sabanci
University Unmanned Aerial Vehicle). SUAVI can take-o� vertically as a
helicopter and �ies like a �xed-wing airplane during the long duration �ights
for power e�ciency. In order to compensate for the uncertainties such as
moment of inertia changes during the transition from vertical mode to hori-
zontal mode and aerodynamic disturbances an adaptive controller framework
is proposed.

In the outer loop of the hierarchical control, a model reference adaptive
controller with robustifying terms creates required forces to track the refer-
ence trajectory and in the inner loop a nonlinear adaptive controller tracks
the desired attitude angles to achieve these forces. The proposed controller
is applied to a high �delity UAV model in the presence of uncertainties,
wind disturbances and measurement noise. A structural failure is introduced
which results in sudden actuator power drops, mass, inertia and center of
gravity changes. Performance of the proposed controller is compared with
the feedback linearized �xed controller used in earlier studies.
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Dört Rotorlu Döner-Kanat bir �nsans�z Hava Arac�n�n

Do§rusal Olmayan Hiyerar³ik Uyarlan�r Denetimi

Ahmet Eren Demirel

ME, Master Tezi, 2015

Tez Dan�³man�: Prof. Dr. Mustafa Ünel

Anahtar Kelimeler: Dört Rotorlu Dört-Kanat �nsans�z Hava Arac�,

Do§rusal Olmayan Denetim, Geribeslemeli Do§rusalla³t�rma, Model

Tabanl� Uyarlan�r Denetim

Özet

�nsans�z hava araçlar� (�HA'lar) birçok askeri ve sivil uygulaman�n vazge-
cilmez bir parças� olmu³tur. Bu araçlar�n popülaritesi tan�mlanan görevin
gerekliliklerine göre uyabilen yeni mekanik yap�lar ve denetleyiciler için talep
olu³mas�na neden olmu³tur.

Bu tezde, dört rotorlu döner-kanat bir �HA'n�n (SUAVI: Sabanc� Üniver-
sitesi �nsans�z Hava Arac�) denetlenmesi için hiyerar³ik uyarlan�r bir denet-
leyici sunulmu³tur. SUAVI, helikopter gibi dikey kalk�³ yapabilir ve uzun
süreli uçu³larda güç verimlili§i için sabit-kanat bir uçak gibi uçabilir. Dikey
durumdan yatay duruma geçerken olu³an atalet momentleri de§i³iklikleri ve
aerodinamik d�³ bozucular gibi belirsizlikleri tela� etmek için uyarlan�r bir
denetleyici sunulmu³tur.

Kontrolcü hiyerar³isinin d�³ döngüsünde güçlendirmi³ terimli model ta-
banl� uyarlan�r bir denetleyici referans yörüngeyi takip etmek için gereken
kuvvetleri olu³turur ve iç döngüsünde do§rusal olmayan uyarlan�r bir denet-
leyici bu kuvvetleri olu³turmak için istenilen durum aç�lar�n� takip eder.
Sunulan denetleyici belirsizlikleri, rüzgar bozucular� ve ölçüm gürültüleri
yüksek do§ruluk derecesine sahip bir �HA modeline uygulanm�³t�r. Ani ey-
leyici güç dü³ümlerine, kütle, atalet ve a§�rl�k merkezi de§i³imlerine sebep
olan yap�sal bir bozukluk uygulanm�³t�r. Sunulan denetleyicinin performans�
önceki çal�³malarda kullan�lan sabit geribeslemeli denetleyicinin performan-
s�yla kar³�la³t�r�lm�³t�r.
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Chapter I

1 Introduction

Robot arms, or manipulators, are the key parts of the industrial manufac-

turing since they can perform repetitive tasks such as painting, grinding and

spot welding with great speed and accuracy. They are bolted to a speci�c po-

sition in the assembly line and work in an engineered environment. Their lack

of mobility represents a disadvantage for some of the robotic applications.

Mobile robots overcome this incompetency with their di�erent kinds of lo-

comotion capabilities such as �ying, walking, running and swimming. They

can be classi�ed by the environment in which they move. For instance,

land robots or usually referred as Unmanned Ground Vehicles (UGVs) use

wheeled, legged or tracked locomotion. Google's self-driving car [1], Big

Dog [2], which is a four-legged robot or a quadruped, and Black Knight [3],

which is a combat UGV, are the examples of wheeled, legged and tracked

robots, respectively. Additionally, Autonomous Underwater Vehicles (AUVs)

operates under water such as Seaglider [4] which is an autonomous underwa-

ter vehicle for oceanographic vehicle.

Aerial exploration is crucial for most of the military, reconnaissance and

rescue applications. Therefore aerial mobile robots, which are usually re-

ferred as Unmanned Aerial Vehicles (UAVs), have become an indispensable

part of many military and civilian applications. UAVs usually perform tasks

that are dangerous and expensive for a manned airplane. Additionally they

do not require a cockpit, thus they are usually lighter with respect to tradi-

tional aerial vehicles. This leads to a decrease of manufacturing and opera-



tional costs. Moreover, they can endure large amount of g-forces caused by

sudden manoeuvres.

UAVs can be utilized in a variety of military and civilian applications

such as

• Tactical reconnaissance, surveillance and operational support [5].

• Border patrols, law enforcement, monitoring tra�cking [6].

• Observation of power lines, bridges and domes [7].

• Inspection of oil and gas pipelines [8].

• Landmine detection, operation in disaster zones [9].

• Search and rescue operations [10].

• Monitoring and control of transportation lines [11].

• Crop yield prediction, drought monitoring, spraying of pesticides [12].

• Forest monitoring, �re detection and �re�ghting [13].

• Archaeological prospecting [14].

• Environmental and climate research [15].

• Unmanned airshipping, postal delivery [16].

Due to their extensive application areas various types of UAVs have been

produced. They can be categorized based on weight, endurance, operational

altitude and mechanical con�gurations. Fixed, rotary, �apping wing and

hybrid designs [17] can be referred as main categories based on mechanical

con�gurations (see Fig. 1.1 for some examples). Fixed wing UAVs require

2



a runway to take-o� and landing, or catapult launching. Generally they

have long endurance and can �y at high cruising speeds. Rotary-wing UAVs,

which are also called rotorcraft UAVs, have the capability of hovering and

high maneuverability. Flapping-wing UAVs have �exible and morphing wings

which are inspired by birds and insects such as hummingbird and hawkmoth.

There are also hybrid con�gurations which will be discussed with more details

in Chapter 2.

(a) (b) (c)

Figure 1.1: (a) Ultra Stick 25e �xed-wing UAV [18], (b) A rotary-wing UAV
platform with VICON markers [19], (c) First-insect scale �apping wing UAV
[20].

Another comprehensive categorization is suggested by Unmanned Vehicle

System (UVS) International [21]. According to this classi�cation tactical,

strategic and special task UAVs constitute main categories. Tactical UAVs

cover a range from Micro Aerial Vehicles (MAVs), which weighs less than 5

kg, to Medium Altitude Long Endurance (MALE) UAVs, that usually weighs

around 1000 to 1500 kg. Strategic UAVs are bigger than the tactical ones and

they weigh more than 2500 kg. Last category is solely formed by military

UAVs such as combat and decoy UAVs.

3



1.1 Thesis Contributions and Organization

The contributions of the thesis can be summarized as follows:

• A high �delity model of a novel quad-tilt wing UAV, which is called

SUAVI (Sabanci University Unmanned Aerial Vehicle), is developed

where

� Uncertainties which result from a combination of wing asymmetry,

component failure and unexpected damages are quanti�ed,

� The e�ect of wing angle evolution during the transition phase on

plant dynamics is modeled,

� A unique reference trajectory is generated to test the proposed

model.

• A nonlinear hierarchical adaptive controller is proposed where each

controller is computationally cheap, both the overall hierarchical frame-

work and individual controllers are easy to implement and no lineariza-

tion is needed in plant dynamics.

• Simulation results that compare performance of the proposed adaptive

controllers with the feedback linearization controller that was also used

in [22] with the presence of component failure, wind disturbance and

sensor noise.

Organization of the paper is as follows:

In Chapter II a literature survey is provided regarding hybrid wing UAVs

and variety of �ight controller approaches that are applied to control UAVs.

4



Chapter III develops the full nonlinear dynamic model of SUAVI including

uncertainties such as principal moments of inertias and mass changes emanat-

ing from unexpected failures and evolution of wing angles during transition.

A �ight reference trajectory is generated to test the proposed controllers.

In Chapter IV a hierarchical nonlinear controller approach, which can

adapt its parameters online, is developed. In the proposed controller ap-

proach a Model Reference Adaptive Controller provides the reference attitude

angles for the lower level nonlinear adaptive controller.

Simulation results are provided in Chapter V which includes a compari-

son between the feedback linearization approach and the proposed nonlinear

adaptive controller approach for three di�erent �ight scenarios. First sce-

nario includes a component failure and actuator uncertainties; in the second

scenario a wind disturbance is added to the �rst scenario, and in the third

scenario sensor measurement noises are also added to the second scenario.

Chapter VI concludes the thesis with several remarks and indicates pos-

sible future directions.

1.2 Publications

The following papers are produced during my MS thesis work.

• Adaptive Nonlinear Hierarchical Control of a Quad Tilt-Wing UAV, Y.

Yildiz, M. Unel, A. E. Demirel, ECC' 15: European Control Confer-

ence, Linz, Austria, July 15-17, 2015.

• Nonlinear Hierarchical Control of a Quad-Tilt-Wing UAV: An Adaptive

Control Approach, Y. Yildiz, M. Unel, A. E. Demirel, IEEE Transac-

tions On Control Systems Technology, 2015. (Submitted)
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• Modeling, Control and Simulation of a Prototype Ornithopter, A. E.

Demirel, M. Unel, TOK' 14: Turkish Automatic Control Conference,

Kocaeli, Turkey, 2014.
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Chapter II

2 Related Work

An extensive literature survey about hybrid wing UAVs and �ight control

systems of autonomous unmanned aerial systems will be presented in Section

2.1 and 2.2, respectively.

2.1 Hybrid-Wing UAVs

Hybrid-wing UAVs combine the advantages of rotary and �xed wing

UAVs. They have the rotary wing UAVs' ability of vertical take-o� and land-

ing (VTOL); therefore, they do not need a runway. Additionally, after their

take-o� they can change their wing con�guration and �y for extended period

of time with high speeds. Tilt-rotor UAVs are a subclass under the hybrid-

wing UAVs which constitute the characteristic of e�cient energy use [23,24].

Dual-tilt rotor and dual-tilt wing UAVs can be found in this sub-class (Fig.

2.1). However, they are sensitive to rotor malfunctions and for longitudinal

motion they need the complex rotor pitch mechanism such as a swash plate.

The GL-10 prototype tilt-wing UAV [27] was developed at NASA Langley

Research Center (See Fig. 2.2). It weighs 60 lbs with a 10.5 ft wingspan and

since it has 10 rotors, it is more reliable for rotor malfunctions with respect

to the dual-tilt wing counterparts. It is still an ongoing project which aims

to develop a long endurance (approximately 24 hours of cruise �ight) and

fully autonomous UAV.

Quad�Tilt Wing (QTW) UAVs form another category which have a tan-

dem wing con�guration with four propellers, each mounted on middle of the

7



(a) (b)

Figure 2.1: (a) Flight test of small scaled tilt-rotor UAV [25], (b) Dual tilt
wing UAV HARVee [26].

(a) (b) (c)

Figure 2.2: CAD models showing (a) vertical and (b) transition modes and
prototype aircraft in (c) horizontal mode.

front and rear wings. Thanks to their additional two wings, they do not show

the disadvantage of cyclic control requirements that can be encountered in

dual tilt-rotors. There are three �ight modes of a QTW UAV; (1): vertical

mode where UAV has the capability of VTOL, (2): horizontal mode where it

can �y like a �xed-wing UAV and this mode is suitable for long-distance, en-

ergy e�cient �ight, (3): transition where UAV changes its wing con�guration

from vertical to transition and vice-versa.

Various research groups have been working on QTW UAVs. Muraoka

et al. [28] constructed and tested a proof-of-concept QTW UAV which is

8



remotely controlled with an RC system by a pilot (Figure 2.3 (a)). They also

investigated the transition mode of the QTW [29]. Suzuki et al. [30] designed

a model-based attitude controller of a QTW UAV and its e�ectiveness was

validated by �ight experiments. SUAVI [22, 31�35] is another example that

was designed, manufactured and �ight tested at Sabanci University, which

will be discussed in more detail in Chapter 3.

(a) (b)

Figure 2.3: Examples of QTW UAVs

2.2 UAV Flight Control Systems

The main challenges that make the control of tilt-wing UAVs a di�cult

task which requires advanced controllers are: (1) the coupling between the

translational and rotary motions, (2) highly nonlinear multi-input multi-

output system dynamics, (3) various uncertainty sources as in the work of

Dydek et al. [36]. These authors introduced a propeller cut during the �ight

which results in the loss-of-thrust. In addition, unpredictable damages and

actuator malfunctions can be possible uncertainty sources. A rich literature

exists on the closed loop control of UAVs o�ering a variety of controllers to

handle these changes. A comprehensive literature survey about the guidance,
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navigation and control of rotary UAVs can be found in [37] and in this survey

�ight control systems are classi�ed as:

• Linear �ight control systems.

• Model-based nonlinear controllers.

• Learning-based �ight controllers.

Flight controllers will be discussed based on this classi�cation below.

2.2.1 Linear Flight Control Systems

Some examples of controllers proposed in the literature are PID type. PID

technique which utilizes simpli�ed dynamics and LQ based control approach

based on a complete model of an autonomous UAV is proposed in [38]. In

the work of Pounds et al. [39], dynamic load disturbances were introduced by

instantaneously payload mass to small-scale UAV helicopters and quadrotors

and these disturbances were compensated with a PID. PID controllers were

also used in �ight simulations that were done in the context of OS4 project

which was initiated in Autonomous System Laboratory (EPFL) to design a

fully autonomous UAV [40]. Furthermore, position control of the STARMAC

(Stanford Testbed of Autonomous Aircraft for Multi-Agent Control) quadro-

tor helicopter was achieved by PID [41]. There are also PD2 controllers where

a proportional and two derivative actions were used [42].

Linear-quadratic regulator (LQR) or linear-quadratic gaussian (LQG) is

also a widely used optimal control technique which has been applied to vari-

ous UAVs. On a simpli�ed quadrotor model, the LQR was used to track the

reference trajectory in the presence of disturbances [43]. The LQR was also

10



implemented in MIT Real-Time Indoor Autonomous Vehicle Test ENviron-

ment's (RAVEN) quadrotors, to optimize the vehicle's hover capabilities [44].

Besides, an LQR controller was used to stabilize the right hand poles of a

Yamaha RMAX helicopter system [45]. Here a feedback linearization con-

troller was used to linearize the system and PID controllers were used for

trajectory tracking.

The H∞ approach is a model based robust control method. Civita et

al. [46] implemented a gain scheduled H∞ loop shaping controller to test

�ight of a Yamaha R-50 robotic helicopter. Besides, a robust H∞ control for

muFly, which is a coaxial helicopter with a mass of 95 g, was designed and its

attitude and heave control have been tested [47]. Furthermore, Gadewadikar

et al. [48] presented an H∞ approach for helicopter control and disturbance

accommodation.

In gain scheduling approach, a nonlinear model of UAV is linearized about

one or more operating points. Then linear controllers provide satisfactory

control around each operating point. A gain-scheduled PID control (GS-PID)

was investigated in the presence of fault(s) in one or more actuator during

the �ight and experimentally tested on a Qball-X4 quadrotor [49]. In the

method of Gillula et al. [50], the behavior of the system was approximated as

a collection of simpli�ed hybrid modes, which represent a particular operating

regime de�ned by a region of the state space. Linear control tools were then

used to design control laws and to construct aggressive manoeuvres, such as

a back�ip on a STARMAC quadrotor.
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2.2.2 Model-based Nonlinear Controllers

Feedback linearization is a widely used technique which transforms the

variables of the system into a new coordinate system, where dynamics are

linear. It achieves exact state transformation rather than linear approxima-

tions. Dynamic inversion is a speci�c case of feedback linearization where

the nonlinear plant dynamics are inverted and used as feedback. Helicopter

controller design based on input-output linearization was performed by Koo

and Sastry [51]. They showed that input-output linearization results in un-

stable zero dynamics. Voos [52] used a nested quadrotor control structure,

which consists of velocity and attitude control. Attitude control problem was

solved with a feedback linearization approach and for velocity control a pro-

portional controller was used. Peng et al. [53] proposed a hierarchical control

for the autonomous �ight of a UAV helicopter which consists of a composite

nonlinear feedback control for the inner loop and dynamic inversion for the

outer loop. A commercial Raptor 90 helicopter was able to achieve take-o�,

hovering and landing with the proposed controller.

Feedback linearization techniques can be vulnerable to uncertainties and

modeling errors. Adaptive control techniques o�er a robust solution for the

unknown or change in time system parameters. Since the adaptation mech-

anism updates the parameters of the adjustable controller and generates

an auxiliary control to maintain the performance [54]. A feedback lineariz-

ing nonlinear adaptive controller was designed for multiple UAV formation

�ight [55]. In addition, variable-structure and a parametric identi�cation

approaches were combined in an adaptive control law for an autopilot of the

UAV [56]. In order to overcome the sensor noise and modeling uncertainties of

a quadrotor helicopter, an adaptive sliding mode controller approach was pre-
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sented in [57]. Generally sliding mode controllers use large control inputs to

overcome various uncertainties, however with the proposed approach control

inputs do not reach large magnitudes. In [58] a direct approximate-adaptive

control, using cerebellar model articulation controller (CMAC) approach was

used on a quadrotor helicopter and uniform ultimate boundedness of all sig-

nals was ensured with a Lyapunov stability proof. In the work of Palunko

and Fierro [59], an adaptive controller based on output feedback linearization

was used to compensate the dynamic changes in center of gravity (CoG). In

the �rst stage a cascade PD controller was implemented but it could not

stabilize the system due to uncertain center of gravity changes. Therefore

an adaptive feedback linearization controller was used and its stability was

proven with Lyapunov theory.

Model Predictive Control (MPC) approach uses an explicit model of the

plant to predict the future evolution of the plant to optimize the control in-

puts. A �ight control system based on a nonlinear MPC was used in [60] to

avoid input/output saturation over the �ight envelope. The controller was

validated with experimental results which consist of way-point navigation,

pursuit-evasion game and tracking of a moving target. Shim, Kim and Sas-

try [61] presented a nonlinear model predictive control (NMPC) for multiple

autonomous UAVs. In their framework, collision avoidance in a dynamic

complex three-dimensional space has also been considered. The NMPC ap-

proach was also used in [62] as a high level controller of a �xed wing UAV.

The performance of the approach was tested through hardware in the loop

simulations.

Backstepping is a recursive control methodology which describes some of

the state variables as virtual controls. Then, intermediate control laws are
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designed for these virtual controls [63]. In order to achieve global asymptotic

stability a backstepping controller was designed for a generic quadrotor UAV

model in [64]. The controller was designed speci�cally for the hovering con-

dition of the UAV in the presence of reduced actuation and turbulent gust

disturbances. There are also experimental works of backstepping approach:

A novel backstepping landing controller was �ight tested on a commercial

EAGLE helicopter [65]. An innovative extension was applied to backstep-

ping which is a correction control to compensate for the �apping and servo

dynamics. Furthermore, in the work carried by Lee et al. [66], an exponen-

tially stable backstepping controller was applied on a quadrotor UAV and

tested experimentally. In this work UAV tracks the trajectory of the Carte-

sian virtual point which is teleoperated over the internet.

2.2.3 Learning-based Flight Controllers

Fuzzy logic control (FLC) is one of the learning-based controller which

has been succesfully applied to variety of unmanned aerial systems. The main

idea of FLC is designing a controller based on human operator experience

with a collection of fuzzy control rules. Sugeno et al. [67] designed a FLC

to control an unmanned helicopter. Expert knowledge and training data

was used to generate fuzzy rules base and the proposed approach was �ight

tested on a Yamaha R-50 helicopter. The later successfully executed hovering

and forward �ight with voice activated commands. On a full scale UH1-H

helicopter a fuzzy logic controller was implemented in [68]. Individual fuzzy

logic controllers were used for a set of tasks that are necessary to �y the

aircraft and a genetic algorithm set the rules for the each FLC. Furthermore,

in a recent study of Santos et al. [69] a PID-like fuzzy intelligent control
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approach was proposed for a quadrotor. Decisions of the controller is based

on four motions of a quadrotor, which are height, pitch, roll and yaw.

Arti�cal neural networks (ANN) consist of statistical learning models

which are inspired by human brain. Kim and Calise [70] developed a neural-

network based �ight controller. They used the neural networks to represent

the nonlinear inverse transformation needed for feedback linearization. In

another approach developed by Buskey et al. [71], ANN generated hover

commands for an autonomous helicopter by using the data obtained from

inertial navigation system (INS) and these commands manipulated the ser-

vos. INS to actuator relation is learned with a feedforward network using

the back propagation regime. A �nite impulse response (FIR) approximator,

which approximates the response of a PIλDµ controller, is trained with neural

networks in [72]. This controller implemented on a quadrotor UAV with a

promising tracking results.

Human based learning approach is also promising for UAV control. Gavri-

lets et al. [73] collected input/output data from a human operated helicopter

to determine intuitive control strategies. The aim of this study was to extract

input sequences that a human pilot uses to perform aggressive manoeuvres

with the MIT's Xcell-60 helicopter. The intuition that was developed with

this paper was used in [74] for the automotic execution of maneuvers that is

inspired by the human pilot. This controller was �ight tested with aggressive

maneuvers such as hammerhead and 360◦ axial roll.
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Chapter III

3 Mathematical Model of SUAVI

SUAVI is a novel tandem wing QTWUAV. It is a highly coupled nonlinear

system, which changes its wing angles during the �ight (Fig. 3.1). Evolution

of wing angles a�ects the model signi�cantly due to the change of moment

of inertias, lift and drag forces.

Figure 3.1: SUAVI in di�erent wing con�gurations; (Left) Horizontal, (Mid-
dle) Transition, (Right) Vertical [75].

Nonlinear dynamics of the SUAVI are described in this chapter. Addi-

tionally, a reference �ight trajectory and an example scenario are generated

to test the proposed controllers developed in Chapter III. According to the

test scenario a failure occurs at the right wings during the horizontal �ight.

Hence, evolution of principal moment of inertias and mass due to this failure

and change of wing angles are examined. Besides, center of gravity variation

due to failure is also taken into account.
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3.1 System Model

In deriving dynamical model of the aerial vehicle the following assump-

tions are made:

• The aerial vehicle is a 6 DOF rigid body.

• Downwash e�ect of the front wings on the rear wings is neglected.

• Same angles for the front and rear wings are used.

World W : (Ow, xw, yw, zw) and body B : (Ob, xb, yb, zb) reference frames

are utilized in order to model the aerial vehicle (see Fig. 3.2).

Figure 3.2: Coordinate frames, forces and momets on SUAVI.

UAV's attitude and its time derivative in the world frame are de�ned as

αw = [φ, θ, ψ]T , Ωw = α̇w = [φ̇, θ̇, ψ̇]T (1)

where φ, θ and ψ are roll, pitch and yaw angles, respectively.
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Position and linear velocity of the vehicle's center of mass in the world

frame are de�ned as

Pw = [X, Y, Z]T , Vw = Ṗw = [Ẋ, Ẏ , Ż]T (2)

The orientation of the body frame with respect to the world frame is

de�ned by the Rwb(φ, θ, ψ) rotation matrix where

Rwb(φ, θ, ψ) =


cψcθ sφsθcψ − cφsψ cφsθcψ + sφsψ

sψcθ sφsθsψ + cφcψ cφsθsψ − sφcψ
−sθ sφcθ cφcθ

 (3)

For simplicity, in this and the following equations c(.) and s(.) denote

cos(.) and sin(.), respectively. Linear velocity transformation between the

world and the body frames is given as

Vb =


vx

vy

vz

 = RT
wb(φ, θ, ψ) ·


Ẋ

Ẏ

Ż

 = Rbw(φ, θ, ψ) · Vw (4)

The following transformation gives the relationship between p, q, r which

are angular velocities around x, y, z axis of the vehicle and the time derivative

of the attitude angles:

Ωw = E−1(αw)Ωb = B(αw)


p

q

r

 (5)
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where E is the velocity transformation matrix and B is inverse of the velocity

transformation. E is given as

E(αw) =


1 0 −sθ
0 cφ sφcθ

0 −sφ cφcθ

 (6)

Overall dynamics equations of the system are given asmI3x3 03x3

03x3 Ib

V̇w
Ω̇b

+

 0

Ωb × (IbΩb)

 =

Ft
Mt

 (7)

where m and Ib are mass and moment of inertia matrix in body frame,

respectively. Vw is the linear velocity in the world frame and Ωb is the angular

velocity in the body frame. Ft andMt are the net forces and moments applied

on the UAV.

The net force acting on the system Ft consists of the motor thrusts Fth,

aerodynamic forces Fw, gravity on the UAV Fg and external disturbances Fd

such as winds. These forces are transformed to the world frame as follows:

Ft = Rwb(Fth + Fw + Fg + Fd) (8)

where motor thrust forces Fth are de�ned as

Fth =


cθ1 cθ2 cθ3 cθ4

0 0 0 0

−sθ1 −sθ2 −sθ3 −sθ4



kω1

2

kω2
2

kω3
2

kω4
2
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where i = 1, 2, 3, 4 and θi denotes wing angles with respect to body (See Fig.

3.2). Motor thrusts are modeled as

Fi = kω2
i (9)

where k is the motor thrust constant and ωi is the each rotor's rotational

speed. For simplicity, all of the wings are tilted together, leading to the

relations θ1 = θ2 = θ3 = θ4.

Wing forces Fw is denoted as

Fw =


(F 1

D + F 2
D + F 3

D + F 4
D)

0

(F 1
L + F 2

L + F 3
L + F 4

L)


Lift forces F i

L(θi, vx, vz) and drag forces F i
D(θi, vx, vz) are functions of linear

velocities vx and vz, and the wing angle of attacks θi. These functions are

given as 
F i
D

0

F i
L

 = R(θi − αi)


−1

2
cD(αi)ρAv

2
α

0

−1
2
cL(αi)ρAv

2
α

 (10)

where ρ is the air density, A is the wing planform area, R(θi − αi) is the

rotation matrix for the rotation around y axis that decomposes the forces on

the wings onto the body axes. De�ning β = θi − αi, R(β) becomes

R(β) =


cβ 0 sβ

0 1 0

−sβ 0 cβ

 (11)
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vα is the airstream velocity which is de�ned by

vα =
√
v2x + v2z (12)

where vx and vz are UAV's velocities along X and Y of the body coordinate

frame. αi is the e�ective angle of attack (Fig. 3.3) which is de�ned as

αi = θi − (−atan2(vz, vx)) (13)

CL and CD are the lift and drag coe�cients, respectively, which are obtained

Figure 3.3: E�ective angle of attack, αi.

from wind tunnel tests' data [76]. Cubic polynomial curves were �tted to lift

and drag coe�cient data which are shown in Figure 3.4 and expressed in

equations (14) and (15).

CL(αi) = −3α4
i + 9.6α3

i − 11α2
i + 5.4αi + 0.0013 (14)

CD(αi) = −0.52α3
i + 1.1α2

i + 0.23αi + 0.012 (15)
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Figure 3.4: Cubic polynomial curve �tting to the lift and drag coe�cients'
wind tunnel data.

The total moment Mt can be de�ned as:

Mt = Mth +Mw +Mgyro +Md (16)

where Mth is the moments generated by the rotors:

Mth = ls


sθ1 − λ1

ls
cθ1 −sθ2 − λ2

ls
cθ2 sθ3 − λ3

ls
cθ3 −sθ4 − λ4

ls
cθ4

ll
ls
sθ1

ll
ls
sθ2 − ll

ls
sθ3 − ll

ls
sθ4

cθ1 + λ1
ls
sθ1 −cθ2 + λ2

ls
sθ2 cθ3 + λ3

ls
sθ3 −cθ4 + λ4

ls
sθ4



kω1

2

kω2
2

kω3
2

kω4
2
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Mw is the moments generated by the aerodynamic forces:

Mw =


ls(F

1
L − F 2

L + F 3
L − F 4

L)

ll(F
1
L + F 2

L − F 3
L − F 4

L)

ls(−F 1
D + F 2

D − F 3
D + F 4

D)


Mgyro is the moments produced by the gyroscopic e�ects of the propellers:

Mgyro =
4∑
i=1

Jprop[ηiΩb ×


cθi

0

−sθi

ωi]

Md is the moments due to the external disturbances.

In these expressions, ls and ll denote the rotor distance to center of gravity

along y and x axis, respectively. Jprop is the rotational inertia of the rotors

about their rotation axes and η(1,2,3,4) = 1,−1,−1, 1. The rotor reaction

torques are modeled as

Ti = λikω
2
i (17)

where λi are torque/force ratios. For clockwise rotating propellers, λ2,3 = −λ

whereas for counterclockwise rotating propellers λ1,4 = λ.

Using vector-matrix notation, (7) can be written as follows:

Mζ̇ + C(ζ)ζ = G+O(ζ)ω + E(ξ)ω2 +W (ζ) +D(ζ, ξ) (18)

where ζ = [Ẋ, Ẏ , Ż, p, q, r]T and ξ = [X, Y, Z, φ, θ, ψ]T . M , the inertia ma-

trix, C, Coriolis-centripetal matrix and G, the gravity term, are given as
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follows:

M =

mI3x3 03x3

03x3 diag(Ixx, Iyy, Izz)

 (19)

C(ζ) =



0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 Izzr −Iyyq

0 0 0 −Izzr 0 Ixxp

0 0 0 Iyyq −Ixxp 0


(20)

G =
[
0 0 mg 0 0 0

]T
(21)

where Ixx,Iyy and Izz are the moments of inertia of the aerial vehicle around

its body frame axes.

O(ζ)ω = Jprop


03×1

∑4
i=1[ηiΩb ×


cθi

0

−sθi

ωi]

 (22)

Lift and drag forces produced by the wings and the resulting moments due
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to these forces for di�erent wing angles are de�ned as

W (ζ) =



Wx

Wy

Wz

0

Wt

0


=



Rwb


F 1
D + F 2

D + F 3
D + F 4

D

0

F 1
L + F 2

L + F 3
L + F 4

L


0

ll(F
1
L + F 2

L − F 3
L − F 4

L)

0


(23)

Wx,Wy andWz are aerodynamic forces alongX, Y, Z axis of world coordinate

frame and Wt is the moment produced by aerodynamic forces around Y axis

of body �xed coordinate frame.

When aerodynamic downwash e�ects of the front wings on the rear wings

are neglected and same angles are used for front and rear wings, system

actuator vector, E(ξ)ω2, can be given as

E(ξ)ω2 =



(cψcθcθf − (cφsθcψ + sφsψ)sθf )u1

(sψcθcθf − (cφsθsψ − sφcψ)sθf )u1

(−sθcθf − cφcθsθf )u1

sθfu2 − cθfu4
sθfu3

cθfu2 + sθfu4


(24)

where θf denotes the front wing angle. Control inputs u1, u2, u3 and u4 in

(24) are given as:

u1 = k(ω2
1 + ω2

2 + ω2
3 + ω2

4) (25)

u2 = kls(ω
2
1 − ω2

2 + ω2
3 − ω2

4) (26)
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u3 = kll(ω
2
1 + ω2

2 − ω2
3 − ω2

4) (27)

u4 = kλ(ω2
1 − ω2

2 − ω2
3 + ω2

4) (28)

In light of equation (18) dynamics of the aerial vehicle can be written as

Ẍ =
1

m
[(cψcθcθf − (cφsθcψ + sφsψ)sθf )u1 +Wx]

Ÿ =
1

m
[(sψcθcθf − (cφsθsψ − sφcψ)sθf )u1 +Wy]

Z̈ =
1

m
[(−sθcθf − cφcθsθf )u1 +mg +Wz]

ṗ =
u2
Ixx

+
Iyy − Izz
Ixx

qr − Jprop
Ixx

qωpsθf

q̇ =
u3
Iyy

+
Izz − Ixx
Iyy

pr +
Jprop
Iyy

(psθf + rcθf )ωp +Wt

ṙ =
u4
Izz

+
Ixx − Iyy
Izz

pq − Jprop
Izz

qωpcθf (29)

where ωp = ω1 − ω2 − ω3 + ω4.

In order to design attitude controllers, attitude dynamics of the UAV

should be expressed in world coordinate frame. The attitude dynamics of

the UAV in body �xed coordinate frame is given in Eqn. (7) as:

Ω̇b = I−1b (−Ωb × (IbΩb) +Mt) (30)

and the derivative of Eqn. (5) is

Ω̇w = ḂΩb + BΩ̇b (31)
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By using Eqn. (5) and substituting Eqn. (30) into Eqn. (31), the following

equation is obtained

Ω̇w = ḂEΩw − BI−1b (EΩw × IbEΩw) + BI−1b Mt (32)

Multiplying both sides of Eqn. (32) by the matrix M(αw) = ET IbE and using

the fact Ė = −EḂE, the following equation is obtained:

M(αw)Ω̇w = −ET IbĖΩw − ET (EΩw × IbEΩw) + ETMt (33)

Coriolis terms in above equation can be written with a C matrix as

C(αw,Ωw) = ET IbĖ + ETS(EΩw)IbE

where S(.) is the skew-symmetric matrix that replaces the cross-product. The

attitude dynamics expressed in the world frame can be written as follows

M(αw)Ω̇w + C(αw,Ωw)Ωw = ETMt (34)

The modi�ed inertia matrix M(αw) in (34) is given as

M(αw) =


Ixx 0 −Ixxsθ
0 Iyyc

2
φ + Izzs

2
φ M23

−Ixxsθ M23 M33

 (35)
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where,

M23 = Iyycφsφcθ − Izzcφsφcθ (36)

M33 = Ixxs
2
θ + Iyys

2
φc

2
θ + Izzc

2
φc

2
θ (37)

and the Coriolis Matrix, C(αw,Ωw) is given as

C(αw,Ωw) =


0 C12 C13

Ixxd Iyyf + Izzg C23

Ixxe Iyyh+ Izzk C33

 . (38)

In (38), Cijs are de�ned as

C12 = −Iyys3cφ − Izzs2sφ (39)

C13 = −Ixxcθθ̇ − Iyys3sφcθ + Izzs2cφcθ (40)

C23 = Ixxmm+ Iyyn+ IzzP (41)

C33 = IxxQ+ IyyR + Izzε, (42)

where,

s1 = φ̇− sθψ̇, s2 = cφθ̇ + sφcθψ̇, s3 = −sφθ̇ + cφcθψ̇,

d = s3cφ + s2sφ, e = s3sφcθ − s2cφcθ, f = −sφφ̇cφ − s1cφsφ,

g = s1sφcφ + cφφ̇sφ, mm = −s3sθcφ − s2sθsφ, a = cφφ̇cθ − sφsθθ̇,

n = acφ − s1s2φcθ, b = −sφφ̇cθ − cφsθθ̇, P = −s1c2φcθ − bsφ,

h = s3cφsθ − s2φφ̇cθ + s1c
2
φcθ, k = s2sφsθ + s1s

2
φcθ − c2φφ̇cθ,

ε = −s2cφcθsθ − s1cφc2θsφ + bcφcθ, Q = cθθ̇sθ − s3sθsφcθ + s2sθcφcθ,

R = s3sφcθsθ + asφcθ + s1sφc
2
θcφ.
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3.2 Example Flight Scenario

To analyze the behavior of the tilt-wing UAV during vertical, horizon-

tal and transition modes, a �ight scenario is created as shown in Fig. 3.5.

According to the scenario:

1. The UAV takes o� vertically with 90o wing angles (0s - 10s).

2. After reaching a desired altitude it changes its wing angles to 20o (10s

- 20s).

3. Then, it �ies in horizontal mode for about 650 meters (20s - 65s).

4. During level �ight, two batteries, wing lower covers and winglets fall,

all from the right wings (At t = 61 s).

5. After level �ight it changes its wing angles back to 90o, while slowing

down (65s - 100s).

6. Then, it lands as a quadrotor (100s - 110s).

In the remaining of this Chapter, a trajectory generation method to obtain a

zero pitch angle during horizontal motion is given. Additionally, the changes

in mass, moment of inertia and center of gravity due to wing movements and

failure are investigated.

3.2.1 Trajectory Generation for Pitch Angle Minimization

QTW UAV tilts its wings for long duration �ights to bene�t from the

lift forces and �ies in horizontal mode as depicted in Figure 3.5. However,

position reference along the X axis of world coordinate frame may force the
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Figure 3.5: Implemented �ight scenario.

vehicle to �y with relatively slow velocities which results in a dramatic in-

crease at the pitch angle. Therefore a minimum forward velocity and a suit-

able reference trajectory that minimizes pitch angle during horizontal �ight

should be developed.

1) Minimum forward velocity: In order to obtain the minimum forward ve-

locity that will lead to a zero degree pitch angle during horizontal �ight, UAV

dynamics along the Z axis is recalled:

Z̈ =
1

m
[(−sθcθf − cφcθsθf )u1 +mg +Wz] (43)

There should be a zero net force along the Z axis (i.e. mZ̈ = 0) for a level

�ight. Additionally, pitch angle should be set to zero which results in,

Wz = cφsθfu1 −mg (44)
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Recall the aerodynamic forces along X, Y, Z axis of the world coordinate

frame:

W (ζ) =


Wx

Wy

Wz

 =

Rwb


F 1
D + F 2

D + F 3
D + F 4

D

0

F 1
L + F 2

L + F 3
L + F 4

L


 (45)

To simplify the analysis all wing angles are assumed to be equal. Therefore,

lift and drag forces are de�ned as

F 1
L = F 2

L = F 3
L = F 4

L

F 1
D = F 2

D = F 3
D = F 4

D

From (45), wing forces along Z axis becomes

Wz = −sθ(4FD) + cφcθ(4FL)

If the pitch angle is set to zero then Wz becomes

Wz = cφ(4FL)

Substituting Wz in (44) the lift force that is necessary for a level �ight can

be found as

FL =
cφsθfu1 −mg

4cφ
(46)

Using (10), (11) and (46) it is obtained that

−2sβCDρAv
2
α + 2cβCLρAv

2
α =

cφsθfu1 −mg
cφ

(47)
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The minimum forward velocity in the body coordinate frame that can achieve

zero degree pitch angle is obtained using (12) and (47) as

vx =

√
cφsθfu1 −mg

2cβcφCLρA− 2sβcφCDρA
− v2z (48)

Using the transformation of linear velocities between the body and world

frames, Vw = RwbVb, minimum forward velocity in the world frame that can

achieve zero degree pitch angle can be identi�ed as

Ẋ = cψcθvx + sφsθcψvy − cφsψvy + cφsθcψvz + sφsψvz (49)

2) Trajectory Generation: If minimum forward velocity, that is given in (49),

is achieved then it creates the lift forces to sustain its level �ight. Therefore,

a suitable trajectory is generated along the X axis by using so called Linear

Segments with Parabolic Blends (LSPB). A more detailed analysis of LSPB

can be found in [77].

LSPB type trajectory consists of three parts: In the �rst part, it is a

quadratic polynomial which results in a ramp velocity pro�le. Then, at

the blending time it blends with a linear function. After this linear segment

which creates a constant velocity, it again switches to a quadratic polynomial.

Therefore, the resulting velocity pro�le is trapezoidal.

3.2.2 Moment of Inertia and Mass Variations During Transition

Mode and Component Failure

UAV's CAD model was designed in Solidworks which is shown in Figure

3.6 (a). Then it was used to extract the principal moment of inertia changes
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during transition and failure. For the transition from vertical to horizontal

mode, wing angles were changed from 90o to 0o with 5o intervals and for

each interval principal moments of inertias were calculated in Solidworks.

Minimum and maximum values and percent changes due to wing movements

are given in Table 3.1.

(a) (b)

Figure 3.6: (a) CAD model of SUAVI (b) Model after failure (Fallen compo-
nents' places are indicated for front right wing).

Ixx Iyy Izz
Minimum 0.239547 0.450649 0.677345
Maximum 0.248038 0.452372 0.684241

Percent change (%) 3.5446 0.3823 1.018

Table 3.1: Minimum, maximum values and percent changes of the principal
moments of inertias due to wing movement (Before failure).

Moment of inertias are modeled by �tting cubic polynomial curves to

data calculated by Solidworks. The resulting curves are shown in Figure 3.7

and corresponding polynomials are given in Equations (50) - (52).

Ixxb = −0.005θ3i + 0.012θ2i − 0.0011θi + 0.24 (50)
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Figure 3.7: Evolution of principal moment of inertias due to wing movement,
before the failure.

Iyyb = −0.00019θ3i + 0.0012θ2i − 0.00037θi + 0.45 (51)

Izzb = 0.0048θ3i − 0.011θ2i + 0.00074θi + 0.68 (52)

where Ixxb , Iyyb and Izzb are the UAV's principal moment of inertias before

the failure around its body axes. Since all the wing angles are assumed to

be equal during the �ight, they are shown with θi.

The same procedure is used to calculate the variations in the moment of

inertias during the transition from the �xed-wing mode to quadrotor mode.

However, during this transition the UAV model is di�erent from the one in

the �rst transition due to the missing parts that are lost at the moment of
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failure at t = 61 which is shown in Fig. 3.6 (b). Note that, right front and

rear wings' lower covers, winglets and two batteries fall at the failure instant.

Minimum and maximum values and percent changes due to wing movements

after failure are given in Table 3.2.

Ixx Iyy Izz
Minimum 0.208271 0.417153 0.61305
Maximum 0.216098 0.418437 0.619631

Percent change (%) 3.758 0.3078 1.073

Table 3.2: Minimum, maximum values and percent changes of the principal
moments of inertias due to wing movement (After failure).

Cubic polynomial curves were �tted to this data. The resulting curves

are illustrated in Figure 3.8 and corresponding polynomials for these curves

are given in Equations (53) - (55).

Figure 3.8: Evolution of principal moment of inertias due to wing movement,
after the failure.
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Ixxa = −0.0046θ3i + 0.011θ2i − 0.001θi + 0.21 (53)

Iyya = 9.6× 10−5θ3i + 0.00084θ2i − 0.00027θi + 0.42 (54)

Izza = 0.0044θ3i − 0.01θ2i + 0.00072θi + 0.62 (55)

where Ixxa , Iyya and Izza are the UAV's principal moment of inertias after

the failure around its body frame. Data, that is used for �tting the curves,

are given in Appendix. To get a better �t, wing angles' units were taken as

radian. Norm of the residuals for the resulting �ts are shown in Table 3.3.

Ixxb Iyyb Izzb Ixxa Iyya Izza
Norm of the residuals (× 10−5) 6.7 1 6.4 6.2 0.82 5.9

Table 3.3: Norm of the residuals for the inertia curve �tting results.

Mass is also an important parameter that changes at the failure instant.

UAV's mass decreases approximately 0.36 kg at the failure instant; therefore,

UAV's mass drops by 7.4% due to the failure. UAV's and each components'

masses are given in Table 3.4.

Mass [kg]
UAV (before failure) 4.891

Batteries (x2) 0.294
Lower covers (x2) 0.04
Winglets (x2) 0.03

UAV (after failure) 4.527

Table 3.4: Mass of the UAV and missing components.

In the simulations, polynomials obtained from the curve �tting were used
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to simulate the parameter changes during the transition stages and during

the failure. Overall percent changes in these system parameters due to wing

movement and failure are presented in Table 3.5

Ixx [kg m2] Iyy [kg m2] Izz [kg m2]
Percent change [%] (After failure) 15.65 7 7.93
Percent change [%] (Overall) 22.2 6.55 8.78

Table 3.5: Percent changes of principal moment of inertias due to wing move-
ment and failure.

3.2.3 Center of Gravity Variation Due to the Failure

In addition to moment of inertia and mass changes, center of gravity

of UAV changes with the failure. This change is modeled as an external

disturbance to UAV position dynamics which consists of the moments Mx,

My and Mz calculated as


Mx

My

Mz

 =


rx

ry

rz

×

Fx

Fy

Fz

 ,

Fx

Fy

Fz

 = Rbw


0

0

mafg

 (56)

where, Rbw is the rotation matrix that gives the orientation of the world frame

with respect to the body frame, g is the gravitational acceleration, maf is the

mass of the UAV after the failure and rx, ry and rz are the distances of the

center of gravity to the original position before the failure, measured along

the axes.
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Chapter IV

4 Nonlinear Hierarchical Adaptive Control

Two di�erent hierarchical control approaches will be discussed in this

chapter. First approach is based on feedback linearization and PID which

was also used in earlier works [22]. The second approach is based on nonlinear

adaptive controllers. Both of the controllers are synthesized on the QTW-

UAV model, whose nonlinear dynamics were given in Chapter 3.

4.1 Feedback Linearization Approach

In order to design �ight controllers, dynamics of the UAV are divided

into two subsystems, which are position and attitude. A PID based con-

troller which utilizes the nonlinear transformation based on dynamic inver-

sion resides for the position subsystem, which can also be called upper level

controller. For the attitude subsystem, or the lower level controller, a feed-

back linearization method is used. For simplicity, the downwash e�ects of

the front wings on rear wings will be neglected; therefore, equal front and

rear wing angles will be assumed, i.e. θf = θr. Control calculations will be

based on front wing angles.

4.1.1 PID Based Controllers via Dynamic Inversion

To design position controllers, �rst the aerial vehicle position (X, Y and

Z) dynamics which are given in Eqn. (29) is recalled; i.e

Ẍ =
1

m
[(cψcθcθf − (cφsθcψ + sφsψ)sθf )u1 +Wx] (57)
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Ÿ =
1

m
[(sψcθcθf − (cφsθsψ − sφcψ)sθf )u1 +Wy] (58)

Z̈ =
1

m
[(−sθcθf − cφcθsθf )u1 +mg +Wz] (59)

The aerial vehicle has to produce required accelerations along X, Y and Z

axes, to track the desired trajectory. These accelerations can be generated

by the following virtual control inputs:

µ1 = Ẍd +KpXeX +KiX

∫ t

0

eXdt+KdX ėX (60)

µ2 = Ÿd +KpY eY +KiY

∫ t

0

eY dt+KdY ėY (61)

µ3 = Z̈d +KpZeZ +KiZ

∫ t

0

eZdt+KdZ ėZ (62)

where position tracking errors are de�ned as eq = qd − q for q = X, Y, Z

and subscript d refers to the desired trajectory. In order to calculate the

reference attitude angles and total motor thrust, dynamic inversion approach

is utilized. Therefore, by equating virtual control inputs to position dynamics

the following equations are obtained

µ̃1 , mµ1 −Wx = (cψd
cθdcθf − (cφdsθdcψd

+ sφdsψd
)sθf )u1 (63)

µ̃2 , mµ2 −Wy = (sψd
cθdcθf − (cφdsθdsψd

− sφdcψd
)sθf )u1 (64)

µ̃3 , mµ3 −Wz −mg = (−sθdcθf − cφdcθdsθf )u1 (65)
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where µ̃1, µ̃2 and µ̃3 are new virtual inputs. Equations (63)-(65) are solved

for the total thrust u1, desired roll (φd) and pitch (θd) angles as

u1 =
√
µ̃2
1 + µ̃2

2 + µ̃2
3 (66)

φd = arcsin(
−γ1
u1sθf

) (67)

θd = arcsin(
−µ̃3u1cθf − u1γ2sθf cφd

γ22 + µ̃2
3

) (68)

where γ1 and γ2 are the auxiliary variables and they are de�ned as

γ1 = µ̃1 · sψd
− µ̃2 · cψd

(69)

γ2 = µ̃1 · cψd
+ µ̃2 · sψd

(70)

Desired roll, pitch angles and total thrust to hover the UAV at a desired

altitude can be computed using Eqns. (66) - (68). These equations produce

references for the attitude subsystem. It should be noted that the desired

yaw angle can be set to any reference value.

4.1.2 Feedback Linearization Based Attitude Controllers

For the attitude control of SUAVI a feedback linearization approach is

used. Desired attitude angles given in Eqns. (67) - (68) are used as the

reference angles. In order to design the attitude controllers, Eqn. (34) can

be rewritten as

M(αw)Ω̇w + C(αw,Ωw)Ωw = ET (Mth +Mw) (71)
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where Mt ≈ Mth + Mw. Since gyroscopic e�ects on propellers are small

enough to be neglected, these moments are not considered in controller de-

sign. The attitude dynamics given in Eqn. (71) is fully actuated, therefore it

is feedback linearizable. Consider the following transformation for feedback

linearization:

η̃ = Mth = IbEη + E−TC(αw,Ωw)Ωw −Mw (72)

where η̃ is a new virtual control input vector and η is the virtual control input

vector for attitude subsystem. These control inputs have 3 components and

they are de�ned as

η̃ =
[
η̃1 η̃2 η̃3

]T
, η =

[
η1 η2 η3

]T
(73)

In light of Eqns. (24), (72) and (73), it follows that

η̃1 = sθfu2 − cθfu4 (74)

η̃2 = sθfu3 (75)

η̃3 = cθfu2 + sθfu4 (76)

The following PID controllers are designed to generate virtual control inputs,

η1, η2, η3; i.e.

η1 = φ̈d +Kpφeφ +Kiφ

∫ t

0

eφdt+Kdφėφ (77)

η2 = θ̈d +Kpθeθ +Kiθ

∫ t

0

eθdt+Kdθėθ (78)
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η3 = ψ̈d +Kpψeψ +Kiψ

∫ t

0

eψdt+Kdψėψ (79)

where attitude tracking errors are de�ned as eq = qd − q for q = φ, θ, ψ.

It is well known that physical inputs for quadrotor type aerial vehicles are

motor voltages which creates speci�ed rotor rotational speeds that generate

motor thrusts. The relationship between control inputs and rotor speeds

is given through Eqns. (25)-(28). The total thrust u1 generated by rotors

is given in Eqn. (66). Other control inputs can be found by using Eqns.

(74)-(76) as,

u3 =
η̃2
sθf

(80)

u2
u4

 =

sθf −cθf
cθf sθf

−1 η̃1
η̃3

 (81)

4.2 Nonlinear Adaptive Control Approach

Apart from the feedback linearization approach, a hierarchical nonlinear

adaptive control approach is developed that can adapt its parameters online

to control the QTW UAV. On the upper level, a Model Reference Adaptive

Controller (MRAC) [78] provides virtual control inputs to control the position

of the UAV. These control inputs are converted to desired attitude angles

which are then fed to the lower level attitude controller. A nonlinear adaptive

controller [79] is employed as the attitude controller so that uncertainties

can be compensated without the need for linearization of system dynamics.

Closed loop control system structure is presented in Fig. 4.1 and upper and

lower level controllers are described below.
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Figure 4.1: Closed loop control system block diagram.

4.2.1 MRAC Design

A Model Reference Adaptive Controller (MRAC), that resides in the up-

per level of the hierarchy, is designed to control the position of the SUAVI,

assuming that the system is a simple mass. This controller calculates the re-

quired forces that need to be created, by the lower level nonlinear controller,

in the X, Y and Z directions, to make the UAV follow the desired trajectory.

No information is used about the actual mass of the UAV during the design

and this uncertainty in the mass is handled by online modi�cation of control

parameters based on the trajectory error. It is noted that the uncertainties

in moment of inertia are handled by the lower level attitude controller, which

is explained in the next section.

Consider the following system dynamics:

Ẋ(t) = AX(t) +BnΛ(uMRAC(t) +D + µ1ΥD(φ, θ, ψ, α) + µ2ΥL(φ, θ, ψ, α) + π(t))

y(t) = CX(t), (82)

where, X = [X, Y, Z, Ẋ, Ẏ , Ż]T ∈ <6 is the state vector, uMRAC ∈ <3 is the

position controller signal (see Fig. 4.1), µ1ΥD(φ, θ, ψ, α) ∈ <3 is the drag
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force vector where µ1 is an unknown constant and ΥD(.) is a known bounded

function, µ2ΥL(φ, θ, ψ, α) ∈ <3 is the lift force vector where µ2 is an unknown

constant and ΥL(.) is a known bounded function, π(t) ∈ <3 is a bounded,

time-varying, unknown disturbance, y ∈ <3 is the plant output,

A =

03x3 I3x3

03x3 03x3

 (83)

Bn =

03x3

I3x3

 1

mn

(84)

Λ =
mn

m
(85)

D =

02x1

mg

 (86)

C =
[
I3x3 03x3

]
, (87)

where m is the actual mass of the UAV that is assumed to be unknown, mn

is the nominal mass, g is the gravitational acceleration and Λ represents the

uncertainty in the UAV mass. It is noted that from now on , time dependence

of the parameters will not be emphasized unless necessary and therefore �t�

will be dropped from the expressions. In addition, arguments of the vectors

ΥD and ΥL will be dropped.

Remark 1. The model introduced in (82) represents a simple mass being

controlled via virtual control inputs acting in the direction of three axes of

the world frame in the presence of lift and drag forces, gravity and unknown
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and bounded time-varying disturbances. It is noted that this representation

would be accurate if the inner loop controller, which controls the attitude of

the UAV, had in�nite bandwidth, which is of course not the case.

Remark 2. The lift and drag coe�cients are modelled via linear regression

using the data obtained from wind tunnel tests. For the controller design,

in (82), the uncertainty in these models (together with constants) are repre-

sented by two coe�cients µ1 and µ2, one for each coe�cient. A more accurate

representation would be distributing the uncertainty to each of the regression

parameters (instead of using them in a single coe�cient).

Reference Model Design

Consider the following control law, which is to be used for the nominal

system dynamics, where Λ = 1, D = Dn = [01×2 mng]T , µ1 and µ2 are

known and π(t) = 0:

un = KT
xX +KT

r r −Dn − µ1ΥD − µ2ΥL (88)

where r ∈ R3, Kx ∈ R6x3 and Kr ∈ R3x3 are the reference input (Xr, Yr, Zr),

control gain for the states and control gain for the reference input, respec-

tively. When (88) is used for the nominal system, the nominal closed loop

dynamics is obtained, which is given below:

Ẋn = (A+BnK
T
x )Xn +BnK

T
r r. (89)

In (89), Kx can be determined by any linear control design method, such as

pole placement or LQR. De�ning Am = A+BnK
T
x , nominal plant output is
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obtained as

yn = C(sI − Am)−1BnK
T
r r. (90)

For a constant r, the steady state plant output can be calculated as

yss = −CA−1m BnK
T
r r. (91)

Using KT
r = −(CA−1m Bn)−1, it is obtained that

lim
t→∞

(yn − r) = 0. (92)

As a result, the reference model dynamics is determined as

Ẋm = AmXm +Bmr (93)

where,

Am = A+BnK
T
x (94)

and

Bm = BnK
T
r (95)

= −Bn(CA−1m Bn)−1. (96)

Adaptive Controller Design

When uncertainties are considered in the system dynamics (82), the �xed

controller gains introduced in (88) must be replaced with their corresponding

adaptive estimates. Since the uncertainty in nonlinear aerodynamic forces

ΥD and ΥL appears linearly in system dynamics, designing adaptive con-
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troller terms for these forces does not create a problem. For example, the

following adaptive controller

uMRAC = K̂T
xX + K̂T

r r + D̂ + µ̂1ΥD + µ̂2ΥL (97)

with the adaptive laws given below can be shown to result in a stable closed

loop system [80]

˙̂
Kx = −Γx(Xe

TPBn + σx||e||K̂x), (98)

˙̂
Kr = −Γr(re

TPBn + σr||e||K̂r), (99)

˙̂
DT = −Γd(e

TPBn + σD||e||D̂), (100)

˙̂µ1 = −Γµ1(ΥDe
TPBn + σµ1||e||µ̂1) (101)

˙̂µ2 = −Γµ2(ΥLe
TPBn + σµ2||e||µ̂2) (102)

where e = X − Xm, Γx ∈ <6x6,Γr ∈ <3x3,Γd ∈ <,Γµ1 ∈ <3x3 and

Γµ2 ∈ <3x3 are adaptive gains, σx, σr, σD, σµ1 , σµ2 are positive scalar gains of

e-modi�cation terms and P ∈ <6x6 is the symmetric solution of the Lyapunov

equation

ATmP + PAm = −Q (103)

where Q ∈ <6x6 is a positive de�nite matrix. It is noted that in the adaptive
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laws, e-modi�cation [78], [80] is used. It can be shown that, the system

de�ned by (97) - (103) is stable [80].

To summarize, for the position controller design, the following plant dy-

namics is used:

Ẋ(t) = AX(t) +BnΛ(uMRAC(t) +D + π(t))

y(t) = CX(t), (104)

The adaptive controller designed for (104) is given as

uMRAC = K̂T
xX + K̂T

r r + D̂ (105)

with the adaptive laws

˙̂
Kx = −Γx(Xe

TPBn + σx||e||K̂x + γx||e||2K̂x), (106)

˙̂
Kr = −Γr(re

TPBn + σr||e||K̂r), (107)

˙̂
DT = −Γd(e

TPBn + σD||e||D̂), (108)

4.2.2 Attitude Reference Calculation

From (7) and (24), we obtain that

mẌ = (cψcθcθf − (cφsθcψ + sφsψ)sθf )u1 (109)

mŸ = (sψcθcθf − (cφsθsψ − sφcψ)sθf )u1 (110)

mZ̈ = (−sθcθf − cφcθsθf )u1 +mg. (111)
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Right hand sides of (109)-(111) correspond to the forces determined by the

MRAC position controller:

u1MRAC = (cψcθcθf − (cφsθcψ + sφsψ)sθf )u1 (112)

u2MRAC = (sψcθcθf − (cφsθsψ − sφcψ)sθf )u1 (113)

u3MRAC = (−sθcθf − cφcθsθf )u1. (114)

It is important to note that the D term in (82) addresses the gravitational

force mg. From (112)-(114), it is obtained that

u1 =
√

(u1MRAC)2 + (u2MRAC)2 + (u3MRAC)2 (115)

φd = arcsin

(
−ρ1
u1sθf

)
(116)

θd = arcsin

(−u3MRACu1cθf − u1ρ2sθf cφd
(ρ2)2 + (u3MRAC)2

)
(117)

where,

ρ1 = u1MRACsψd
− u2MRACcψd

(118)

ρ2 = u1MRACcψd
+ u2MRACsψd

. (119)

It is noted that, di�erent from similar works in the literature, the desired

attitude angles are functions of the wing angles. ψd, the desired yaw angle,

can be chosen by the UAV operator that would be appropriate for the mission

at hand. These required attitude angles are given to the lower level attitude

controller as references.
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4.2.3 Nonlinear Adaptive Control Design

To force the UAV follow the requested attitude angles, in the presence

of uncertainties, a nonlinear adaptive controller [81] is employed. De�ning

u′ = ETMt, (34) can be rewritten as

M(αw)Ω̇w + C(αw,Ωw)Ωw = u′. (120)

Equation (120), which describes the rotational dynamics of SUAVI, can be

parameterized in a way such that the moment of inertia of the UAV, IUAV =

[Ixx, Iyy, Izz]
T , appears linearly. This transformation is needed so that the

uncertain moment of inertia terms appears in a form that is suitable for the

adaptive control design:

Y (αw, α̇w, α̈w)IUAV = u′. (121)

Consider the following de�nition

s = ˙̃αw + Λsα̃w (122)

where α̃w = αw − αwd, αwd is the desired value of αw and Λs ∈ R3x3 is a

symmetric positive de�nite matrix. Equation (122) can be modi�ed as

s = α̇w − α̇wr (123)

where

α̇wr = α̇wd − Λsα̃w. (124)
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A matrix Y ′ = Y ′(αw, α̇w, α̇wr, α̈wr) can be de�ned, to be used in linear

parameterization, as in the case of (121), such that

M(αw)α̈wr + C(αw,Ωw)α̇r = Y ′(αw, α̇w, α̇wr, α̈wr)IUAV . (125)

It can be shown that the following nonlinear controller,

uNadp = Y ′ÎUAV −KDs (126)

where KD ∈ R3x3 is positive de�nite matrix and Î is an estimate of the

uncertain parameter I, with an adaptive law

˙̂
IUAV = −ΓIY

′T s (127)

where ΓI is the adaptation rate, stabilizes the closed loop system and makes

the error α̃w converge to zero.

The total thrust u1 is provided in (115). The rest of the control inputs

in (24) can be calculated [22] by �rst de�ning u′′ =
(
E(αw)T

)−1
u′ and

performing the following operations:

u3 =
u′′2
sθf

(128)u2
u4

 =

sθf −cθf
cθf sθf

−1 u′′1
u′′3

 . (129)

Once these control inputs are determined, the thrusts created by the rotors

can be calculated using linear relationships given in (25)-(28).
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Chapter V

5 Simulation Results

Performance of the proposed controllers is investigated with the �ight

trajectory that was designed in Section 3.2. Four di�erent scenarios are

investigated for a comprehensive comparison between the �xed controller

and the proposed adaptive controller:

• Normal Flight Scenario: UAV completes the example �ight sce-

nario.

• Failure Scenario: In this scenario, component failure that was ex-

plained in Section 3.2 is introduced to the system. In addition to this,

a 10% uncertainty assumed in the actuator powers. Also, a 20 % actu-

ator power loss is assumed due to the failure at t = 61 s.

• Wind Disturbance Added Failure Scenario: Dryden wind turbe-

lence model is added to the �rst scenario to simulate wind disturbances

along X, Y and Z axes. This model provides realistic atmospheric wind

to simulations [82,83].

• Full Flight Scenario: As well as the failure, actuator uncertainties

and wind disturbances, sensor measurement noises are also added to

this scenario. Therefore, this can be referred as the most realistic sce-

nario with respect to �rst and second scenarios.

All the above scenarios are investigated with feedback linearization and non-

linear adaptive control approaches. Note that, for all the scenarios �ight
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trajectory and change of the wing angles shown in Figure 5.1 are the same.

Since principle of moment of inertias are functions of wing angles, evolution

of them during the �ight is the same for all scenarios. Change of the principle

moment of inertias are shown in Fig. 5.2.

Figure 5.1: Evolution of wing angles.

Figure 5.2: Changes in principal moment of inertias.
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5.1 Normal Flight Scenario

UAV tracks the desired trajectory which is proposed in example �ight

scenario in chapter 3. UAV takes o� vertically as a quadrotor and reaches a

desired altitude. Then, it undergoes a transition from vertical to horizontal

mode by changing its wing angles and �ies like a �xed wing airplane. After

this period, it again changes its wing angles and transforms to vertical mode

and completes it vertical landing.

Feedback Linearization Approach

Position tracking of the UAV is shown in Figures 5.3 - 5.6. Since there

are no external disturbances UAV tracks the trajectory approximately zero

tracking errors. Tracking errors along X and Z are caused by the change of

wing angles.

Figure 5.3: X tracking (top), tracking error (bottom).
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Figure 5.4: Y tracking (top), tracking error (bottom).

Figure 5.5: Z tracking (top), tracking error (bottom).
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Figure 5.6: Trajectory tracking of the UAV.

Attitude tracking performance of the UAV is shown in Figures 5.7 - 5.9.

Around roll (φ) and yaw (ψ) angles there are no movement, since there is no

disturbance. However, around pitch angle (θ), UAV reaches approximately

50 deg. at the transition instants to until an enough lift is created to achieve

zero degree pitch angle.

Control e�orts of the UAV is shown in 5.10. Until it achieves horizontal

�ight UAV's total thrust (u1) is approximately 40 N. However, at the hor-

izontal �ight (t = 30 - 60s.) power consumption of the UAV dramatically

decreases. There are no control e�ort in u2 and u4 because there is no move-

ment around roll and yaw angles. ± 5 N control e�ort in u3 is caused by the

transition instants at the beginning and at the end of the horizontal �ight.
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Figure 5.7: φ tracking (top), tracking error (bottom).

Figure 5.8: θ tracking (top), tracking error (bottom).
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Figure 5.9: ψ tracking (top), tracking error (bottom).

Figure 5.10: Control inputs.
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Adaptive Control Approach

Position tracking performance of the UAV is shown in Figures 5.11 -

5.14. There are tracking errors along X and Z axes, since MRAC position

controller tracks the reference model. Along the Y axis, there is almost no

tracking errors.

Figure 5.11: X tracking (top), tracking error (bottom).

Tracking performance around roll, pitch and yaw angles are shown in

Figures 5.15 - 5.17. There are approximately zero tracking errors around roll

and yaw angles. Tracking errors around pitch angle is caused by the transition

mode, however, adaptive control tracks the pitch angle with smaller errors

with respect to �xed controller. Control inputs of the adaptive controller is

shown in Figure 5.18. Adaptive controller's e�orts especially u3 is smaller

than the �xed controller.
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Figure 5.12: Y tracking (top), tracking error (bottom).

Figure 5.13: Z tracking (top), tracking error (bottom).
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Figure 5.14: Trajectory tracking of the UAV.

Figure 5.15: φ tracking (top), tracking error (bottom).

61



Figure 5.16: θ tracking (top), tracking error (bottom).

Figure 5.17: ψ tracking (top), tracking error (bottom).
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Figure 5.18: Control inputs.

5.2 Failure Scenario

In this scenario while UAV tracks the desired trajectory a component

failure occurs at t = 61s. In the failure instant lower covers, winglets and

one battery from each of the right wings fall down. In addition to this, 10%

uncertainty at actuator powers and a 20 % actuator power loss after the

failure is assumed. Therefore control inputs are multiplied by 0.9 until the

failure and they are multiplied by 0.8 after the failure. Performance of the

proposed controllers are given below.

Feedback Linearization Approach

Controller's tracking performances along X, Y and Z axes are shown in

Figs. 5.19 - 5.21.
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Figure 5.19: X tracking (top), tracking error (bottom).

Figure 5.20: Y tracking (top), tracking error (bottom).
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Figure 5.21: Z tracking (top), tracking error (bottom).

UAV tracks the desired trajectories with error values close to zero until

the failure instant. There are small oscillations between 10 - 30 s. due to

change of the wing angles. Additionally, in this period UAV starts to increase

its velocity along X trajectory. However, after the failure UAV destabilizes

and especially along X and Y axes continuous oscillations occurs. A 3D plot

of the trajectory tracking curves is given in Figure 5.22.

Attitude tracking performance of the UAV is shown in Figure 5.23 - 5.25.

Especially along the φ and ψ axis, tracking performance drops dramatically

after the failure. Error values increases approximately 45 degree. Since

symmetry along the X axis changes less than the Y and Z axis, θ tracking

does not decrease severely. However, after the failure UAV oscillates along

the pitch axis with a magnitude of approximately 4 degrees.

Control inputs of the UAV are shown in Figure 5.26. It is clear that
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Figure 5.22: Trajectory tracking of the UAV.

Figure 5.23: φ tracking (top), tracking error (bottom).
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Figure 5.24: θ tracking (top), tracking error (bottom).

Figure 5.25: ψ tracking (top), tracking error (bottom).
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Figure 5.26: Control inputs.

during the horizontal �ight total thrust of the UAV decreases. u2 and u4

have a magnitude of zero Nm until the failure instant. After failure their

magnitudes increase approximately 1 Nm to stabilize the UAV around roll

and yaw axis. u3 controls the UAV around pitch axis and it reaches to 5

Nm to achieve a pitch angle of approximately 60 degrees; and then until the

failure it is zero Nm. When failure occurs it becomes -5 Nm which is due

to the failure and pitch angle increases due to the velocity decrease along X

axis.

Adaptive Control Approach

Same failure scenario is also tested with the adaptive control approach.

Tracking curves along X, Y and Z axes are shown in Figures 5.27 - 5.29.
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Figure 5.27: X tracking (top), tracking error (bottom).

Figure 5.28: Y tracking (top), tracking error (bottom).
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Figure 5.29: Z tracking (top), tracking error (bottom).

UAV deviates from the trajectory much less with respect to feedback

linearization approach. Since, UAV tracks the reference model along the

X axis there is a constant error especially at the linear segment. However,

it does not oscillate severely after the failure instant. Additionally, along

Y and Z axes UAV's tracking performance does not decrease as much as

the �xed controller. Note that, in the �xed controller UAV deviates from

the trajectory approximately 1 m. and 0.5 m. along the Y and Z axis,

respectively. Tracking performances of the controllers can be compared with

Figures 5.22 and 5.30 which show the 3D plots of the desired trajectories and

tracking results.

Attitude tracking results of the UAV are shown in Figures 5.31 - 5.33.

UAV's tracking errors around roll axis is less than 1o after the failure. It is

much lower with respect to �xed controller whose error values around roll
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Figure 5.30: Trajectory tracking of the UAV.

axis reaches 40o after the failure. Additionally, around pitch and yaw axes

tracking performance of the UAV outperforms the �xed controller. Around

pitch axis tracking error becomes 4o and around yaw axis it becomes 1o at

the failure instant.

Adaptive controller's inputs to the UAV are shown in Figure 5.34. Their

magnitudes are similar to �xed controller's inputs. u3 increases to -10 Nm. at

the failure instant to stabilize the UAV at the pitch axis which takes negative

values at the failure. On the other hand, except from this instant control

inputs are smaller or similar to �xed controller's control inputs. Therefore,

adaptive controller outperforms the �xed controller with achievable control

input magnitudes.
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Figure 5.31: φ tracking (top), tracking error (bottom).

Figure 5.32: θ tracking (top), tracking error (bottom).
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Figure 5.33: ψ tracking (top), tracking error (bottom).

Figure 5.34: Control inputs.
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5.3 Wind Disturbance Added Failure Scenario

In this scenario, a wind disturbance is added to the simulations in addition

to the component failure and actuator power drops that occurs in the �rst

scenario. A Dryden wind turbulence model is used to generate atmospheric

turbulence. This model creates wind disturbances along X, Y and Z axes.

Wind pro�le changes with respect to the magnitude of the UAV's velocity

and attitude angles. UAV achieves the same velocity pro�le for the �xed and

adaptive controller; however, their orientation are not same during the �ight.

Therefore, similar wind disturbances are applied for this scenario.

Feedback Linearization Approach

Wind pro�le that is applied for the �xed controller is shown in Figure

5.35.

Trajectory tracking performance of the �xed controller in the presence of

the wind disturbances are shown in Figures 5.36 - 5.39. Wind magnitudes

along X, Y and Z axes are in the envelope of ± 0.8 N. and this results in

position tracking oscillations which can be seen in the tracking error plots

until the failure instant. In addition to this, oscillations after the failure

increases. For example, tracking errors are bigger in this scenario for the Y

axis (Fig. 5.37) than the failure scenario (Fig. 5.20).

Attitude tracking performance is shown in Figures 5.40 - 5.42. There are

approximately ±15o oscillations between the t = 20 - 30 s due to the wind

disturbances. These oscillations are not severe in the pitch axis with respect

to other attitude axes.
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Figure 5.35: Wind Disturbances.

Figure 5.36: X tracking (top), tracking error (bottom).
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Figure 5.37: Y tracking (top), tracking error (bottom).

Figure 5.38: Z tracking (top), tracking error (bottom).
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Figure 5.39: Trajectory tracking of the UAV.

Figure 5.40: φ tracking (top), tracking error (bottom).
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Figure 5.41: θ tracking (top), tracking error (bottom).

Figure 5.42: ψ tracking (top), tracking error (bottom).
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Figure 5.43: Control inputs.

After the failure instant, UAV attitude tracking errors are bigger than the

failure scenario. To illustrate, for the failure scenario tracking errors around

φ were between ±10o for t = 70 - 80s (Fig. 5.23) and in the presence of the

disturbance this increases approximately to ±20o (Fig. 5.40).

Control inputs for the �xed controller in the presence of wind disturbances

are shown in Fig. 5.43. Oscillations do not exist in the failure scenario (Fig.

5.26) in u2 and u4 between the t = 20 - 30 are created by the oscillations

around roll and yaw axes which are caused by the wind.

Adaptive Control Approach

Wind pro�le, which is the result of the attitude and velocity of the UAV,

is shown in Figure 5.44. The minor di�erences of the wind pro�le in �xed con-
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troller (Fig. 5.35) and adaptive controller are caused by the UAV's attitude

during the �ight.

Figure 5.44: Wind Disturbances.

Position of the UAV along X, Y and Z axes are shown in Figures 5.45

- 5.47. UAV's tracking performance along the X, Y and Z axis does not

decrease dramatically in the presence of disturbances. There are small os-

cillations in the measured signals which can be seen in Figure 5.46. How-

ever, �xed controller oscillations especially after the failure reaches up to

3o. Therefore adaptive controller especially after the failure outperforms the

�xed controller.

Attitude tracking results for the adaptive controller are shown in Figure

5.49 - 5.51. Around the φ, θ and ψ axes UAV's tracking errors reach approxi-

mately 4o, 4.8o and 4o, respectively. However, attitude tracking performance

of the adaptive controller also outperforms the �xed controller.
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Figure 5.45: X tracking (top), tracking error (bottom).

Figure 5.46: Y tracking (top), tracking error (bottom).
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Figure 5.47: Z tracking (top), tracking error (bottom).

Figure 5.48: Trajectory tracking of the UAV.
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Figure 5.49: φ tracking (top), tracking error (bottom).

Figure 5.50: θ tracking (top), tracking error (bottom).
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Figure 5.51: ψ tracking (top), tracking error (bottom).

Figure 5.52: Control inputs.
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Control inputs of the UAV are shown in Figures 5.52. Wind disturbance

causes small chatterings on the control input signals. However, they are less

than 1o Therefore, adaptive controller tracking performance is achieved with

small noises in control inputs.

5.4 Full Flight Scenario

In this scenario all the simulations are conducted with a high �delity

model, in the presence of uncertainties such as component failure and actua-

tor power drops, wind disturbances and sensor measurement noises. Sensor

measurement noises are depicted in Figure 5.53. Band limited white noise is

used to simulate sensor noises. Attitude noises oscillate between ±0.5o and

position noises oscillate between ±0.1 m. As expected, the adaptive con-

troller outperforms the �xed controller due its adaptability to uncertainties

which will be discussed below.

Feedback Linearization Approach

The position tracking performance of the UAV is shown in Figures 5.54 -

5.57. Addition of the sensor measurement noise results in small oscillations

in measured signals. These oscillations are in the range of ± 0.2 m. Tracking

errors also increase due to the noise, for instance, maximum tracking error

along the Y axis increases from 3 m to 5.4 m (see Fig. 5.37 and 5.55). It is

noted that although its performance is not as good as the adaptive controller,

the �xed controller can still keep the closed loop system.

Attitude tracking of the �xed control for the full scenario is shown in

Figures 5.58 - 5.60. As it can be seen from the �gures �xed controller tracks
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Figure 5.53: Additive measurement noises.

Figure 5.54: X tracking (top), tracking error (bottom).
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Figure 5.55: Y tracking (top), tracking error (bottom).

Figure 5.56: Z tracking (top), tracking error (bottom).
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Figure 5.57: Trajectory tracking of the UAV.

the desired pitch angle (θ) relatively well with respect to desired roll (φ)

and yaw (ψ) angles. However, after the failure UAV's tracking performance

decreases. For instance, ψ tracking error reaches 80o after the failure, whose

maximum value is 40o in the wind added failure scenario.

Control inputs of the �xed controller are shown in Figure 5.61. Fixed

controller produces noisy control inputs due to the uncertainties, especially

in the linear segment of the X trajectory which corresponds to t = 30 - 60s

(see Fig. 5.61). At this segment of the trajectory UAV reaches approximately

50 km/h forward velocity.
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Figure 5.58: φ tracking (top), tracking error (bottom).

Figure 5.59: θ tracking (top), tracking error (bottom).
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Figure 5.60: ψ tracking (top), tracking error (bottom).

Figure 5.61: Control inputs.
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Adaptive Control Approach

Adaptive controller tracks the desired trajectory with smaller tracking

errors with respect to �xed controller, especially after the failure at t = 61s.

Position tracking performance of the proposed controllers are shown in Figure

5.62 - 5.64. Measured signals oscillate between ±0.1 m which can be seen in

Figure 5.63. A small tracking occurs at the failure instant along the X and

Z axes (Fig. 5.62 and 5.64).

Attitude tracking curves are shown in Figures 5.66 - 5.68. As it can

be seen from the �gures tracking error of the proposed nonlinear adaptive

controller is close to zero. However after the failure tracking errors reach

maximum values of 4o, 5o and 5o around φ, θ and ψ, respectively.

Figure 5.62: X tracking (top), tracking error (bottom).

91



Figure 5.63: Y tracking (top), tracking error (bottom).

Figure 5.64: Z tracking (top), tracking error (bottom).
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Figure 5.65: Trajectory tracking of the UAV.

Figure 5.66: φ tracking (top), tracking error (bottom).
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Figure 5.67: θ tracking (top), tracking error (bottom).

Figure 5.68: ψ tracking (top), tracking error (bottom).
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Figure 5.69: Control inputs.

Figure 5.70: Wing Forces.
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Control inputs of the UAV are shown in Figure 5.69. When compared

with the �xed controller's control inputs (Fig. 5.61), oscillations are much

smaller.

Figure 5.70 presents resulting aerodynamic forces acting on the wings.

UAV bene�ts from considerable amount of lift during the long duration �ight.

To compare the energy gain with respect to a similar quadrotor, it is as-

sumed that wingless quadrotor would need less force in the X axis due to

approximately zero drag and more force in the Z axis due to the mechanical

con�guration which results in approximately zero lift. It is calculated that a

similar quadrotor spends approximately 1.49 times more energy during the

proposed scenario with respect to QTW UAV.
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Chapter V

6 Conclusion and Future Works

In this thesis, a hierarchical nonlinear adaptive control framework was

developed and applied on a high �delity quad tilt-wing UAV model. Actua-

tor failures, mass and inertia uncertainties, wind disturbances, measurement

noises and center of gravity changes are all included in the model. A suit-

able LSPB type reference trajectory is designed for the X axis to reduce

the power consumption during the �ight. Additionally minimum forward

velocity, which results in a zero degree pitch angle, was calculated. In order

to compensate for the model uncertainties, disturbances and measurement

noises a nonlinear hierarchical controller consisting of two levels was devel-

oped. A model reference adaptive controller is at the higher level determining

necessary forces to make the UAV follow a given trajectory, and a nonlinear

adaptive controller is at the lower level making sure that the orientation of

the UAV is adjusted properly to produce these forces requested by the upper

level controller. The controller development does not need any linearization

of the UAV dynamics. Adaptive controller was compared with the �xed con-

troller that was used in earlier �ight tests and simulation results show that

adaptive controller outperforms the �xed controller.

Regarding the future work, sensors such as inertial measurement unit

(IMU), sonar and GPS can be modeled independently to get more realis-

tic results. Moreover, proposed adaptive controller can be implemented on

actual SUAVI and a comparison can be made to show the validity of the

simulation results.
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7 Appendix

Principal Moment of Inertia Calculations

Wing Angle [deg] Wing Angle [rad] Ixxb [kg m2] Iyyb [kg m2] Izzb [kg m2]
0 0 0.239547 0.450669 0.684241
5 0.09 0.239583 0.450651 0.684187
10 0.17 0.239749 0.450649 0.684018
15 0.26 0.24004 0.450661 0.68374
20 0.35 0.240447 0.450689 0.683361
25 0.44 0.240958 0.450732 0.682893
30 0.52 0.241556 0.45079 0.682352
35 0.61 0.242225 0.450862 0.681756
40 0.70 0.242942 0.450948 0.681124
45 0.79 0.243687 0.451046 0.680478
50 0.87 0.244435 0.451157 0.679841
55 0.96 0.245165 0.45128 0.679234
60 1.05 0.245852 0.451413 0.67868
65 1.13 0.246475 0.451556 0.678199
70 1.22 0.247015 0.451707 0.677811
75 1.31 0.247453 0.451865 0.677531
80 1.4 0.247776 0.45203 0.677373
85 1.48 0.247973 0.452199 0.677345
90 1.57 0.248038 0.452372 0.677453

Table 7.1: Evolution of principal moments of inertia from horizontal to ver-
tical mode, before the failure.
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Wing Angle [deg] Wing Angle [rad] Ixxa [kg m2] Iyya [kg m2] Izza [kg m2]
0 0 0.208271 0.417171 0.619631
5 0.09 0.208306 0.417157 0.619583
10 0.17 0.20846 0.417153 0.619428
15 0.26 0.20873 0.417161 0.61917
20 0.35 0.209106 0.417179 0.618819
25 0.44 0.209577 0.417207 0.618383
30 0.52 0.210129 0.417247 0.617879
35 0.61 0.210746 0.417297 0.617322
40 0.70 0.211407 0.417357 0.61673
45 0.79 0.212094 0.417428 0.616122
50 0.87 0.212784 0.417508 0.61552
55 0.96 0.213456 0.417598 0.614944
60 1.05 0.21409 0.417696 0.614414
65 1.13 0.214664 0.417803 0.613949
70 1.22 0.215161 0.417918 0.613566
75 1.31 0.215564 0.418039 0.613282
80 1.40 0.21586 0.418167 0.613107
85 1.48 0.21604 0.4183 0.61305
90 1.57 0.216098 0.418437 0.613117

Table 7.2: Evolution of principal moments of inertia from horizontal to ver-
tical mode. after the failure.
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