**Abstract**—Differential privacy (DP) has emerged as a popular standard for privacy protection and received great attention from the research community. However, practitioners often find DP cumbersome to implement, since it requires additional protocols (e.g., for randomized response, noise addition) and changes to existing database systems. To avoid these issues we introduce Explode, a platform for differentially private data analysis. The power of Explode comes from its ease of deployment and use: The data owner can install Explode on top of an SQL server, without modifying any existing components. Explain then hosts a web application that allows users to conveniently perform many popular data analysis tasks through a graphical user interface, e.g., issuing statistical queries, classification, correlation analysis. Explode automatically converts these tasks to collections of SQL queries, and uses the techniques in [3] to determine the right amount of noise that should be added to satisfy DP while producing high utility outputs. This paper describes the current implementation of Explode, together with potential improvements and extensions.
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I. INTRODUCTION

Vast amounts of data can be collected and stored via modern computer systems. Although mining this data has clear benefits, privacy remains a major obstacle. Differential privacy (DP) is currently considered the state of the art in privacy protection. Yet, practical deployment of DP has not been successful due to practitioners’ and data owners’ concerns. Among leading concerns are that: (i) DP is difficult to understand, and users need to be experts in DP to use a DP system. (ii) DP is not compatible with existing systems, and thus implementing it is a burden.

To address these challenges, we propose Explode, a differentially private data analysis platform. It appeals to the data owner because it works on top of SQL databases (still a widely deployed database standard), is easy to install and works with no changes to existing infrastructure. It appeals to the non-expert user because its computation and algorithms are transparent to the user. The user need not have any background in DP, and only interacts with Explode through a graphical web interface. Explode is designed to feel like a high-level automated data analysis platform.

The development of Explode was fueled by the theoretical findings in [3]. DP ensures privacy by adding noise to the outputs of algorithms or queries. A major difficulty in DP is that computing the noise magnitude for DP is NP-hard, since calculating the sensitivity of an algorithm or query set is NP-hard [9]. Therefore, research in DP has focused on writing or modifying an algorithm so that it has a fixed, well-defined sensitivity that can be calculated easily. This is in conflict with the need to implement arbitrary data analysis tasks for which sensitivity is unknown or unclear in advance. This is where the theoretical contribution of Explode lies: We efficiently find a (tight) upper bound on sensitivity using the techniques presented in [3], which allows Explode to add noise to satisfy DP in arbitrary tasks - as long as the data accesses of the task can be expressed as a serial or parallel execution of statistical queries.

We believe that Explode is beneficial both to researchers and practitioners. From a researcher’s point of view, Explode is an extensible platform on which many DP data analysis tasks can be implemented, their accuracy can be compared and new datasets can be privately studied. For example, upon devising a new algorithm, the researcher can implement it on Explode and compare it to existing algorithms to see if the new algorithm performs better. In addition, a researcher may run one algorithm with different privacy levels and parameters, to observe how the outcome of the algorithm changes according to the parameters. From a practitioner’s point of view, Explode can be used as a simple add-on to protect their private data with DP, while providing users with a platform with various data analysis capabilities.

**Comparison to Related Work.** We report the main differences between Explode and the other works enabling practical differentially private data analysis, with the purpose of better clarifying where our work stands. In [5], McSherry introduces PINQ, a platform that facilitates users’ development of differentially private programs in the LINQ language. PINQ provides operators for queries that have fixed sensitivity, and does not perform sensitivity analysis for complex programs. Also, while users have to write their own programs in PINQ, Explode comes with several ready-to-use programs. In [8], Roy et al. introduce Airavat, a privacy-preserving framework for MapReduce computation on the cloud. Airavat aims to bound the information leakage in cloud computation, which is fundamentally different from our setting (client-server) and infrastructure. In [6], GUPT is proposed. GUPT’s main contribution is that it allocates a privacy budget to each task
based on the expected accuracy of that task’s output. As such, it eliminates clients’ budget management. In [7], Reed and Pierce propose Fuzz, a functional programming language with a calculus that supports the generation of differentially private functions. For functions written in Fuzz, sensitivity is always well-defined and bounded. The use of Fuzz requires the data owner to get acquainted with the language, while Explode has no such requirement. Simultaneous to our work, Hay et al. developed DPComp [1]. DPComp is a web-based system in which users can assess state of the art DP algorithms on various datasets, and contribute new algorithms and datasets. DPComp only considers algorithms that answer 1D and 2D range-count queries, whereas we consider also more complex data analysis tasks.

II. SYSTEM OVERVIEW

A. Preliminaries

Differential Privacy. Informally, an algorithm \( A \) is differentially private if its behavior is insensitive to a small change in the input database. Formally, \( A \) is \( \epsilon \)-differentially private (\( \epsilon \)-DP) if for all neighboring databases \( D, D' \) and for all possible outcomes \( S \subseteq \text{Range}(A) \), \( \Pr[A(D) \in S] \leq e^{\epsilon} \times \Pr[A(D') \in S] \). Two databases \( D, D' \) are called neighboring databases, if one can be obtained from the other by changing only one tuple.

A prominent method in satisfying DP is by perturbing the output of algorithm \( A \) by random noise. The noise depends on the \( L_1 \) sensitivity of the algorithm, which measures how much the output of \( A \) can change due to a change in one data tuple. Upon measuring the sensitivity of \( A \), one can use the Laplace mechanism to achieve DP: Let \( S_{L_1} \), denote the \( L_1 \) sensitivity and \( \text{Lap}(\lambda) \) denote a random variable sampled from the Laplace distribution with mean 0 and scale parameter \( \lambda \). For a query \( q : D \rightarrow \mathbb{R} \), the algorithm \( A \) that answers \( q \) by \( A(q, D) = q(D) + \text{Lap}(\lambda) \) is \( \epsilon \)-DP if \( \lambda \geq S_{L_1}/\epsilon \).

\( \lambda \) is often called the noise magnitude, and directly depends on \( S_{L_1} \). However, computing \( S_{L_1} \) for arbitrary query sets or data analysis tasks is NP-hard. As mentioned earlier, our theoretical contribution lies in this area: Since we can calculate an upper bound on \( S_{L_1} \), for any query set, as long as the algorithm \( A \) can be expressed as a serial or parallel execution of several query sets, its \( \epsilon \)-DP implementation using Explode is easy.

Data Model. We assume that data is stored in a central SQL server. SQL databases are still among the most popular databases used in practice. We allow databases with multiple tables, as long as the tables are not connected, and algorithms and queries are executed on only one table at a time. This is because a JOIN operation has potentially unbounded sensitivity [5].

Each table in the database may contain several attributes (i.e., columns). We make the following assumptions regarding the attributes: (i) The domain of each attribute is finite. Finite domains allow bounding the effect of a single record on the output of domain-specific aggregate functions, such as \( \text{SUM} \). (ii) Attributes are either numeric, categorical or ordinal.

Some attribute types (e.g., binary objects, dates) can be easily transformed into numeric values. Other attribute types (e.g., strings) cannot be supported, due to the difficulty in converting their domain into a finite, well-defined set of values.

Query Model. Differential privacy allows only statistical queries. Further, Explode works with statistical range queries written in SQL (since we assume SQL as our underlying database). We say that such queries follow the following form:

\[
\text{SELECT } A \text{ } \\
\text{FROM } T \text{ } \\
\text{WHERE } \text{pred}(A_1) \text{ AND } \ldots \text{ AND } \text{pred}(A_d)
\]

where \( A \) is an aggregate function (e.g., \( \text{COUNT}, \text{SUM}, \text{MIN}, \text{MAX} \)) and \( \text{pred}(A_i) \) is a predicate on attribute \( A_i \) of table \( T \). Example predicates are \( A_i \geq x, A_i \text{ BETWEEN } x \text{ AND } y \) etc. Disjunctive predicates (i.e., predicates involving \( x \text{ OR } y \)) are not allowed.

In essence, queries in this model build \( d \)-dimensional hyperrectangles as their range, and retrieve a statistical property (e.g., \( \text{COUNT} \text{ OR } \text{MIN} \)) of that hyperrectangle. We require that the data accesses of data analysis tasks conform to this grammar. Once queries are issued and (noisy) results are retrieved, the data analysis task may use the results in any (however complex) way it desires, e.g., calculate conditional probabilities using \( \text{COUNTs} \), find entropy between attributes etc.

B. System Design

Implementation Details. Explode was developed primarily in node.js, and runs on 64-bit Linux systems. During installation, it requires connection parameters to a SQL server. We tested Explode on 64-bit Ubuntu 14.04, node.js version 4.4.3 and MySQL version 5.5.

Client-Server Setting. Once Explode is successfully installed, it acts as a server that hosts \( \epsilon \)-DP data analysis tasks for its clients. The clients need to sign up to use Explode. We use the standard username-password combination to authenticate clients. Authentication is handled by node.js’s Passport\(^1\) middleware.

Budget Management. Each user has a non-negative privacy budget for each table in the database. While running a task \( T \) on table \( T \), the user specifies how much budget \( s \) she would like to spend on \( X \). Upon the successful completion of \( X \), the specified amount is deducted from the user’s budget for \( T \). The user’s total expenditure cannot exceed their initial budget.

For example, let Alice start with budget \( \varepsilon_A = 2 \) for the \( \text{Census} \) table. Alice spends budget \( \varepsilon_1 = 1 \) for the first task, \( \varepsilon_2 = 0.3 \) for the second task and \( \varepsilon_3 = 0.7 \) for the third task. By the sequential composition property of DP, her access to \( \text{Census} \) data is \( \varepsilon_A \) differentially private, since \( \varepsilon_A = 2 \geq \varepsilon_1 + \varepsilon_2 + \varepsilon_3 \). Now, if Alice would like to run a fourth task with \( \varepsilon_A \), since the total of her \( \varepsilon \) exceeds her initial budget \( \varepsilon_A \) she will not be permitted. Similarly, if Alice had tried to set \( \varepsilon_4 = 0.8 \) for her third task, she would not have been permitted.

\(^1\)http://passportjs.org/
Users’ profile page (i.e., the page they land on after logging in) summarizes their remaining budgets. An excerpt is provided in Fig. 1. Also, for easier management of users’ budgets, we supply the data owner with simple scripts that update (e.g., reset, delete) budgets.

Authentication & Security. Since users have privacy budgets (which are essentially treated as their currency); it is critical to protect their accounts and the data they retrieve from the server. For example, if Alice can view or hijack responses to Bob’s queries, this defeats the purpose of having separate budgets for Alice and Bob, since Alice can learn private information without spending any of her budget.

Explode manages users’ security via creating encrypted sessions between the server and its clients. We use standard SSL for this purpose. On the client’s side, session-related information is managed by a cookie. On the server’s side, Explode creates a job scheduler for maintenance. The job scheduler runs periodically to check for inactive sessions and ends them.

C. Current Features

In this section we list the current capabilities and data analysis tasks supported by Explode.

Statistical Query Sets for Data Analysis. We support answering arbitrary statistical query sets written in SQL. These are subject to the data and query models given in Section II-A, e.g., if the user poses a non-statistical query trying to fetch actual rows from the database, then the query will not be answered.

To use this functionality, the user types or uploads his query set and specifies the privacy budget he would like to spend. Using our sensitivity calculation strategies, a bound on the noise magnitude is obtained, and answers are returned using the Laplace mechanism.

Feature Selection. Feature selection is the process of choosing a subset of relevant features (e.g., predictor attributes) before constructing a model. Explode performs feature selection by privately calculating the entropy between attributes. Given a table, a class attribute, ε and k, it retrieves the top-k attributes with lowest entropy to the class attribute. These columns are the most homogeneous with class, and are therefore good indicators of the class values.

Correlation Analysis. Another interesting task is to analyze the correlation between the attributes of a table. For this purpose, Explode uses $\chi^2$ correlation tests. Consider calculating Pearson’s $\chi^2$ test statistic for two categorical attributes $X = \{x_1, ..., x_n\}$ and $Y = \{y_1, ..., y_m\}$:

$$\chi^2 = \sum_i \sum_j \frac{(O_{ij} - E_{ij})^2}{E_{ij}}$$

The “observed” values, $O_{ij}$, are retrieved via COUNT queries: SELECT COUNT(*) FROM T WHERE $X = x_i$ AND $Y = y_j$. The “expected” values, $E_{ij} = a \times b/t$, where $a$ is the answer to SELECT COUNT(*) FROM T WHERE $X = x_i$, $b$ is the answer to SELECT COUNT(*) FROM T WHERE $Y = y_j$, and $t$ is the answer to SELECT COUNT(*) FROM T. $t$ is considered public knowledge for the given definition of DP, and hence we could do without adding noise to $t$. The query set for feature selection constitutes of queries in the above form. Answering this query set via DP is the same as answering any arbitrary query set.

We performed the $\chi^2$ test for the Adult dataset retrieved from the UCI Machine Learning Repository\(^2\). Using Explode, we found the levels of correlation between attributes and visualized them, as in Fig. 2. Note that even though the correlation analysis was $\varepsilon$-DP, the correlation levels are consistent with what one would expect without noise. For example, there appears to be a strong correlation between Relationship and Marital status, Race and Country, and Education and Occupation. However, there is a weak correlation between Race and Education, and Hours Worked and Salary.

Classification. Explode builds Naive Bayes Classifiers (NBC) to classify instances. The training data sits in the data owner’s database, and is private. The test data is supplied by the user. That is, the user has some tuples that he would like to classify, but the classification process needs to be $\varepsilon$-DP.

Given a table $T$, class attribute $C$ with domain $\Omega(C)$, $n$ predictor attributes (an appropriate set of predictors can be chosen via, e.g., feature selection) and their values $x_{1}, ..., x_{n}$.

\(^2\)http://archive.ics.uci.edu/ml/datasets/Adult
for an instance to be classified, NBC assigns the following class label:

$$\arg\max_{C_k \in \Omega(C)} \left[ p(C_k) \times \prod_{i=1}^{n} p(x_i | C_k) \right]$$

In the above, $p(x_i | C_k)$ is simply:

$$p(x_i | C_k) = \frac{\text{Count instances w/ } x_i \text{ and } C_k}{\text{Count instances w/ } C_k}$$

and $p(C_k)$ is:

$$p(C_k) = \frac{\text{Count instances w/ } C_k}{\text{Count all instances}}$$

Counting instances translate to issuing COUNT queries on the private database. Thus, the query set for NBC consists of queries that calculate the probabilities above. After obtaining (noisy) answers to these queries, an NBC model can be built, and instances can be classified.

**Histogram Publishing.** Interestingly, in the last few years a great focus was placed on accurately answering histogram and COUNT queries while preserving DP. Many algorithms were implemented solely for this purpose. We identified a state of the art algorithm [10] (benchmarked against other algorithms in [2]) and implemented this algorithm in Explode, by expressing its data accesses as statistical SQL queries. Our goals by implementing [10] are: (i) For a fixed privacy budget, by using a state of the art algorithm we produce histograms that are more accurate than previous algorithms. (ii) We show that works/algorithm independent from Explode can be added to Explode if desired. To make histogram results more user-friendly, in addition to yielding the private answers in plain text format, we also visualize the histograms.

**Adding New Features.** Any data analysis task whose data accesses can be expressed as a collection of statistical SQL queries, and relies on the Laplace and exponential mechanisms of DP can be added to Explode. As we continue to develop Explode, we plan to add a collection of statistical SQL queries on the private database. Thus, the query set for NBC consists of queries that calculate the probabilities above. After obtaining (noisy) answers to these queries, an NBC model can be built, and instances can be classified.

**Explode** has an easy-to-use graphical user interface, and its algorithms are transparent to the user. It is designed to feel like a high-level data analysis suite. Thus, participants need not be acquainted with DP or any of the theoretical aspects of our algorithms.

**IV. Conclusion**

We propose to demonstrate Explode, a differentially-private data analysis platform. Explode provides a convenient service for clients to analyze private data, while protecting the privacy of the data. Explode is powered by a sensitivity calculation technique that determines the required amount of noise for DP for an arbitrary set of statistical queries. Thus, any data analysis task whose data accesses can be reduced to a set of statistical queries can be added to Explode. To demonstrate this, we added several proof-of-concept tasks, e.g., Naive Bayes classification, feature selection etc. In addition, we also added a state of the art algorithm for histogram publishing, to demonstrate the plausibility of implementing independent, recent research in DP. As we improve Explode, we plan to add new components and support for more data analysis tasks.
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