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Abstract

New software applications are being developed every day by software development groups, ranging from the most professional to smaller amateur ones. The structures of the software development groups are very diverse, and a development environment should satisfy the needs of different kinds of group structure. Considering the advantages of low resource requirement, accessibility through mobile devices with restricted resources, and compatibility with collaborative working environments, Cloud computing is a perfect match for software developers, especially for the groups. However, since Cloud computing operates on insecure Internet, security against malicious third parties is a crucial issue. Files should be kept safe in the Cloud, and should only be accessed by those who have the authorization. Revocation and addition of the group members, and the organization of the access rights should also be performed in an efficient and robust way, fulfilling the needs of different groups.

In this thesis, we propose a security and privacy infrastructure for a software development environment running in the Cloud. We propose to solve the security issues using the anonymous credential system, idemix, provided by IBM Research which relies on the Camenisch-Lysyanskaya group signature scheme. Group signatures can provide flexibility in the groups’ inner organization and are also helpful for handling the access rights. Moreover, using an anonymous credential system also provides to the group members the ability to keep their anonymity while interacting with Cloud. In this way, we aim
to provide an infrastructure to serve the groups with different inner organizations by not compromising their privacy. In order to evaluate the performance of the proposed system, we develop a simulation environment using M/D/m/m queues and analyze the proposed system under different scenarios and access control structures. Our results show that the proposed system is an efficient one and can serve up to 1000 concurrent users with response time under one second using four servers.
BULUT BİLİŞİM İÇİN GRUP İMZA YAPILARI KULLANAN BİR GÜVENLİK VE MAHREMIYET ALTYAPISI
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Özet


Bu tezde bulut içerisinde çalışan bir güvenlik ve mahremiyet altyapısı önerilmektedir. Güvenlik problemleri IBM’in geliştirdiği anonim bir kimlik sistemi olan ve Camenisch ve Lysyanskaya tarafından geliştirilmiş grup imza yapısına dayanan idemix kütüphanesiyle çözülmektedir. Grup imza yapıları, özellikleri itibariyle grupların iç organizasyonlarında esneklik sağlamaktak ve grup içi erişim izinlerini idare etmekte oldukça yardımcı olmaktadır. Bunun yanı sıra anonim kimlik sistemleri kullanılarak, grup üyelerinin servis
sağlayıcıya karşı anonimlikleri ve dolayısıyla mahremiyetleri korunmaktadır. Böylelikle, iç yapılarında değişik özellikler barındıran gruplara mahremiyetlerine ve güvenliklerine zarar vermeden hizmet verecek bir altyapı sunulmuştur. Sistemin verimliliğini ölçmek için, M/D/m/m kuyruk modellerini kullanarak bir simulasyon ortamı geliştirilmiştir. Bu simulasyon ortamında değişik senaryolar ve erişim hakları yapıları kullanarak sistemin verimliliği analiz edilmiştir. Sonuçlarımız, önerdiğimiz sistemin verimli bir sistem olduğunu ve 1000 eşzamanlı kullanıcıya, dört sunucuya, bir saniyenin altında kalan cevap süreleriyle hizmet edebildiğini göstermiştir.
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Chapter 1

Introduction

Cloud computing is a new concept, which offers delivery of computing as a service rather than a product. Cloud providers aim to deliver applications, or various services, which can be accessed from desktop or mobile applications via the Internet. There are various kinds of Cloud services that Cloud providers offer ranging from simple applications to complex infrastructures. The main motivation is to enhance mobility, collaboration and easy maintainability due to the centralization of the services. Cloud applications are getting more and more widespread, thanks to their low resource requirements, accessibility through mobile devices with restricted resources, and compatibility with collaborative working environments such as GoogleDocs [7] and Dropbox [3].

New software applications are being developed every day by software development groups, ranging from the most professional to smaller amateur ones. This diversity also shows itself in the inner hierarchies of these development groups. While there is a flat organization in some of them, some others have rigid hierarchical structures. Moreover, members of these groups may be located in different countries, and have no personal interaction. In other words, the structures of the software development groups are very diverse, and a development environment should satisfy the needs of different kinds of group structures.

Since Cloud computing operates on insecure Internet, security against malicious third parties is a crucial issue. Files should be kept safe in the Cloud, and should only be accessed by those who have the authorization. Revocation and addition of the group members, and the organization of the access rights should also be performed in a robust way, while fulfilling the needs of different groups.

What we propose in this thesis is to utilize the advantages of low resource requirement and easy accessibility of Cloud computing in order to come up with a security and
privacy infrastructure for a software development environment running in the Cloud. Our main focus is to create a generic environment that can serve differently organized software development groups. For this purpose, we make use of the group signature structure introduced by Chaum and van Heyst [21], which allows us to free the development groups in their inner organization, while being useful for interacting with the Cloud securely against malicious third parties. Moreover, since we outsource the data and the computations to Cloud, the Cloud provider should be working in need-to-know basis. Therefore, it is essential to achieve authentication with only the information the groups want to reveal. Hence, we implement the protocols of Camenisch and Lysyanskaya Signature Scheme [16] using idemix primitives. Camenisch and Lysyanskaya Signature Scheme [16] relies on Zero-Knowledge proofs, which are essential to achieve mutual authentication without exchanging any critical knowledge. This way, we secure the anonymity of the users against the Cloud service provider.

To summarize, we propose a security and privacy infrastructure for a software development environment running in the Cloud. Considering the advantages of easy accessibility, high computing power and support for collaborative features, Cloud computing is a perfect match for software developers, especially for the groups. We propose to solve the security issues using group signatures, which can provide flexibility within the groups and can be modified for handling the access rights. In this way, we aim to serve the groups with different organizations: flat or hierarchical.

We also develop a simulation environment using M/D/m/m queuing model in order to evaluate the performance of the proposed system. Our results show that the proposed system is an efficient one and can serve up to 1000 concurrent users with four servers. We also analyze the system assuming the worst case, where every action requires authentication. Moreover, we also analyze the behaviour of the system in case of user revocation.

Outline of the thesis is as follows. In Chapter 2, we give an overview of Cloud computing, Cloud Security, idemix library and the group signature schemes it uses. We elaborate on possible access right models using the components of idemix with the proposed system. In Chapter 3, we take a deeper look into access right issues using idemix and give insight to protocols used inside the system (namely Issue Protocol, Authentication Protocol and File Transfer Protocol). Chapter 4 explains the implementation details, message structures within the protocols, the role of idemix library and how it was used. Chapter 5 deals with the time measures for atomic operations and discusses how the performance evaluation was achieved, in addition to presenting the results. Finally, in Chapter 6, we summarize the results, and propose some future work on the subject.
Chapter 2

Background Information

In this section, we provide background information about the underlying technologies and literature used in the proposed system. Firstly, we give the definition of Cloud computing, its characteristics and the deployment models. After that, we present the current state of art in Cloud security. Since we used the idemix [33] library in the proposed system, we also provide background information about it and its underlying cryptographic foundations, namely the group signatures. We firstly provide an introduction and background information about group signatures, then give the mathematical background about Camenisch-Lysyanskaya signature scheme [16], which is the building block of the idemix library. Lastly, we provide information about the idemix library, which has been used intensively in the proposed system.

2.1 Cloud Computing

Cloud computing has recently attracted a great interest from both simple users and large-scale companies. Amazon Web Services [2], GoogleAppEngine [5], GoogleDocs [7], Microsoft Azure [8], Dropbox [3] are some of the famous examples of Cloud computing, which emerged with wide use and increasing speed of Internet. It is a widely used technology for flexible on-demand access and is adopted by more and more people and companies. NIST (National Institute of Standards and Technology) defines Cloud computing as follows [31]:

Cloud computing is a model for enabling ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources (e.g., networks, servers, storage, applications, and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction.
While this definition captures the meaning of Cloud computing, Armbrust et al. [10] defines Cloud computing as both the applications delivered as services over the Internet and the hardware and systems software in the datacenters that provide those services.

Even though it is criticized for renovating existing concepts rather than offering a new concept, the main motivation behind Cloud computing is to promote flexibility and availability. The Cloud model defined in [31] consists of five essential characteristics:

- **On-demand self-service**: A user can unilaterally provision computing resources such as network storage, computing power, server time, etc.

- **Broad network access**: Capabilities of cloud services are available over the network and accessed through various platforms, such as mobile phones, laptops, etc.

- **Resource pooling**: Resources like storage, processing, memory, virtual machines are pooled to serve multiple users using a multi-tenant model, meaning that they are dynamically assigned and reassigned according to demand.

- **Rapid elasticity**: Cloud services can be rapidly provisioned and should be able to quickly scale out or in.

- **Measured Service**: Resource usage can be controlled, monitored, and reported, providing transparency for both the users and the provider.

It is widely accepted that Cloud computing is not a new concept, however it is clearly a new paradigm. Software companies offer various Cloud services ranging from data outsourcing to office software. Since there are varying types of applications, NIST also defines service models for Cloud computing paradigm.

- **Cloud Software as a Service (SaaS)**: The user is provided with the capability to use provider’s applications, which run in the Cloud infrastructure. Since the software is running in the Cloud, client can use these services regardless of its devices’ computing power. However, the user has limited access to the Cloud and s/he can interfere with the user-specific application configuration settings. In other words, she cannot develop her own software, but only the ones which are already permitted by the provider. GoogleDocs [7] and GMail [4] are some examples of such service model.

- **Cloud Platform as a Service (PaaS)**: The user has permission to deploy user-created or permitted applications onto the Cloud infrastructure using programming languages or tools that provider supports. However, user is not permitted to have control over the network, servers, operating systems or storage. GoogleCode [6] is an example of such a service model.
• **Cloud Infrastructure as a Service (IaaS):** Unlike SaaS and IaaS, user has control over processing, storage, networks, and computing resources. User is permitted to run arbitrary software, operating systems, applications. The control over underlying structure is still limited. Amazon EC2 [1] is an example of such a service model.

There are also four different types of deployment models for Cloud infrastructure. If the Cloud is operated solely for an organization, it is called a *private Cloud*. If it is made available to the general public in pay-as-you-go manner, it is called *public Cloud*. NIST also defines *community Cloud*, as the Cloud infrastructure shared by several organizations, and the *hybrid Cloud* is defined as the composition of two or more Clouds. However, Ambrust et al. [10] did not refer to the latter two terms.

Since this thesis focuses on a secure software development in Cloud environment, we can define our proposed system as Cloud Software as a Service (SaaS) in any Cloud (private or public). PaaS and IaaS are out of scope of this thesis; interested reader may find more in [10] and [31]. The rest of this section discusses the advantages and motivation of SaaS.

Cloud computing has recently become a widely used technology for on-demand and collaborative access to shared and configurable computing resources. Applications like GoogleDocs and DropBox are being adopted by more people day by day. Taking advantage of many useful features of Cloud computing, these applications provide users with different alternatives for collaborative editing and file sharing.

Since Cloud computing allows us to run the costly computations on the Cloud, users only need enough processing power to be able to run a simple interface and interact with the Cloud. In the course of our project, compiling and debugging large-scale projects are considered as computationally expensive operations especially for mobile devices. The fact that these operations are to be handled in the Cloud frees the software group members from the necessity to have powerful and expensive computers. All the group members need to have is reduced to computers with Internet connection that can run the interface. Hence, group members are able to use the system via mobile devices that have very low computing resources, providing the group members with a significant level of mobility. Moreover, since many software development groups are international ones, such a centralized system based on Cloud computing is a very suitable medium for working collaboratively from distant locations.

Furthermore, Cloud computing equips us with the advantage of being able to keep all files and programs in a single virtual location. From the software development point of view, this centralized system addresses many issues per se. For instance, when an
upgrade is going to be performed on the software development environment, ensuring that all users have done the upgrade is not a trivial task; some users may upgrade, some may not and this case may cause inconsistencies. Cloud computing simply solves this problem. Since upgrading the system on the Cloud is sufficient for all users to access the upgraded version, they do not need to install the patch individually. This makes the system maintenance much easier. Moreover, the fact that all files are kept on the Cloud automatically provides fault tolerance such that data loss by single user mistake becomes very unlikely.

By keeping all files in a single server, Cloud computing also enables a collaborative environment. As in the example of GoogleDocs, making it possible for several users to work on the same file at the same time and to be able to keep track of by whom a change is made, is a valuable asset for software groups that work collaboratively.

2.2 Cloud Security

Since Cloud applications run on insecure Internet they need to be secured like every client-server application. Existing literature is focused mainly on security problems for outsourcing data [24], virtual machine security [34] and security measurements [23] within Cloud against malicious users. However, to the best of our knowledge, none of them are related to a generic security and privacy infrastructure.

Chow et al. [23] focus on new emerging security threats by the rise of the Cloud computing paradigm. The authors separate the threats into three types:

- **Traditional Security:** This category includes traditional security attacks, which became easier by moving to the Cloud. VM-Level attacks, Cloud provider vulnerabilities, phishing are identified as such kind of threats. ‘Expanded network attack surface’, increasing difficulty for forensic investigation in Cloud and fitting existing authentication and authorization schemes to Cloud paradigm are also pointed out as new vulnerabilities.

- **Availability:** Since Cloud computing paradigm offers a centralized system, it raises problems such as uptime, single point of failure and assurance of computational integrity.

- **Third-Party data control:** This category includes the possible security leaks of outsourced data, such as due diligence, audability, provider espionage, etc.

Wei et al. [34] propose an antivirus approach against the possible security breaches, targeting image repositories that are used commonly for Cloud computing. The main
motivation behind this is to identify the risks both the users and the administrators can face during managing the virtual-machine images that encapsulate each application in the Cloud. The authors propose an image management system called Mirage. Zhang et al. [35] focus on security threats to elastic applications and identifies security objectives that should be provided by the infrastructure. The authors propose an elastic framework in order to achieve authentication and secure communication mechanisms for weblets running on mobile devices and Cloud concurrently. Christodorescu et al. [24] argue that Cloud security cannot be degraded only to virtualization security and focuses on how to recognize malicious code fragments in Cloud and maintain security against them. For that purpose they propose a framework that enables security services for Cloud environments where users use a variety of operating systems which need to be quarantined in case of abuse. The authors develop a novel algorithm for secure introspection which they applied during identification of guest operating system and rootkit detection.

2.3 Group Signatures

Group signatures have first been proposed by Chaum and van Heyst in 1991 [21]. The main motivation behind Group signatures is to combine security and privacy. Group signature scheme is a cryptographic method that allows a group member to anonymously sign a message on behalf of the group. The main players are:

- **Group Members**, who can anonymously issue signatures.
- **Group Manager**, who has the authority to reveal the identity of the actual signer if necessary and is responsible for adding and revoking group members.

The Group signature scheme is said to be *dynamic* if new user registration and user revocation is possible.

Bresson and Stern [15] identify the security requirements of a group signature scheme. A group signature scheme allows any user (not necessarily a group member) to be able to verify that the message has been signed by an actual member of the group. However, no one, but the group manager, can identify who actually signed the message. Also the signatures should be unlinkable, that is deciding whether two signatures have been signed by the same member or not must be infeasible.

A group signature scheme consist of five basic methods as described below [15]:

- **Setup**: A probabilistic algorithm initializing public parameters and providing a secret key to the group manager.
• **Join**: An interactive protocol between the group manager and a new user to become a new group member.

• **Sign**: The cryptographic operation to compute a group signature share using a message and a member’s secret share.

• **Verify**: An algorithm, which is run by any user, in order to check whether or not a signature has been produced by an authorized signer.

• **Open**: An algorithm allowing the group manager to obtain the identity of the member who actually signed a given message.

Main properties of a group signature scheme are summarized as follows [15], [17]:

• **Correctness**: Any signature generated by a group member should be valid.

• **Unforgeability of signatures**: Only group members are able to sign messages. Furthermore, they must only be able to sign in such a way that, when the signature is presented to the group manager, he will be able to reveal the identity of the signer.

• **Anonymity of signatures**: It is not feasible to find out the group member who signed a message without knowing the group manager’s secret key.

• **Unlinkability of signatures**: It is infeasible to decide whether two signatures have been issued by the same group member or not.

• **No framing**: No coalition of the members (including the group manager) can sign on behalf of a non-involved group member.

• **Unforgeability of tracing verification**: The manager cannot accuse a signer falsely of having originated a given signature.

• **Coalition resistance**: No coalition of members can prevent a group signature from being opened.

There are several group signature schemes in the literature. Chaum and van Heyst [21] propose four different schemes. Chen and Pedersen propose two new group signature schemes [22], based on undeniable signatures [20]. However, some of them are not dynamic, and all of them are relatively inefficient, due to the reason that the signature size grows linearly with respect to group size. Camenisch and Stadler propose a scheme [18], which provided a constant size signature and a constant size public key. The scheme is enhanced by Bresson and Stern by adding member revocation [15]. Ateniese et al. [11] propose an interactive and coalition-resistant scheme with enhanced efficiency. Camenish and Lysanskaya generalize this scheme and propose the Camenish and Lysanskaia Signature Scheme [16], which is the building block of the idemix library. Since
CL (Camenish and Lysyanskaya) signature scheme relies on zero-knowledge proofs, we provide preliminaries for this topic below. Later we will give the details of CL signature scheme.

### 2.3.1 Zero Knowledge Proofs

Zero-knowledge proofs were first defined in a draft of “The Knowledge Complexity of Interactive Proof-Systems” by Goldwasser et al. [29] as the proofs that reveal no additional knowledge other than the correctness of the proposition in question. This should be the case even if the verifier does not follow the protocol but tries to cheat and trick the prover to reveal some information. A zero-knowledge proof should satisfy the following three properties:

- **Completeness:** Any true statement can be proven.
- **Soundness:** Any false statement cannot be proven.
- **Zero-knowledge:** Any verifier does not learn anything except that a statement is true.

Informally, a zero-knowledge proof can be explained with a well-known story by Jean-Jacques Quisquater [32]. Peggy (the prover) and Victor (the verifier) are near a circle-shaped cave, in which the passage from one end to the other is blocked by a magic door. Peggy claims to know the secret word that opens the door but Victor says he will not pay for the word without being sure that Peggy knows it. Peggy, on the other hand, refuses to tell the secret word before receiving the money. They decide to follow a method that will prove to Victor that Peggy knows the secret word without revealing the word to Victor. This is a zero-knowledge proof.

First, Peggy goes in the circle-shaped cave without Victor seeing from which end she entered. Then, Victor chooses randomly the side he wants Peggy to come out of and shouts out the name of this side. If it is the same end Peggy entered by, she will be able to come back no matter she knows the secret word or not, since she does not need to go through the magic door, if she is already in the side that Victor shouted. However, if it is the opposite end, she can come out from it only if she knows the secret word. If they repeat this process many times, and if Peggy does not know the secret word, the probability that she would manage to come out from the desired end would be very small. Thus, if Peggy repeatedly comes out from the end that Victor shouts, it is very likely that she knows the secret word. Figure 2.1 illustrates the story.

Hence, zero-knowledge proofs are probabilistic rather than deterministic, since there is a small probability, called the soundness error, that the verifier can be convinced on
Figure 2.1: Zero Knowledge Proofs

the correctness of a false statement. However, the soundness error can be decreased to negligibly small values.

Goldwasser et al. [29] give zero-knowledge proof systems for the languages of quadratic residuosity and quadratic nonresiduosity. In number theory, an integer $x$ is called a quadratic residue modulo $m$ if there exists an integer $x$ such that $x^2 \equiv y \mod m$ The quadratic residue problem with parameters $m \in \mathbb{N}$ and $x \in \mathbb{Z}_m^*$ consists of computing $Q_m(x)$, which is 0 if $x$ is a quadratic residue $\mod m$, 1 otherwise. If one knows the factorization of $m$, $Q_m(x)$ is easy to compute, otherwise it is infeasible.
Moreover, Goldreich et al. \[28\] showed that a zero-knowledge proof system for the NP-complete graph coloring problem with three colors can be created, assuming unbreakable encryption exists. This means that under this assumption, zero-knowledge proofs can be created for all problems that can be solved in polynomial time in a non-deterministic Turing machine (NP), since any problem in NP can be efficiently reduced to the graph coloring problem \[28\].

Goldreich et al. \[12\] went further to show that, under the same assumption, any problem that can be proved by an interactive proof system can be proved with zero knowledge.

Ben-or et al. \[13\] show that using multiple independent provers that allow the verifier to examine the provers in isolation to avoid being misled, all problems in NP can be shown to have zero-knowledge proofs without need for any intractability assumptions.

Dwork et al. \[25\] initiated the research on concurrent zero-knowledge proofs, which can be used in an Internet-like setting. To this end, witness-indistinguishable protocols have been proposed, which are like zero-knowledge proofs but not as problematic with concurrent execution of multiple protocols \[26\].

We have used the \textit{idemix} \[33\] library intensively during the implementation. Now, we are going to provide some notation that will be used to describe the underlying cryptographic foundation behind the \textit{idemix} library, namely the Camenish-Lysyanskaya (CL) signature scheme \[16\].

- Let $S$ be a set. $\#S$ denotes the number of elements in the set $S$, and $x \in_R S$ means that the element $x$ is chosen randomly with uniform density from $S$.
- The concatenation of numbers or strings is denoted by the operator $||$.
- Let $H : \{0, 1\}^* \rightarrow \{0, 1\}^l$ be a hash function. $\pm\{0, 1\}^l$ denotes the set of integers $\{-2^l + 1, ..., 2^l - 1\}$, and $\{0, 1\}^l$ stands for the non negative part of the same set, i.e. $\{0, ..., 2^l - 1\}$. Note that the current \textit{idemix} implementation uses SHA-256 \[9\] hash function.

The notation of Camenisch and Stadler \[18\] is used for zero-knowledge proofs when presenting protocols. To give an example,

\[
PK\{(\alpha, \beta, \gamma) : \ y = g^\alpha h^\beta \land \ ły = ły^\alpha ły^\beta \land \ (v < \alpha < u)\}
\]

denotes a zero-knowledge Proof of Knowledge of integers $\alpha, \beta, \gamma$ satisfying $y = g^\alpha h^\beta$ and $ły = ły^\alpha ły^\beta$ with $v < \alpha < u$, where $y, g, h, ły, ły, ły$ are elements of some groups.
\[ G = \langle g \rangle = \langle h \rangle \] and \[ \tilde{G} = \langle \tilde{g} \rangle = \langle \tilde{h} \rangle \]. All parameters except for the Greek letters, which denote the attributes to be proved, are known by the verifier. Only prime order groups are used in the idemix library \[33\]. It is well known that in such groups there exists a knowledge extractor which can extract these attributes denoted by Greek letters from a successful prover.

In the idemix library \[33\], all zero-knowledge proofs are implemented as a common three-move zero-knowledge protocol, made non-interactive using the Fiat-Shamir heuristic \[27\]. The values of the form \( t = g^r \) used in the first flow of the protocol will be called \( t \)-values, while the responses computed in the third flow of the form \( s = r - c^\alpha \) will be referred to as \( s \)-values. The challenge, \( c \), has the hash of the \( t \)-values, common inputs, and also a common string called the context string, consisting of a list of all public parameters and the issuer public key. This way, the values generated during the proof cannot be re-used in any other context.

### 2.3.2 The CL Signature Scheme

The CL signature scheme relies on zero-knowledge proofs \[16\]. Using general zero-knowledge proofs, it is possible to prove statements such as “I have a signature” without saying anything more than that. Using this property, the groups have to show no more than they want, and a verifier can verify the signatures without the need to know any more than the signer wants to show. Hence, anonymity and security against Cloud is accomplished using such a structure. The main building block of the idemix library is the CL Signature scheme \[16\]. The main definitions and protocols of this scheme are as follows:

- **Key generation:** On input \( \ell_n \), choose an \( \ell_n \)-bit RSA modulus \( n \) such that \( n \leftarrow pq \), \( p \leftarrow 2p' + 1 \), \( q \leftarrow 2q' + 1 \), where \( p, q, q' \) are primes. Choose uniformly at random, \( R_0, ..., R_{L-1}, S, Z \in QR_n \) (quadratic residues \( \mod n \)). Output the public key \( (n, R_0, ..., R_{L-1}, S, Z) \) and the secret key \( p \).

- **Message space:** Let \( \ell_m \) be the size of attributes. The message space is the set
  \[
  \{(m_0, ..., m_{L-1}) : m_i \in \pm\{0, 1\}^{\ell_m}\}
  \]

- **Signing algorithm:** On input \( m_0, ..., m_{L-1} \), choose a random prime number \( e \) of length \( \ell_e > \ell_m + 2 \) and a random number \( v \) of length \( \ell_v \leftarrow \ell_n + \ell_m + \ell_r \), where \( \ell_r \) is the security parameter required in the proof of security of the credential system. Compute the ordered set of attributes \( A \) such that
  \[
  A \leftarrow \left( R_0^{m_0} ... R_{L-1}^{m_{L-1}} S^v \right)^{1/e} \mod n
  \]

The signature on the message \( (m_0, ..., m_{L-1}) \) consists of \( (A, e, v) \).
• **Verification algorithm:** To verify that the tuple \((A, e, v)\) is a signature on message \((m_0, \ldots, m_{L-1})\), check that

\[
e^e A R_{m_0}^{m_0} \cdots R_{m_{L-1}}^{m_{L-1}} S^v \pmod{n}, \quad m_i \in \{0, 1\}^\ell m, \quad \text{and} \quad 2^\ell e > e > 2^{\ell e-1}
\]

all hold.

### 2.4 The idemix Library

*idemix* was developed at IBM Research Zurich by a research group under the leadership of Jan Camenisch [19]. It is an anonymous credential system, supporting accountability of transactions by performing anonymous authentication between users and/or service providers.

The issuer issues the *idemix* credential in accordance with the user’s attributes, which allows for various protocols such as property proofs, revocation of credentials, verifiable encryption, etc. The credential issuance and the show proof protocol are the main protocols performed. Camenisch-Lysyanskaya signature scheme [16] is used in these protocols, as it is the building block of the *idemix*. Therefore, for the successful execution of these protocols, all participants need to be in the same group and share the same system parameters, which define, for example, the size of the RSA modulus, or the domain of a hash function.

The user and the issuer create a credential interactively during the issuance protocol. To make the credential easily verifiable using the issuer’s public key, the issuer signs the resulting credential with its private key. The user’s master secret is bound to the credential by embedding the user’s pseudonym in it [33]. Figure 2.2 illustrates a use-case diagram of the main protocols of *idemix*.

Solutions based on *idemix* send only proofs, providing unlinkable disclosure of selective credential attributes without revealing others. The user can decide on which attributes of her digital face to disclose and which to hide herself since she is involved in the disclosure process directly [14]. When the user needs to convince another entity that she possesses an attribute signed by the issuer, several zero-knowledge proofs are performed, so that the credential itself is never revealed. Hence, the same credential can be shown repeatedly without the other entity being able to link the information [33].

*idemix* consists of several components. The most important ones are:

• **System Setup:** As mentioned before, all participants must share the same system
parameters to successfully perform cryptographic protocols. These system parameters are defined in two connected files, the SystemParameters file and the GroupParameters file.

- **Attributes:** Attributes can be name, surname, affiliation etc. Formally, they are tuples, each unique in its scope, consisting of name, value and type \((a = n, v, t)\). Integer, String, Date and Enumerations are the types of attributes that are allowed. While proving a set of attributes, user can specify which to reveal and which to hide to verifier. The attributes can contain all the information about a user. However, user may only need to show her birth date in a proof. This can be specified in a ProofSpec. An example of a ProofSpec will be given in the Chapter 4.

- **Credentials:** A credential is a certificate attesting to some attributes the user possesses. It consists of a set of attributes together with some cryptographic information. The credential is obtained from the issuer using the issuance protocol. It is used in the computation of statements about the value of the attributes it contains, when this needs to be proved to another entity. The credential itself, however, is never revealed.

For implementing the functionalities of the Camenisch - Lysyanskaya group signature scheme, we use the idemix primitives. We also use the XML structures for nonces, proofs and credentials, which can be processed by the parser class provided by the idemix library.
Figure 2.2: *idemix* Overview
Chapter 3

Proposed System

This section deals with the general overview of the proposed system in this thesis. The main entities in the system are groups (consisting of users of different roles), the group manager (issuer), the verifier and the server. The verifier can be considered as a module in the server, since the server starts to interact with users after the verifier authenticates them. The issuer operates in Cloud, like the verifier and the server, but as a different entity. This frees the verifier and the server to have the responsibility and knowledge about group structures and users’ details. Groups are software development groups consisting of users with different roles, which can be defined during the group registration. Each group can have different roles with different hierarchical structures. The issuer also operates as the group manager, in the sense that it is responsible for user registration / revocation. It interacts with the server after group registration to inform the server about the access right scheme, which defines the roles and the hierarchical structure for the registered group. We use the idemix library for the implementation purposes. Therefore, the protocols are based on the CL (Camenisch-Lysyanskaya) signature scheme. idemix is an anonymous credential system developed by IBM Research. As mentioned in Chapter 2, idemix is based on three main components, Issuer (group manager), Verifier (server), and the Prover (user). Group manager is responsible for issuing credentials to members of the group (users). Credentials are just like identities hold by users. The attributes credentials contain are signed digitally by the issuer and user can select any number of attributes to prove. After that, user can send the created proofs of possession. Created proofs can be verified by the server, this way server can conclude whether the attributes that the user claims are approved by the group manager. Since the proofs can only be opened by the group manager, the implementation also provides anonymity for users against the server. Moreover, users can authenticate themselves as valid members of the groups by just using the roles they hold as a group member, this is essential for the system, as in the proposed system Cloud should work in a need-to-know basis. Proposed system is implemented in Java since it aims to be a platform-free system to enhance mobility. Users can use devices
varying from low-capacity mobile devices to PCs. An overview of the system can be found in Figure 3.1.

Figure 3.1: System Overview

An particular application of the proposed system can be summarized as follows. Suppose that, there are software development groups, which have any number of members in any number of roles within a customizable hierarchical structure. A group can consist of equals or it can have a strong hierarchy between the members. This hierarchy between the roles is defined in the group registration phase, and reflected to group access rights scheme. Every file may require different number of permissions for different kind of actions. A possible use case scenario of the proposed system is the following. Let there be a group consisting of 10 people. The group has five coders, two testers, two supervisors and a group manager. Only the group manager can be the Issuer. Hence, she interacts with each member to issue credentials which contain their roles and group identifiers and is capable of opening signatures, if necessary. After receiving a credential, whenever a user wants to interact with the server, she firstly authenticates herself to the verifier by sending her proof of possession of the attributes in the credential. After the proof is verified by the verifier, the user is authenticated. From that point on, user can interact with the Cloud Service, in this case a software development environment. Suppose that a user requests an action about a file from the server. The server firstly checks the required number of permissions for the requested action about that file and informs the online members about the request. Remember that, a coder may have one permission share, whereas the manager can have three. After a pre-determined time period, if the required number of permissions are collected, server grants the action. Otherwise, it informs the user about
the failure. This idea of possessing different number of permission shares for different roles is mainly inspired by \( k \) out of \( l \) group signature schemes and allows us to support different kind of hierarchies, flat or strict, without interfering with their inner workings.

3.2

![Diagram of a specific application of the proposed system]

Figure 3.2: A specific application of the proposed system

3.1 Protocols

In this section, we provide the mathematical foundation of the CL signature scheme and present the protocols that we use throughout the implementation of the system.

3.1.1 Setup

The system parameters must be fixed and made public before any group registration. Group registration means generating group parameters using system parameters. The system parameters are given in the Table 3.1.
Table 3.1: The system parameters

| \(\ell_n\) | size of RSA modulus |
| \(\ell_{\Gamma}\) | size of the commitment group modulus |
| \(\ell_p\) | size of the prime order subgroup of \(\Gamma\) |
| \(\ell_{\text{res}}\) | number of reserved attributes in a certificate |
| \(\ell_e\) | size of \(e\) values of certificates |
| \(\ell_{\text{e}'}\) | size of the interval the \(e\) values are taken from |
| \(\ell_v\) | size of the \(v\) values of the certificates |
| \(\ell_{\emptyset}\) | security parameter that governs the statistical zero-knowledge property |
| \(\ell_k\) | security parameter |
| \(\ell_H\) | domain of the hash function \(H\) used for the Fiat-Shamir heuristic |
| \(\ell_{pt}\) | security parameter required in the proof of security of the credential system |

| \(\ell_m\) | size of attributes |

Table 3.2: The symbol table

| \(PU_{\text{issuer}}\) | public key of the issuer |
| \(PR_{\text{issuer}}\) | private key of the issuer |
| \(n_i\) | nonce with identifier \(i\) |
| attr | \(U\) defined in Issue Protocol Round 1 |
| \(P_1\) | The proof generated in Issue Protocol Round 2 |
| \(P_2\) | The proof generated in Issue Protocol Round 3 |
| \(U\) | The cryptographic structure which contains attributes |

3.1.2 Issuer Key Generation

Issuer key is used during issuance of credentials (user registration). The maximum number of attributes in a credential is determined by the length in the public key. \(\ell\) being the number of attributes a key can contain, every credential can have \(\ell - \ell_{\text{res}}\) number of attributes, where \(\ell_{\text{res}}\) is reserved for the master secret.

Issuer generates a safe RSA key pair. For this, she generates safe primes \(p\) and \(q\) where \(p = 2p' + 1\) and \(q = 2q' + 1\). The issuer also generates parameters for CL signature scheme by choosing \(S \in R \langle QR_n\rangle\), and \(Z, R_1, ..., R_l \in R \langle S\rangle\). \(QR_n\) is group of quadratic residues mod \(n\), \(\langle S\rangle\) is the subgroup generated by \(S\). The order of \(S\) must be \(#QR_n = p'q'\). Furthermore, issuer chooses \(x_{R_1}, x_{R_1}, ..., x_{R_l} \in R \ [2, p'q' - 1]\) and computes \(Z = S^{x_z}, R_i = S^{x_{R_i}} \) for \(1 \leq i \leq l\).

The issuer’s public key is \(PU_{\text{issuer}} = (n, S, Z, R_1, ..., R_l, P)\), and the private key is \(PR_{\text{issuer}} = (p, q)\).
3.1.3 Issuance Protocol (User Registration)

The issuance protocol is performed between the user (in *idemix* terms, user is called recipient) and the group manager (issuer) interactively. This can be seen as a new user registration phase of the proposed system. After issuance of a credential a group member becomes able to use the features of the Cloud service. In that sense, the member is already registered as a group member, however as a result of this interaction, the user gets a credential that is issued by the issuer, and hence she is registered as a valid user of the Cloud service. In the proposed system, the issuer is in the Cloud but it is a different entity than the verifier. We propose to differentiate between these two entities, since the group manager is also responsible for member revocation and opening signatures if necessary. In this way, we aim to keep group management issues of this kind outside of the main system. For obtaining a new credential, the user needs a credential structure definition, which can differ from group to group. A credential structure definition defines the attribute structure of the credential to be issued. In our case, credentials contain the roles in the group (e.g. coder, supervisor, manager, etc.). This can be extended, however, and credentials can contain more than one attribute in order to enhance the access right scheme. Both the recipient and the issuer must have the same definition in order to perform the issue protocol. The protocol flow can be seen in Figure 3.3 and the symbols can be seen in Table 3.2.

The protocol is as follows:

- User (recipient) initiates the protocol by sending a request to the group manager (issuer).

- Issuer initializes group and system parameters. Then, issuer computes a nonce ($n_1$) with respect to the initialization and sends it to recipient. For details, see Algorithm 1.

- Recipient receives the nonce ($n_1$), which she uses to compute a cryptographic message with the properties of the desired credential, and sends it to issuer using Algorithm 2.

- Issuer receives the message sent in round 2, uses it to create the cryptographic part of the credential (by signing it with the master key), and sends it to recipient as described in Algorithm 3.

- Recipient receives the credential, and saves it by following the steps in Algorithm 4.
Algorithm 1 Issue Protocol - Round 0

ISSUER chooses a random nonce $n_1 \in_R \{0, 1\}^\ell_n$

Load attribute structures from $S$ to $A$ (both ISSUER and RECIPIENT)

ISSUER → RECIPIENT : $n_1$

Algorithm 2 Issue Protocol - Round 1

RECIPIENT chooses a random integer $v' \in_R \{0, 1\}^\ell_
u$

RECIPIENT computes: $U := S'^v \prod_{j \in A} R_j^{m_j} \mod n$, for $j \in A$

computes a non-interactive proof to verify $U$ is computed correctly.

$U \equiv \pm S'^v \prod_{k \in A} R_k^{\tilde{m}_k} \mod n$

Choose $\tilde{m}_j \in_R \{0, 1\}^{\ell_m + \ell_
u + \ell_H + 1}$

RECIPIENT computes: $\tilde{U} := S'^v \prod_{j \in A} R_j^{\tilde{m}_j} \mod n$

RECIPIENT computes: $c := H(context \mid U \mid \tilde{U} \mid n_1)$

RECIPIENT responses to the challenge:

$\hat{v}' := \tilde{v}' + cv'$

$s_A := (\hat{m}_j := \tilde{m}_j + cm_j)_{j \in A}$

$P_1 := (c, \hat{v}', s_A)$

RECIPIENT chooses $n_2 \in_R \{0, 1\}^\ell_n$

RECIPIENT → ISSUER : $U, P_1, n_2$

RECIPIENT stores $A_k, v', context$.

3.1.4 Authentication Protocol

Whenever a user is connected to the system, she must authenticate herself in order to begin her interaction with the Cloud as a registered user. For that, she has to have a credential,
Algorithm 3 Issue Protocol - Round 2

ISSUER verifies $P_1$:

\[
\hat{U} := U^{-c} \prod_{j \in A} R_{\hat{m}_j}^{\hat{u}_j} \mod n
\]
\[
\hat{c} := H(\text{context}|U||\hat{U}|n_1)
\]

if $\hat{c} \neq c$ then
verification fails.
end if

ISSUER checks

\[
\hat{u}_i \in \{0,1\}^{\ell_a+2\ell_H+1}
\]
\[
\hat{m}_i \in \{0,1\}^{\ell_m+\ell_H+2}, \text{for all}, i \in A
\]

if length check fails then
verification fails.
end if

ISSUER generates a CL Signature on the attributes:

Choose a random prime $e \in R[2^{\ell_e-1}, 2^{\ell_e-1}+2^{\ell_e-1}]$

Choose a random integer $\tilde{v} \in R\{0,1\}^{\ell_v-1}$, and compute $v':=2^{\ell_v-1}+\tilde{v}$

Compute:

\[
Q := \mathbb{Z}^Sv \prod_{i \in S} R_i^m \mod n
\]

\[
A := Q^{e-1} \mod n
\]

ISSUER stores: $Q, A, v', \text{context}$

ISSUER creates the following proof of correctness:

\[
SPK\{(e^{-1}) := A \equiv \pm Q^{e-1} \mod n\}(n_2):
\]

\[
\hat{A} := Q^r \mod n, \text{for } r \in R \mathbb{Z}^{p\prime q}\]

\[
\hat{c'} := H(\text{context}|Q||A||\hat{A}|n_2)
\]

\[
\hat{s}_e := r - \hat{c'}e^{-1} \mod p\prime q
\]

\[
P_2 := (\hat{s}_e, \hat{c'})
\]

ISSUER $\rightarrow$ RECIPIENT: $(A, e, v), P_2, (m_i)_{i \in A}$

Algorithm 4 Issue Protocol - Round 3

RECIPIENT computes: $v := v'' + \hat{v}$

RECIPIENT verifies $(A, e, v)$ using CL-signature verification:

Checks $e$ is a prime and $e \in [2^{\ell_e-1}, 2^{\ell_e-1}+2^{\ell_e-1}]$

Computes $Q := \mathbb{Z}^{Sv} \prod_{i \in S} R_i^{m_i} \mod n$

Computes $\hat{Q} := A^e \mod n$

if $Q \neq \hat{Q} \mod n$ then
abort
end if

RECIPIENT verifies $P_2$

Computes $\hat{A} := A^{e+s_e} \mathbb{Z}^{v's_e} \mod n$

Computes $\hat{c} = H(\text{context}|Q||A||\hat{A}|n_2)$

if $\hat{c} \neq \hat{c'}$ then
abort
end if

Store the credential: $(m_i)_{i \in A}, (A, e, v)$

containing her group ID and role. Any messages before a user has been authenticated is discarded by the server and user receives a notification to properly authenticate herself.

The protocol can be summarized as follows. A user with a valid credential creates a
proof using that credential (buildProof). Then, she sends it to verifier (server) and if the verifier decides the proof is valid (verifyProof), the user becomes authenticated. The user needs a proof specification to specify which attributes she likes to prove to the verifier. The verifier also needs the proof specification to know which attributes the proof proves. Therefore, they need to share the proof specification beforehand. The overview of the Authentication Protocol can be found in the Figure 3.4.

The subprotocols are explained in the next sections.

**3.1.4.1 Building a Proof**

The input is $m_1, \{cred\}, S, n_1$

$\{cred\}$ is the credential. The nonce $n_1$ is provided by the VERIFIER and sent to the
PROVER. Let $V = \{v_1, ..., v_t\}$ be the set of values in the credentials held by the prover. In the setup phase, the PROVER generates $\bar{v}_i \in R \{0, 1\}^{\ell_m + \ell_o + \ell_H}$ for each hidden identifier in $V$. Then, it computes $t$-values:

$$SPK\{\left(e, \{m_i : i \in A_h\}, v\right) : \frac{Z}{\prod_{i \notin A_h} R_{i}^{m_i}} \equiv \pm A^e S^v \prod_{i \in A_h} R_{i}^{m_i} \pmod{n}$$

$\land m_i \in \{0, 1\}^{\ell_m + \ell_o + \ell_H} \forall i \in A_h$

$\land e - 2^{\ell_e - 1} \in \{0, 1\}^{\ell_e + \ell_o + \ell_H + 2} (n_1)$

After that, the PROVER chooses $r_A \in R \{0, 1\}^{\ell_n + \ell_o}$ and computes the randomized CL signature $(A', e, v')$, where

$$A' := A S^{r_A} \pmod{n},$$

$$v' := v - er_A \pmod{\mathbb{Z}}.$$  

It additionally computes $e' := e - 2^{\ell_e - 1}$. To compute $t$-values, PROVER chooses random integers

$$\tilde{e} \in R \pm \{0, 1\}^{\ell_e + \ell_o + \ell_H},$$

$$\tilde{v} \in R \pm \{0, 1\}^{\ell_e + \ell_o + \ell_H}.$$  

For each identifier $i \in I$, it recovers the corresponding random value $\tilde{m}_i$, computed in step 0.1 of buildProof. Then it computes

$$\tilde{Z} := (A')^\tilde{e} \left(\prod_{i \in I} R_{i}^{\tilde{m}_i}\right) (S^{v'}) \pmod{n}.$$  

The output is $t$-value $\tilde{Z}$ and common value $A'$.  

Next, the PROVER computes the challenge: $c := H(\text{context}, \text{Common}, T, n_1)$. To compute the responses, it computes the following $s$-values in $\mathbb{Z}$.

$$\hat{e} := \tilde{e} + ce' (= \tilde{e} + c(e - 2^{\ell_e - 1})),$$

$$\hat{v}' := \tilde{v}' + cv',$$

$$\hat{m}_i := \tilde{m}_i + cm_i \text{ for } i \notin A_r.$$  

The output is the proof :$(c, s, \text{Common}, R)$.  
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3.1.4.2 Verifying a Proof

The input is \( S, P = (c, s, \text{Common}), n_1 \).

To compute \( \hat{t} \)-values\(^1\) the VERIFIER computes

\[
\hat{T} := \left( \frac{Z}{\left( \prod_{i \in A_r} R_i^{(A')}^2 \right)^{2t_e - 1}} \right)^c (A')^{\hat{e}} \left( \prod_{i \in A} R_i^{\hat{m}_i} \right) S^{\hat{e}} \mod n
\]

Then it verifies the lengths:

\[
\hat{m}_i \in \pm\{0, 1\}^{\ell_m + \ell_g + \ell_H + 1}, \text{ for } i \in A_r
\]

\[
\hat{e} \in \pm\{0, 1\}^{\ell_m + \ell_g + \ell_H + 1}
\]

If the length checks do not fail, VERIFIER computes the verification challenge:

\[
c := H(\text{context}, \text{Common}, \hat{T}, n_1)
\]

After that, it verifies the equality of challenge and if \( c \equiv \hat{c} \), it accepts the proof \( P \).

3.1.5 File Access Protocol

Once a user is authenticated, the server knows which group the user belongs to, and the root directory for the user is already initialized. From that point on, the user can request directory listing or an action on a file (read, write, execute, compile). Group managers can define which access requires how many permissions in the group registration phase. For example, a readme file can be read without requiring any other permissions than the request, whereas a classified document may need five permissions in order to be compiled.

As mentioned in the Section\[^{[3]}\] users may have different number of shares about files according to their roles and the access right scheme. Groups can have a different inner hierarchies, and they are free to express it in their access right schemes during registration. After a file is requested, server informs the other members of the group, and waits for permissions until the pre-determined time is over or required number of permissions are collected. After that, server responds to the request. The file access protocol takes place between all online members of the group and the server and can be summarized as follows:

- **Round 0** An authenticated user \( (u_k \in G_a) \) requests an action over a file \( F \).
- **Round 1** Server informs online members \( (u_i \in G_a, i \neq k) \) about the request.

\[^{[1]}\]The values of the form \( t = g^r \) used in the first flow of the protocol will be called “\( t \)-values”, while the responses computed in the third flow of the form \( s = r - c^a \) will be referred to as “\( s \)-values”.\n
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• **Round 2** \((u_i \in G, i \neq k)\) respond with permission, or not.

• **Round 3** After required number of permissions are collected, or the time threshold is exceeded, server responds to \(u_k\).

The sequence diagram for the file access protocol can be seen in Figure 3.5:

![Figure 3.5: File Access Protocol](image)

### 3.1.6 User Revocation Process

We also develop a user revocation process. Revocation works as explained below Issuer basically changes the list of valid credentials, which is a part of her public key, and shares it in the Group parameters, which are public. Since the member to be revoked cannot update her credential, her existing credential can no more produce valid proofs. As a result, the owner of the credential becomes revoked. The non-revoked members can update their credentials, based on the new public key, following the update protocol as described below and the details can be found in Algorithm ??.

Firstly, Issuer loads \(A_{k}, (m_i)_{A_k}, Q\) and \(v''\) from the non-revoked members credential, and the generates a CL signature on the attributes. For that she computes a random integer
Algorithm 5 Credential Update

ISSUER loads $A_k, (m_i)_{A_k}, Q$ and $v''$ from the credential, it wants to update
ISSUER reads previously saved elements from update file.
ISSUER generates a CL signature on the attributes.

Chooses a random prime $e \in R[2^{l_e-1}, 2^{2l_e-1} + 2^{l_e-1}]$.
Chooses a random integer: $\tilde{v} \in R\{0, 1\}^{l_v-1}$

ISSUER computes:

$v'' := 2^{l_e-1} + \tilde{v}$ and $\Delta v'' := v'' - v''$.

ISSUER computes:

$$Q := \frac{Q}{(\prod_{i \in A_{KN}} R_i^{\Delta m_i})^{S^{\Delta v''}}} \mod n$$

and

$$\bar{A} := \bar{Q}^{-1} \mod p'q' \mod n,$$

where $(\bar{m}_i)_{A_k}$ are the updated values, and $\Delta m_i = \bar{m}_i - m_i$

$Q := \bar{Q}$, $v'' := \bar{v}'', m_i := \bar{m}_i$ and $A := \bar{A}$.

ISSUER creates the proof of correctness: $P_2 := SPK\{(e^{-1}) : A \equiv \pm Q^{e-1} \mod n\}(n_2)$

ISSUER updates the following elements in file (for use in credential update).

$Q$

$v''$

$\{m_i : i \in A_k\}$

ISSUER sends $(A, e, v''), P_2$, and $(m_i)_{i \in A_k}$ to the RECIPIENT.

RECIPIENT verifies $P_2$

Compute $Q$ and $\bar{Q} = A^e Q^{e-1}$.
Compute $\hat{c} = H(\text{context}||Q||A||\bar{Q}||n_2)$

if $\hat{c} \neq c'$ then
    abort
end if

RECIPIENT computes and stores $v = v' + v''$

RECIPIENT verifies $(A, e, v)$

if $e$ is prime and $e \in [2^{l_e-1}, 2^{2l_e-1} + 2^{l_e-1}]$ then
    abort
end if

if $Z \equiv A^e R_1^{m_1} \ldots R_i^{m_i} S^v \mod n$ then
    abort
end if

output: credential $(m_1, \ldots, m_l, (A, e, v))$

$v$ and a random prime $e$:

$$e \in R[2^{l_e-1}, 2^{2l_e-1} + 2^{l_e-1}]$$

$$\tilde{v} \in R\{0, 1\}^{l_v-1}$$

Then she computes:

$$Q := \frac{Q}{(\prod_{i \in A_{KN}} R_i^{\Delta m_i})^{S^{\Delta v''}}} \mod n$$

and

$$\bar{A} := \bar{Q}^{-1} \mod p'q' \mod n,$$
Then she creates the proof of correctness:

\[ P_2 := SPK\{(e^{-1}) : A \equiv \pm Q^{e^{-1}} \mod n\}(n_2) \]

where \( (\bar{m}_i)_{A_e} \) are the updated values, and \( \Delta m_i = \bar{m}_i - m_i, Q := \bar{Q}, v'' := \bar{v}'', m_i := \bar{m}_i, A := \bar{A}. \) Then she sends the CL Signature, \( P_2 \) and updated attributes \((m_i \in A)\) to recipient.

After recipient receives the message, firstly she verifies \( P_2 \), by computing \( Q, \hat{Q} \) and the challenge, where:

\[ \hat{Q} = A^{e'} Q^{s_e} \]
\[ \hat{c} = H(\text{context}||Q||A||\hat{Q}||n_2) \]

Then recipient verifies the CL signature and if the signature is correct, similar to Algorithm 4, saves the updated credential \((m_1, ..., m_i, (A, e, v))\).
Chapter 4

Implementation Details

In this chapter we provide a detailed explanation of the implementation. Firstly, we give information about how we achieved the adoption of the idemix library to implement the procedures in the CL signature scheme. Later, we discuss how the client-server architecture is implemented and details about the message structures that are used in the protocols.

We develop the proposed system in Java, in order to achieve independency from operating systems and platforms. The implementation has been done in Intel Core i7-2670QM quad-core (2.20GHz / 3.10GHz3 with Turbo Boost4) with 8GB (4GB x2) DDR3-SDRAM-1333, with the operating system Windows 7 Professional 64 bit. Eclipse has been used as the developing environment.

4.1 Adoption of idemix Library

We used the idemix library for implementing the protocols, namely member addition / revocation and autheticaton. However, since we want an interactive environment, we have to modularize the functions and make them suitable for a client-server architecture. In this section, we present how we achieved the adoption of idemix library and show some examples of used structures.

4.1.1 System Setup

The idemix library requires having general parameters to be used in the system, which are seperated into two:

- **System Parameters**: These are public parameters containing bit lenglhts and probabilities that the generated primes are truly primes, and are used to generate group parameters during group registration. An example of a system parameters file can be seen in Figure [4.1] The related list of the parameters can be found in Table [3.1]
Figure 4.1: System parameters file

- **Group Parameters** Group parameters are generated from system parameters and used to generate the Issuer Key and the Master Key for further interactions, using CL signature scheme. An example can be seen in Figure 4.2.

During group registration, the group manager also indicates the roles and the corresponding number of permission shares for the roles, which defines the group hierarchy for further interactions.

### 4.1.2 Implementation of the protocols

The *idemix* library contains test cases to show how the library can be used for authentication purposes. However, the test cases do not contain any implementations which can be used directly in a Client - Server architecture. The main challenge is to modularize the code so that the building blocks for protocols work properly and do not use unnecessary capabilities. We apply the same process to user registration, group registration and most importantly, the authentication (signing and verification). The generation of group parameters and the issuance protocol are quite the same regardless of the complexity of
the credentials or proofs. The main focus in adopting the library is in the authentication process. We modularize the functions of the idemix library into smaller functions as we describe in the protocols. The details of signing and verifying functions are as follows:

- **Client Side:**
  - **beginSigning**: This function is used in the client side and starts the signing process. Firstly, it initializes the system parameters and receives the credential and the proofSpec from the interface, and then, returns a HashMap containing attributes. An example of a proof specification file of idemix can be found in Figure 4.3.
  - **finalizeSigning**: This function takes the nonce (see Figure 4.5), the hashMap of attributes, the proofSpec and the master key as parameters. Then, it creates
Figure 4.3: A sample proof specification structure

a new prover using these parameters, and builds and returns proof $p$ (see Figure 4.4), which is a cryptographic file containing the attributes issued before.

- **Server Side:**
  - **sendNonce:** After receiving the request and a group identification number, verifier initializes the system parameters, generates a nonce, stores it as a tuple with thread number and sends the nonce file back to client.
  - **verifySignature:** This function takes a proof file, the related nonce and proof-Spec as parameters and returns the set of revealed values. Using the revealed
values, it confirms the group identification number and determines the role of the connected client.

Figure 4.4: A sample Proof file
4.2 Client - Server Architecture

We need to use socket programming in order to connect the clients to the server. We use the OCSF (The Object Client-Server Framework) provided in [30]. The client side of OCSF consists of an abstract class called AbstractClient. This class provides the facilities needed to connect to and exchange objects with servers. The method handleMessageFromServer is modified so that the client takes appropriate action for the received message. The server side consists of two classes, namely AbstractServer and ConnectionToClient. AbstractServer is responsible for listening to incoming connections and the threads for each connection, whereas ConnectionToClient handles the connections to clients.

We implement handleMessageFromServer functions so that both sides can process the protocols we use properly. We also apply a few modifications to the existing ConnectionToClient scheme. Every connection now holds a ClientProperties file, which keeps record of the current ProofSpec, the current nonce, the current proof of authentication and the group identification number. Once a client is connected, during the first step of the authentication, she informs the server about her group id. From that point on, the verifier knows which ProofSpec to use and keeps it in the current ProofSpec. The current nonce holds the last sent nonce which is used during the third step of authentication. The current Proof keeps the information of last sent proof. This is checked periodically before any interaction since in case of user revocation, server can confirm whether the proved attributes of a credential are still valid or not.

Once the server starts to listen, whenever a new connection arrives, the server starts a thread. Before authentication, no messages from that thread are accepted, and all of them are replied with a message informing the user that she needs to authenticate herself. If a message with proper header arrives, the authentication protocol begins. After a successful authentication, the client starts to interact with the server, requesting actions for files and receiving permission requests from the server.
4.3 Messages

Since we use the OCSF for client server architecture, we need to define a message structure, which can be easily upcasted to class Object and downcasted from it. Object is the root of the class hierarchy in Java. Every class has Object as a superclass. So we implement our own MessageStruct, which consists of a header, a file and a string, called "details". We use the header part to distinguish between messages. File part keeps the cryptographic file (nonce, proof etc). "details" differ from message to message and hold necessary information in order to progress through protocols.
Chapter 5

Performance Evaluation

To evaluate the performance of the system, we perform a simulation based analysis so that we see how the system behaves when the number of connected clients increases. In this section, we provide information about the simulation and a discussion about its results. We firstly give the unit times for the main operations, and then present our simulation model. Lastly, we discuss the results via performance graphs.

All unit times are measured in Intel Core i7-2670QM quad-core (2.20GHz / 3.10GHz3 with Turbo Boost4) with 8GB (4GB x2) DDR3-SDRAM-1333, with the operating system Windows 7 Professional 64 bit. Every measurement, including the stress tests and unit time measurements have been done 50 times and the average values are reported. For the simulation based analyse, simulation time has been taken as 360 minutes.

5.1 Unit Operations

There are three main unit operations in the protocols. In the Issue Protocol, the unit operation is issuing a credential. In the Authentication Protocol, creating the proof, and validating the sent proof are unit operations. We consider three types of proofs, ‘simple’, ‘medium’, and ‘complex’, Table 5.1 shows the revealed and unrevealed number of attributes in each proof. The measured unit times can be found in the table 5.2

<table>
<thead>
<tr>
<th></th>
<th>Revealed Attributes</th>
<th>Unrevealed Attributes</th>
<th>Total Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple Proof</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Medium Proof</td>
<td>4</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>Complex Proof</td>
<td>16</td>
<td>16</td>
<td>32</td>
</tr>
</tbody>
</table>

Table 5.1: The number of attributes in proofs
Group registration can also be considered as a unit operation. In order to register a group, we have to fix the public system parameters, as mentioned in previous sections, and generate group parameters using the system parameters. This process has to be done once for each group, and it is not dependent on how complex the credentials to be issued are. We also measured unit times for updating a credential, which is used in user revocation. The unit time for updating a credential is dependent on the number of attributes to be updated. In our case, since we use credential updates just for user revocation, updating a single value will be sufficient. Therefore, the number of attributes for different complexities do not affect the unit times as in issuance. Moreover, upon closer inspection one can see that the increase in unit times for validating the proofs as the number of attributes increase is slower compared to proving the same number of attributes. This has two reasons. Firstly, validating attributes requires a constant setup time, which is the reason behind the fact that validating a simple proof is harder than proving one. Secondly, after the setup, the impact of the number of attributes on the computation in validation process is less than the impact of them on the proving process. Therefore, the unit times of validation process are increasing slowlier compared to the proving process.

<table>
<thead>
<tr>
<th></th>
<th>Simple</th>
<th>Medium</th>
<th>Complex</th>
</tr>
</thead>
<tbody>
<tr>
<td>Issue Credential</td>
<td>0.84 s</td>
<td>1.14 s</td>
<td>2.04 s</td>
</tr>
<tr>
<td>Prove Attributes</td>
<td>0.07 s</td>
<td>0.18 s</td>
<td>0.56 s</td>
</tr>
<tr>
<td>Validate Attributes</td>
<td>0.13 s</td>
<td>0.18 s</td>
<td>0.52 s</td>
</tr>
<tr>
<td>Group Registration</td>
<td>16.4 s</td>
<td>16.4 s</td>
<td>16.4 s</td>
</tr>
<tr>
<td>Update Credential</td>
<td>0.65 s</td>
<td>0.65 s</td>
<td>0.65 s</td>
</tr>
</tbody>
</table>

### 5.2 Stress Tests

We applied simulations in order to test the efficiency of the entire system given the times of the unit operations. Since user registration takes place between the user and the group manager (issuer), and we aim to measure the performance of the verifier, we considered credential issuance (user registration) and group registration outside of the stress tests. As can be seen in Figure 3.1 the verifier and the issuer are different entities in the system and hence their load is not necessary dependent on each other.

As mentioned in previous chapters, we want to develop an environment that can run on mobile devices with low processing power. In the developed system, the Cloud will perform the computationally expensive tasks and leave as little work as possible to the
client side. Client has to perform computations in two cases only: During the interaction with the issuer when creating credentials, and while creating proofs using the issued credentials. The issuance takes place only once and the client side does not perform less expensive computations compared to the issuer. The unit times for creating basic and medium proofs are also promising in the sense that they can be used in mobile devices with low-processing power. Moreover, considering the fact that client side cannot be used by more than one user at a time, performing a stress test to client side is unnecessary.

5.2.1 Simulation Model

We use M/D/m/m queueing system for the performance evaluation of the system. The first letter indicates that the nature of the arrival process is memoryless, which is a Poisson process. The second letter indicates the nature of the service times, which is deterministic in our case and can be found in the Table 5.2. The third letter indicates the number of servers, which differs from scenario to scenario. The last letter indicates that we use a finite queue. We consider a single queue with a new incoming request added at the end. Whenever a server becomes idle, it takes the request at the top of the queue. The Figure 5.1 depicts our simulation model.

![Figure 5.1: The simulation model](image-url)
5.2.2 Simulation Parameters and Performance Metric

In this section, we present the variables in the simulation model and introduce the performance metric. The parameters considered are as follows.

- **Number of clients**: Number of clients that are connected to the server, denoted by $N_c$.

- **Number of servers**: Number of servers that are online, denoted by $m$. Since we perform a stress test on the verifier, throughout the section we will refer to server as a computer responsible for performing the duties of a verifier, unless specified otherwise.

- **Interarrival time of requests**: Interarrival time of requests is an exponentially distributed random variable. We denote the mean interarrival time of requests for each user by $t$, which is expressed in minutes. For example, if $t = 3$, each client makes one request in three minutes on average.

- **Complexity of proofs**: As mentioned in the Section 5.1, we consider three types of credentials which are ‘simple’, ‘medium’, and ‘complex’. We denote them by $c_1$, $c_2$, and $c_3$ respectively. The type of a proof depends on how many attributes it contains and how many it reveals. The details can be seen in Table 5.1.

- **Number of permissions required**: Number of permissions in order to access Cloud service, it can take values one, three and six.

- **Session Duration**: The parameter specifying the duration of sessions in terms of minutes. When the specified number of minutes pass after a successful authentication, the user becomes unauthenticated.

We consider the response time as the main performance metric. We define response time as the time passed between the arrival of a request and its successful execution by the server. We do not consider any network delays in the model. However, in case a request becomes pending, we take into account the time spent in queue and the execution time. If the action indirectly requires authentication of some other members, we take as response time the time passed until all these processes are completed and approved.

In a probable use case scenario, once the user is authenticated, she needs no more cryptographic operations unless her authentication expires for some reason. We analyze three different scenarios. Firstly, we consider a variation of a worst case scenario, where every file needs only one permission share to be accessed, in order to see how the verifier behaves under increasing number of validation requests. For that, we assume that every
request requires users to authenticate themselves. We perform various comparisons to see the full effects of changes in the number of servers, the mean interrival time of requests and the complexity of proofs. In addition to these performance evaluations, we limit the size of the queue and examine the throughput of the proposed system. In the second experiment, we assume that even the users that are required to give the permissions are not authenticated. Therefore, every request requires as many authentications as the number of permissions. In the third scenario, we consider a more realistic case and assume that every authentication lasts for a period of time. Whenever a request is sent by a group member, members are randomly chosen from the group until the minimum required number of shares are gathered. During this process, if any chosen member is unauthenticated, she goes through the authentication process first. In addition to these scenarios, we also examine the effect of user revocation on the average response time.

5.3 Simulation Results

In this section we provide the results of the simulation and performance analysis via performance charts.

5.3.1 Worst Case Average Response Time Analysis

Firstly, we measure the difference between the complexities of the proofs. In Figure 5.2, one can see differences between the response times for simple, medium and complex proofs, using one server and fixing the interarrival time to one minute. The figure shows that a single server can serve up to approximately 500 concurrent users with simple or medium complexity proofs with a response time less than one second. However, with complex proofs, the response time grows much faster with respect to the number of concurrent clients compared to simple and medium complexity proofs. Another observation is that the response times with simple and medium proofs behave linearly with respect to the number of concurrent clients, whereas the complex proofs have exponential behavior. If a provider wants to serve more than 200 concurrent clients using complex proofs, it has to use more than one server to achieve a response time under one second as we shall see later.

In Figure 5.3, we compare the average response times using different interarrival times: 20 seconds, one minute and three minutes. We apply the simulation with the medium credential using four servers. As expected, as the interarrival time decreases, the number of requests in a given time period increases and hence the response time gets longer. This shows the importance of scaling the number of servers with respect to user
behaviour at the given time. Even with medium complexity proofs, if the users tend to send requests very frequently, the delay in response times increases up to more than one second after exceeding approximately 500 concurrent users.

We also comparatively analysed average response time when using different number of servers: 1, 2, 4, 8. Figure 5.4 shows the results of this analysis with the interarrival time of one minute using medium complexity proofs. The average response time decreases linearly with respect to the number of servers. As can be seen in Figure 5.4 using one server would delay the verification up to one second after 500 users. By using two servers, approximately 900 concurrent users can be handled with average response time under one second. The average response times when using four or eight servers are quite slowly increasing with respect to number of concurrent clients. Using four servers, a provider can serve up to 1000 concurrent users with quite acceptable response times, however the marginal gain is not so significant.

5.3.2 Ratio Comparison

As mentioned, the unit times are the measured times for indivisible operations. When we divide the actual time spent by the system by the unit time, we acquire the ratio between
the actual times and the unit times. When there is only one user the actual times are equal to the unit times, so the ratio is equal to one. Hence, the ratio shows us the effect of serving concurrent users on the average response time. In Figure 5.5 one can see the difference between average ratios (response time / unit time) while using simple, medium and complex proofs. The average ratios tend to increase with a similar rate even though the number of attributes are different. Thus, we conclude that the unit times for validation of a proof are the primary factors in determining the average response time, since the average ratios under different complexities tend to behave similarly, while the average response times under different complexities increase at different rates, as can be seen in Figure 5.2.

### 5.3.2.1 Throughput Analysis

As mentioned before, we consider an infinite queue throughout the simulation. However, we also examine the effect the queue size would have in case it is finite. We define throughput as the proportion of successful jobs to total number of jobs. To examine the throughput of the system, we try different queue sizes and calculate the expected throughput of the system using different proof complexities when there are 1000 concurrent users.
Figure 5.4: Comparative response time analysis w.r.t. number of clients for different
servers using medium complexity proofs, \( t = 1 \) with the mean interarrival time of one minute. As expected, when using complex proofs,
throughput is approaching one slower compared to the simpler proofs. The Figure 5.5 shows the throughput reaches one, even with the clients using complex proofs, when using
a queue of size larger than 100.

5.3.3 Worst Case Average Response Time Analysis Using Different
Number of Required Permissions

Once an action request arrives, the verifier waits until the required number of permissions
are gathered in order to take the requested action. In this case, we assume the worst, meaning
that every action requires an authentication every time. Doing so, we examine the
system performance in the worst case. Figure 5.7 shows the comparison between different
number of required permissions, when it takes values one, three and six respectively.
When the number of required permissions is six, the increase in the average response time
with respect to the number of concurrent clients is exponential, and the average response
time becomes larger than one second with 800 concurrent clients. Figure 5.7 also shows
that the verifier can serve up to 1000 clients with four servers with an average response
time under one second, when required number of permissions is equal to three.

### 5.3.4 Average Response Time Analysis Using Authenticated Sessions

Table 5.3: Groups and Roles

<table>
<thead>
<tr>
<th></th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
</tr>
</thead>
<tbody>
<tr>
<td>Junior Programmers</td>
<td>0</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>Senior Programmers</td>
<td>5</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>Testers</td>
<td>3</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>Supervisors</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Managers</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>10</td>
<td>15</td>
<td>25</td>
</tr>
</tbody>
</table>

We also consider a realistic scenario, where users need to authenticate themselves once and during a pre-determined session they do not need to authenticate themselves again. After the authentication expires, they have to renew the authentication. During authentication, the user directly communicates with the Cloud service provider, and hence
has no cost to the verifier other than a simple authentication check (whether she has an active session or not). In this scenario, we also consider different groups with varying number of members and roles. The distribution of the roles and the number of users can be found in Table 5.3. Moreover, we take into account that the actions may require different number of permissions in order to be executed. The shares held by the members according to their roles can be found in Table 5.4.

As expected, the average response times are very low compared to the worst case analyses. This is very promising and shows that the system is very efficient even with a session duration of 10 minutes. The Figure 5.9 shows the comparison between the different proof complexities, and the Figure 5.8 shows the comparison between sessions with different durations. The required number of shares are fixed to six in both cases. However, the results also show that the effect of this constraint is very small. Since the users tend to request actions at least once in a minute, the authentication required in File Access Protocol lasts also for at least ten minutes and hence, does not have an extra cost.
Figure 5.7: Worst Case Average response time analysis w.r.t. number of clients for different number of required permissions using medium complexity proofs, $m = 4$, $t = 1$

Table 5.4: The distribution of permission shares

<table>
<thead>
<tr>
<th>Role</th>
<th>Number of Shares</th>
</tr>
</thead>
<tbody>
<tr>
<td>Junior Programmers</td>
<td>1</td>
</tr>
<tr>
<td>Senior Programmers</td>
<td>2</td>
</tr>
<tr>
<td>Testers</td>
<td>1</td>
</tr>
<tr>
<td>Supervisors</td>
<td>4</td>
</tr>
<tr>
<td>Managers</td>
<td>6</td>
</tr>
</tbody>
</table>

5.3.5 Average Response Time Analysis In Case of Revocation

Since the revocation process concerns groups, we analyze the change in response times group by group instead of considering all the clients together. The change in average response time for a single group is marginal compared to the overall average. Hence, considering all the clients hide the actual increase in the average response time for single groups. We evaluate the change in average response time with respect to the system time and analyse how the average response times behave in case of revocation. As expected, the average response times increase as the first request arrives. In Figure 5.10 the first
request after a revocation arrives at 90\textsuperscript{th} second, and in Figure 5.11 at 150\textsuperscript{th} second. From that point on, it starts to decrease, since the group members, who already updated their credentials, have no more expensive operations. In Figure 5.10, the mean interarrival time is one minute, therefore, after one and a half minutes, the group members will have finished their update processes and the system reaches steady state. Figure 5.11 shows the case when the mean interarrival time is three minutes. When we compare two figures, we can observe that the time spent to reach steady state behaves linearly with respect to mean interarrival time, which is an expected result since only the first operation after revocation is expensive and the mean interarrival time dictates the arrival of the first operation. Another observation is that the average response time decreases quicker in small groups compared to the large groups. This is the result of the fact that in large groups, it is more probable that there is at least one user that has not yet issued any requests up until a certain point in time.
After running simulations with different parameters, we conclude that using complex credentials is an extra burden for the provider. At least two attributes (group identification number and role within the group) are necessary to define a proper access right scheme. However, some groups may want to form the access right scheme in a more detailed and enhanced way. To achieve this, they need extra attributes, and hence more complex proofs. Moreover, keeping in mind that the interarrival time can change from time to time regardless of the group, the server needs to observe the active behaviour in order to adjust the number of servers. The results are promising and show us that the proposed system can easily maintain up to 1000 concurrent users with interarrival time of one minute by using four servers. Moreover, the average response time analysis using sessions show us the efficiency of the proposed system is very promising, and shows that with season duration of 30 minutes can handle 1000 concurrent users with a very quick response time under tenth of a second. Finally, the average response time analysis in case of revocation shows the system can maintain revocation efficiently, too. The response times may increase during credential updates, however after updates are finished, the system reaches steady
Figure 5.10: Average response time analysis w.r.t. system time for different sizes of groups using medium complexity proofs, $m = 1, t = 1$

state again.
Figure 5.11: Average response time analysis w.r.t. system time for different sizes of groups, using medium complexity proofs, $m = 1, t = 3$
Chapter 6

Conclusion and Future Work

The main motivation of this thesis was to use the advantages of Cloud computing paradigm in a software development scenario while providing security and a novel approach to access right scheme using group signatures. While we achieved to implement a proof-of-concept application, a more sophisticated version of the same idea may be implemented for an industrial use. Considering the increasing popularity of Cloud computing, such a system would be beneficial to software development groups. Using an anonymous credential system like idemix, and hence using the group signature schemes, seems to be an efficient way to implement access rights in a secure way. By using the CL signature scheme, which relies on zero-knowledge proofs, we also provided anonymity for group members against Cloud. From the Cloud point of view, users have roles that are issued by their manager and Cloud cannot possess any more knowledge than the roles dealt by the group manager.

In this thesis, we proposed a secure software development environment in Cloud which supports software development groups that have different kinds of hierarchies. We have done simulation-based performance evaluation of the system to measure the response times under different scenarios. In order to do that, we applied a simulation using M/D/m/m queues. The main features of the system can be summarized as follows:

- By taking advantage of Cloud computing, we only placed the light cryptographic operations on the client side. That way, we encouraged the use of the mobile devices with low processing power, enhancing the mobility of the system.
- We used the idemix library to ensure secure connection between the system users and the system. By defining roles and adopting an access right scheme approach during the group registration, we freed the server from dealing with the inner workings of groups. Furthermore, we also preserved the anonymity of the users.
• We did a performance evaluation using an M/D/m/m simulation model to figure out how efficient the system is. The results are promising and shows that the client side does not have to do expensive computations, and that the server is capable of maintaining response time under 1 second while serving 1000 clients with 4 servers. In the scope of the thesis, we have developed a prototype level implementation.

As a future work our proposed system can be implemented as a real SaaS to operated on Cloud. By utilizing the advantages of Cloud computing, the proposed system also offers easy maintainability and reduces the risk of data loss by centralizing the data and processing power. Moreover, it enables easy use of versioning systems. The system can be easily run in mobile devices, once the dependencies to third parties are removed.
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