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Abstract

Analysis of spatio-temporal data has become critical with the emerge of ubiquitous
location sensor technologies and applications keeping track of such data.

Especially with the widespread availability of low cost GPS devices, it is possible
to record data about the location of people and objects at a large scale. Data

visualization plays a key role in the successful analysis of these kind of data. Due
to the complex nature of this analysis process, current approaches and analytical
tools fail to help spatio-temporal thinking and they are not effective when solving

large range of problems.

In this work, we propose an interactive visualization tool to support human analyst
understand user behaviors by analyzing location patterns and anomalies in massive
collections of spatio-temporal data. The tool that we developed within this work
combines a geovisualization framework with 3D visualizations and histograms.

Tool’s effectiveness in exploratory analysis is tested by trend analysis and anomaly
detection in a real mobile service dataset with almost 1.5 million rows.



UZAM-ZAMANSAL VERİLERİN KEŞİFSEL ANALİZİ İÇİN
GÖRSELLEŞTİRME
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Tez Danışmanı: Yrd. Doç. Selim Balcısoy
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Özet

Konum sensörü teknolojilerinin gelişmesi ve bu sensörlerden elde edilen verilerin
kullanımının yaygınlaşması ile birlikte, uzam-zamansal veri adı verilen, hem konum

hem de zaman bilgisi içeren veri setlerinin analizi çok daha kritik bir hale
gelmiştir. Özellikle ucuza maledilebilen GPS sensörlü cihazlarının kolay

erişilebilirliği sayesinde artık büyük çaptaki insan topluluklarının ve objelerin
pozisyonlarını kayıt altında tutabilmek kolaylaşmış ve analiz amacıyla depolanan

bu uzam-zamansal verilerin miktarını çok yüksek boyutlara ulaştırmıştır. Veri
görselleştirmesi, depolanan bu verilerin etkili analizi için gereken yardımı

sağlamada kilit role sahiptir. Ancak uzam-zamansal verinin analiz sürecinin
karmaşık yapısından dolayı, günümüzdeki görselleştirme yaklaşımları ve araçları ile

istenilen düzeyde hızlı bir analiz yapmak, her durumda mümkün olmamaktadır.

Bu çalışmada, çok büyük kapasitedeki uzam-zamansal verilerin analizine katkıda
bulunabilmek ve verinin içerdiği patern ve anormalliklerin tespiti amacıyla, çeşitli
görselleştirme tekniklerinin bir arada bulunduran interaktif bir araç sunmaktayız.

Coğrafi görselleştirme, histogram ve üç boyutlu teknikler içeren bu aracın
efektifliğini ölçmek amacıyla yaptığımız çalışmalarda, Türkiye’de hala

kullanılmakta olan bir mobil servis uygulamasının verilerinden faydalandık.
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1 INTRODUCTION

1.1 Overview

“Exploratory data analysis is detective work–numerical detective work–or counting

detective work–or graphical detective work. A detective investigating a crime needs

both tools and understanding. If he has no fingerprint powder, he will fail to find

fingerprints on most surfaces. If he does not understand where the criminal is likely

to have put his fingers, he will will not look in the right places. Equally, the analyst

of data needs both tools and understanding (p 1: Tukey (1977))”

When John Tukey[6] came up with the idea of visually exploring data sets to

discover their main characteristics, graphical representation of data had become

crucial for data analysis. Nowadays, as the amount of data that we produce gets

massive, data visualization field plays more important role in analyzing massive data

sets to derive information from them. Considering the type of data and the purpose

of analysis, appropriate use of visualization techniques aids users to understand their

massive data without using a statistical model or having formulated a hypothesis.

In this thesis, we propose an interactive geographic data visualization framework

which contains several visualization techniques to help users detect patterns and

anomalies in their spatio-temporal data.

Over the past few years, visualization community have worked in closely related

problems with the cartographic and geographic information system(GIS) commu-

nities. The crossdisciplinary connection between these fields facilitates the visual

display and interactive exploration of geospatial data and the information derived

from it. Analysis of this geographic information in time and space is becoming

a very important subject with the increasing use of location data. Recently, re-

searchers are looking for approaches to deal with the complexities of the current
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data and problems. In their extensive work, Andrienko and Andrienko[7] emphasize

the need of visualization techniques and analytical tools that will support spatio-

temporal thinking and contribute to solving a large range of problems. However,

due to the sophisticated nature of spatio-temporal data analysis, current visualiza-

tion techniques and analytical tools[8] are not fully effective and they need to be

improved.

To address issues in spatio-temporal data analysis, we experimented several

different visualization techniques and proposed an interactive tool to support ex-

ploratory analysis of spatio-temporal data. Most of the spatio-temporal visualiza-

tion techniques and tools in the litareture are designed for the analysis of trajectory

data. On the other hand, geographic data that we will use in our visualizations do

not hold any information to identify individual objects. In another words, we do

not have any trajectories and our analysis of spatio-temporal data solely depends

on the spatial correlation between regions of consecutive heat map representations.

Our methods and the tool are designed considering this characteristic of our data.

1.2 Thesis Outline

This thesis propose a geovisualization framework, series of visualization techniques

and an interactive tool to help exploratory analysis of spatio-temporal data. Our

main purpose is to understand how our geographic data changes over time and which

visualization techniques help data analyst find patterns and relationships in data.

Chapter 2 of the thesis reviews the literature of visualization in related fields.

Since we work with geographic data , the first part of our literature mentions studies

focused on the visualization of geographic data. In the second part, we review spatio-

temporal data visualization techniques and tools.

In Chapter 3, we propose a geographic heat map visualization framework. From

the representation of geographic coordinates on map to the visualization of data

density using heat maps, this chapter clearly describes each step requires to create

an interactive framework which will be the basis of our future spatio-temporal data
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analysis.

Visualization techniques that aim to help users detect the change in data are

provided in Chapter 4. We integrated noval visualization techniques as well as

traditional approaches into our geovisualization framework so that users will be

able to see the change in data more easily.

Chapter 5 presents a tool that combines our spatio-temporal data visualizaiton

techniques with other complementary methods for fast and quick exploratory analy-

sis. It explains how users should interact with our tool in couple of use case scenerios

from stastical and exploratory data analysis.

Finally, we provide conclusive remarks on the studies and results in Chapter 6.

In this chapter, possible future study directions are discussed.
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2 RELATED WORK

In this chapter, we will review in detail the visualization concepts and methods of

visual analysis that we based our work.

2.1 Visualization

Although visualization has emerged as a new research discipline during the last two

decades, it has been an effective way to tell the story of information since the dawn

of man. As Tufte explained in his timeless classic studies[9] [10], visualization can

be an efficient, coherent and effective way of presenting any kind of information.

Visualization is generally classified into two main topics, Scientific and Information

Visualization. In the first part of our visualization review, we will show some im-

portant examples from both topics that relates our work. Later on, we will be more

focused on the visualization of specific data types such as spatial, temporal and

spatio-temporal.

2.1.1 Overview

During the last decade, there has been many methods developed in Information Vi-

sualization to visualize the abstract data without explicit spatial references[11][12].

This type of data can be related to business, demographics or network graphs and

it usually consist hundreds of dimensions which makes it almost impossible to be

mapped to a display space naturally. Rendering high dimensional data with standart

visualization techniques like plots, line graphs and bar charts produce ineffective re-

sults. Therefore, novel visualization techniques need to be developed by employing

different approaches[13][14][15][16]. The value of these visualization is measured

based on their effectiveness and efficiency[17].

4



In Scientific Visualization, the data sets to be visualized are generally 3D ge-

ometries or can be understood as scalar, vectorial, or tensorial fields with explicit

references to time and space. A survey of current visualization techniques can be

found in [18][19]. Often, 3D scalar fields can be visualized by isosurfaces or semi-

transparent point clouds rendered with volume rendering[20]. To this end, methods

based on optical emission- or absorption models are used which visualize the volume

by ray-tracing or projection. Also, in the recent years significant work focused on

the topology-based visualization of complex 3-dimensional flow data in aerospace

engineering[21]. While current research has focused mainly on efficiency of the vi-

sualization techniques to enable interactive exploration, more and more methods to

automatically derive relevant visualization parameters come into focus of research.

Also, interaction techniques such as focus&context [22] gain importance in scientific

visualization.

2.1.2 Time-Series Data Visualization

Another type of data is temporal data in which the elements can be regarded as a

function of time. A wide repertoire of interactive techniques that focus on visual-

ising temporal components of data sets is available. Important analysis tasks here

include the identification of patterns(irregular or periodical), trends and correlations

of the data elements over time, and application-dependent analysis functions and

similarity metrics have been proposed in fields such as finance, science, engineering,

etc. Visualization of time-related data is important to arrive at good analysis results

[23]. Some visualizations represent series of data values along a calendar division to

arrange data values according to different temporal granularities[24](See 2.1). It is

also possible to comprise different levels of granularity and aggregation to explore

patterns at different temporal levels[25].

5



Figure 2.1: Police assignments data that shows the number of deployed units for
intervals that are five minutes long. Each block represents one day. Inside the blocks,
the hours are shown in rows. Each row has one pixel for every five-minute-interval[1].

2.1.3 Geovisualization

When spatial component of data comes from geographic measurements such as GPS

position data, it is classified as geospatial data. Finding spatial relationships and

patterns among this data is of special interest, requiring the development of appro-

priate management, representation and analysis functions. Visualization of geospa-

tial data (geovisualization) often plays a key role in the successful analysis . Back

in the old days, when computers were not so fast and powerful, geographic data

can only be displayed as a result of seamless efforts by experts in the geography

and cartography. Thanks to recent improvements in the computer graphics and ge-

ographic information science(GIS) field, there have been notable studies to visualize

and analyze massive geographic data over the past few years. The common goal of

geovisualization studies is to speed up the computational processing of geographic

data to support understanding by means of novel maps.
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In their extensive work, Maceachren and Kraak[26] explores different techniques

and the research challenges in geovisualization field. They address the important

points of geovisualization such as representation of geospatial information, inte-

gration of visual with computational methods, interface design for geovisualization

environments and cognitive/usability aspects of geovisualization.

Different cartographic techniques have been used to represent geospatial infor-

mation . Among many other visualizations that use geographic maps[27], thematic

mapping[28] techniques are designed to show a particular theme connected with a

specific geographic area. Heat map[29] technique(a.k.a heat density map) is also

adopted for geographic data visualization and data analysis in several important

examples. Fisher proposes an interactive heat map system that visualizes the ge-

ographic areas with high user attention in order to understand the use of online

maps(See 2.2). Mehler et. al also uses a geographic visualization technique similar

to heat map[30] in which they geographically analyze the news sources. Another

interactive framework that takes advantage of heat maps is introduced by Scheepens

et al. [31]in which they aim to visualize the trajectory data of vessels.

Figure 2.2: A good example of using color to visualize the data density[2]

2.1.4 Spatio-temporal Data Visualization

Perhaps one of the most important and ubiquitous data types is data with references

to both time and space. This type of data is often referred as spatio-temporal data.
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The concept of spatio-temporal data is defined in both GIS[32],data minning[33] and

visualization[34]. Visualization of spatio-temporal data involves the direct depiction

of each record in a data set so as to allow the analyst to extract noteworthy patterns

by looking at the displays and interacting with them. Increasing number of studies

on management[35] and analysis[7][36] of spatio-temporal data in the last decade

indicate the importance of this data type.

In their analytic review, Andrienko[34] et al. discuss various visualisation tech-

niques for spatio-temporatal data, with a focus on exploration. They categorize the

techniques by what data they can be used for and the kinds of exploration ques-

tions can be asked of them. For visualizing the spatial change over time in data,

Scheepens et. al propose an interactive visualization framework(See 2.4)which anal-

ysis the trajectory data of vessels to understand their behavior and risks[4]. Several

time-oriented visualization methods are also presented [37][3] to analyze and support

effective allocation of resources in a spatio-temporal context.(See 2.3)

After the space-time cube method has been revisited for the analysis of ge-

ographic data in many works[38][39], it has been used frequently in visualizing

spatio-temporal data[40][41]. The space-time cube approach made the idea of using

third dimension for representing the dimension of time popular and 3D visualiza-

tion techniques have been used on visualizing hierarchies that change over time in

a geo-spatial context [42].

When the spatio-temporal data sets are very large and complex, existing tech-

niques may not be effective to allow the analyst to extract important patterns. Users

may also have difficulty perceiving, tracking and comprehending numerous visual el-

ements that change simultaneously. One way to deal with this problem would be

the aggregatation or summarization of data prior to graphical representation and

visualization[43][44]. Another idea can be applying data minning computational

techniques such as self-organizing map(SOM) to extract semi or fully automatically

specific types of feature or pattern from data prior to visualization[45][46]. In these

approaches, SOM can group and arrange the regions according to the similarity of

8



Figure 2.3: In this visualization[3], the origins and the destinations of the flows are
displayed in two separate maps, and the changes over time of the flow magnitudes
are represented in a separate heatmap view in the middle.

the temporal patterns or the intervals according to the similarity of the spatial dis-

tribution patterns. It is also possible to develop projections of large and complex

data which move items away from their geographic locations to fill the graphic space

more efficiently. Some techniques combine methods from information visualisation

and cartography to develop semi-spatial views of large numbers of features[47].

Figure 2.4: Spatio-temporal visualization of vessel trajectories[4]

2.2 Analysis of Spatio-temporal Data

2.2.1 Visual Analytics

Visual analytics is a relatively new term which has the main idea of develop-

ing knowledge, methods, technologies and practice that exploit and combine the

strengths of human and electronic data processing[5]. Utilizing visual analytics
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methods can be useful to explore and understand the temporal variation of spatial

situations[48]. New approaches in this field can support spatio-temporal thinking

and contribute to solving a large range of problems[49].

The analysis of data with references both in space and in time is a challenging

research topic. Major research challenges include [50]: scale, as it is often necessary

to consider spatio-temporal data at different spatio-temporal scales; the uncertainty

of the data as data are often incomplete, interpolated, collected at different times,

or based upon different assumptions; complexity of geographical space and time,

since in addition to metric properties of space and time and topological/temporal

relations between objects, it is necessary to take into account the heterogeneity of

the space and structure of time; and complexity of spatial decision making processes,

because a decision process may involve actors with different roles, interests, levels

of knowledge of the problem domain and the territory.

Combination of analytical approaches together with advanced visualization tech-

niques is the key to success when designing a tool that will support the exploratory

analysis of spatio-temporal data. The role of visualization in the knowledge discov-

ery and exploratory analysis process can be seen in Figure 2.5.

2.2.2 Applications and Tools

There have been numerous applications and tools developed that aims to simplify

the analysis of spatio-temporal data. Most of them focused on visualizing the move-

ment data(GPS data) to detect locational trends and to analyze different human

behaviors. They develop novel visualization techniques for displaying and track-

ing events, objects and activities within combined temporal and geospatial display

[40][51][52](See Figure 2.6(a)). In some cases, systems integrate computational, vi-

sual, and cartographic methods for visual analysis and exploration of multivariate

spatio-temporal data [53]. Furthermore, combining traditional graphical representa-

tions of data such as histograms and scatterplots with novel visualization techniques

in an interactive environment help analyst to explore spatial and temporal aspects

10



Figure 2.5: The sense making loop for Visual Analytics [5]

of data quickly[54](Figure 2.6(b)). When there is no movement or any trajectory

in spatio-temporal data, it is possible to observe the regional changes.(See Figure

2.6(d) and 2.6(c))
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(a) A system to visualize data items (e.g., ob-
jects, events, transactions, flows) in their spatial
and temporal context[52]. It provides a dynamic,
interactive version of the space-time cube concept,
where a map plane illustrates the spatial context
and time is mapped vertically along the third dis-
play dimension.

(b) With the help of histograms and interactive
maps, this tool shows the routes between the sig-
nificant places[54]

(c) The tool[55] based on self organizing map
technique to help analysts investigate com-
plex patterns across multivariate, spatial, and
temporal dimensions via clustering, sorting,
and visualization.

(d) A Web-based interactive visual sys-
tem OECD eXplorer allows specialists and
general public to explore regional statis-
tics data from OECD (Organisation for
Economic Cooperation and Development,
http://www.oecd.org/home/)[56].)

Figure 2.6: Tools for analysis of spatio-temporal data
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3 GEOVISUALIZATION
FRAMEWORK USING HEAT MAPS

In this section, we will propose a geovisualization framework which will be used

in our future spatio-temporal data analysis. First of all, we will take a look the

characteristics of geographic data that we used in our visualizations. Later on, we

will explain in detail how we visualize these geographic data using heat maps. After

we visualize geographic locations as a dot density map, we will show how clustering

them improves our visualizations. Finally, we will talk about the ways to create

intensity maps from points which will produce the final heat map representation

after colorization step. The main structure of our geovisualization framework can

be seen in the 3.1 below.

Figure 3.1: Overview of Heat Map System
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3.1 Input Data Characteristics

Spatio-temporal data that we visualized in this project come from a real dataset

produced by a well-known mobile service. Through this service, users query geo-

graphic locations of the other users. Each query returns the time of query as well

as geographic coordinates of the queried user. Geographic coordinates in these data

are represented by longitudes and latitudes in decimal degrees. We can represent

each row of our geographic data as a triple:

Q = (lon, lat, time)

An example row from our actual data would be:

(29.17753056,40.91841389,’2011-07-13 00:00:00.99032’)

We classify our data as spatio-temporal data or more specifically, geographically

referenced discrete time-series data because it contains time references along with

geospatial information. For simplicity in our work, we did not deal with spatio-

temporal databases[57]. Instead, we stored results of all queries in a standart MySQL

database and let user choose data that fall in any time interval or extent. Our

database is composed of the results of 2,404,526 queries that has been done between

02-02-2011 and 01-04-2012.

3.2 Dot Density Maps

One of the simplest ways to represent geographic data is to visualize them as points

on the map. This type of geographic visualization is called dot density map. For

our geovisualization framework, we implemented a dot density map that works on

OpenStreetMap[58](3.2). Integrating dot density map with OSM provides us an

interactive framework in which we can zoom in and focus on specific parts of data

density as we desired. These type of interactions help data analyst to visually explore

data better and faster.

There are some important issues that need to be considered while implementing

interactive dot density maps. One is the alignment of geographic points on the map

accurately .This issue can be achieved only when the projection of geographic data
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coordinates and the projection of underlying map system are the same. However, in

our case, they are not the same so we need to transform our geographic coordinates.

3.2.1 Coordinate Transformation

The type of projection that is used by OSM (also used by Google Maps[59],Microsoft

Virtual Earth[60] and other commercial API providers) is called Spherical Transverse

Mercator[61] . This term is used to refer to the fact that these providers use the

Mercator projection which treats the earth as a sphere, rather than a projection

which treats the earth as an ellipsoid. This affects calculations done based on

treating the map as a flat plane, and is therefore important to be aware of when

working with these map providers. In order to properly overlay our geographic data

on top of the maps provided by the any API providers, it is neccesary to use this

projection.

Projections in GIS are commonly referred to by their “EPSG” codes, identifiers

managed by the European Petroleum Survey Group. The identifier of our geographic

coordinates is “EPSG:4326”, which describes maps where latitude and longitude are

treated as X/Y values and identifier of Spherical Mercator is “EPSG:900913” which

describes coordinates in meters in X/Y.

To transform our data from lat/lon to meters, we first convert our decimal degrees

to radian:

lat = (lat / 180) * Π

lon = (lon / 180) * Π

Then using ellipsoid model constant(sm a = 6378137.0), we can describe map

coordinates that represent our geographic data as meters:

Xm = sm a * (lon)

Ym = sm a * log((sin(lat) + 1)/ cos(lat))

As a result of this transformation, we sucessfully reproject our geographic data

so that they share the same projection with OSM coordinate system. There is one
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more step before we visualize map coordinates on the screen , that is to convert

them to screen coordinates. Convertion process is described as following formula:

res: resolution of OSM

ext: bounds(top,bottom,left,right) of the current visible portion of OSM in me-

ters

Xp = 1/res*(Xm-ext.left)

Yp = 1/res*(ext.top-Ym)

The resulting raster image that visualizes the density of a random day is illus-

trated in Figure 2.

3.2.2 Interaction

Another important feauture in our dot density map visualization is interaction be-

cause for a faster and better data analysis, it is necessary to let the analyst interact

with their data[ref]. Let’s think about the situation in which we want to focus only

on data density of a certain area. In our interactive visualization framework, this

can be done very quickly by panning and zooming in area of interest. To give our

system panning and zooming abilities, we implemented our system so that it au-

tomatically reprojects geographic coordinates to the screen coordinates each time

when the zoom level or extent of map changes. Figure 3a shows examples of the

same daily data with different zoom levels. In addition to panning and zooming,

we also let users choose any time period of interest to help them focus on exploring

certain time events. Figure 3c visualizes the data density of another day on our

system.

Even though geographic coordinates in our data are calculated by multilatera-

tion[1] and there might be some errors in the accuracy, our spatio-temporal data

analysis will not be so sensitive to the exact location so we can tolerate some error.
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(a) Dot density map of monthly data

(b) Same data with more focus on dense areas

Figure 3.2: Dot density map on OpenStreetMap

3.3 Spatial Clustering

Keeping in mind that we are dealing with a large amount of data, almost 2.5 million

points, visualizing them using only dots is an insufficient representation of data. Due

to the fact that the same points highly likely to occupy the same pixels, dot density

map visualization fails to differentiate a pixel with 1000 points between another with

only 1 point. Therefore, we looked for ways to improve the dot density map so that

it represents data more quantitatively and we come up with spatial clustering. In

the literature, clustering has been used for data visualization of large scale data[62].

For our visualization purposes, we clustered independent points on the map and

represent the size of each cluster with a circle containing a scaled radius(See 3.3).

To group points according to their spatial correlations, we adapted a popular clus-
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tering method, K-means ++ clustering[63] for our geographic data. Even though

K-means++ works slower than K-means algorithm[64], real time visualization is not

our primary goal and super-polynomial complexity of K-means++ has not been so

crucial for our system. We can always preprocess data, cluster them offline and save

the result in the database for further use.

Figure 3.3: Spatial Cluster Map of daily data

Accuracy is more important in our analysis because as we will see in the following

chapters, we will try to accurately detect anomalies and patterns. K-means++

algorithm produces more accurate results than K-means by finding the best possible

initial set of clusters and maintaining the Euclidean distance among cluster centers

as much as possible.

With the help of spatial clustering, we were able to simplify our visualization and

represent data densities by the size of clusters. Errorenous data points were filtered

and not included in the clusters. However, clustering fails to achieve a continous

representation of geographic data on map. Some outlier areas that have few points

may not be included in any cluster in the final visualization. For a smooth and

continous representation of data, we improved our system in the following sections.
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3.4 Intensity Map

The intensity map creation is the core of our geographic heat map visualization. As

we know, heat maps use colors to represent geographic data density on the map.

Before we map density values to colors, we need to create intensity map of our data

which is basically a raster image that we produce by calculating the density value

of each pixel on the screen. Calculated density values of pixels are scaled into 0-255

to produce a grayscale intensity map image(3.6(c)) (3.5(b)).

Calculation of intensity values is done by either aggregating data points in vector

grids[2] or by kernel density mapping(blending)[31]. We implemented both tech-

niques in our visualization framework and compared them in 3.4.

Figure 3.4: Comparison between intensity calculation methods.

19



3.4.1 Vector Grids for Binning Data

The technique of using vector grids to aggregate 2-dimensional was first described by

Clevelend and McGill[65]. They specified that squares be used to bin the data,with

each bin then being tranformed into a “sunflower”, with each “petal” representing

a datum within the bin. Binning is a general term for grouping dataset of N values

into less than N discrete groups. These groups/bins may be spatial, temporal or

any other attribute-based. In our geographic visualization framework, we adopted

spatial binning technique in which we group geographical coordinates (lat/lon) in

rectangular or hexagonal grids/bins. Because of their computational simplicity, rect-

angular bins are usually chosen over hexagonal bins. However we did the opposite

for several reasons.

As we mentioned before, we do not need to draw every geographic points on the

map in real time, we can render them offline. Instead of computational complexity,

we care about smooth and accurate representation of our geographic data. D.B.

Carr et al suggested in their paper[66] that hexagonal bins represent data better

than rectangular ones and they cite various reasons for this advantage. It has been

also observed by Adler[67] that hexagonal grids produce smoother representation of

data because they look rounder than squares. Indeed, a regular tessellation of a 2D

surface is not possible with polygons of greater than six sides, making the hexagonal

tessellation the most efficient and compact division of 2D data space. Considering

these observations, we prefer using hexagonal grids to aggregate geographic data.

Our intenstity map creation algorithm that uses hexagonal grids is as follows:

� Create hexagonal grids of a specific size on the map

� Construct hexagonal grid data structure by determining corresponding hex

in the grid stores hexes for each geographic coordinate in the dataset to be

binned.

� Calculate the density of points for each grid and scale them into 0-255 for a

grayscale image
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(a) Geographic points in a grid (b) Intensity map after binning

Figure 3.5: Intensity calculation with hexagonal binning

Binning can be good for both the users and developers of interactive thematic

maps or other visualizations. As we have seen in the dot density map, showing

every single point can lead to cognitive overload for the user and it may even be

inaccurate, as overlapping points lead to a misreading of density. On the developer

side, binning presents an advantage to the system in efficiency via reducing the

number of points drawed on the screen. Additionally, a binned representation may

reveal data patterns not readily seen in the raw point representation of the data.

3.4.2 Radial Gradient Blending

Another way of calculating intensity values of a geographic data would be using a

fundamental data smoothing problem called kernel density estimation[68]. In our

work, we will implement a similar data smoothing technique in which we represent

each geographic location as a radial gradient, a filled circle which has full intensity

in its center but its value decreases out of the center according to a specific routine.

As circle reaches outer radius, intensity value becomes zero for that point. Choice

of radius is up to the user, small radius produces more detailed visualization but it

reduces the efficiency of system.

To calculate the intensity of every pixel with this method, we use additive blend-

ing technique in which we sum intensity values of geographical points that occupy
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the same pixel and scale the intensity result to a continuous interval. In order to

visualize the intensity map as a grayscale image, we scaled the intensity value of

each pixel between 0-255.

(a) Radial gradient representation of a point (b) Blending radial gradients

(c) Grayscale intensity map of our geographic data

Figure 3.6: Intensity map calculation with radial gradient

3.5 Colorization

After we calculate the intensity value for each pixel on the screen, we finalize heat

map visualization by mapping these values to a certain color scheme for a better

visual representation. This colorization process involves choosing the appropriate

mapping function to assign different colors to different density values. The mapping
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of density values to color values is arranged in our framework through the use quan-

titative scaling techniques[69]. Depending on the distribution of data, limitations of

the system and user’s desire, any one of these scaling techniques can be used.

Quantitative scales are functions that map continous intensity values to a specific

color range. Linear scales[ref] are the most common example of quantitative scales

and a good default choice if user has no knowledge about the spatial distribution

of geographic data. Mapping is linear in a sense that color range value Cr can be

expressed as a linear function of intensity value domain Id as Cr = Id + b. However,

we observed that linear scale is not a good choice for our geographic data because

of its spatial distribution. The difference between intesity values of dense areas and

other areas are so much that linear scaling is able to assign a few color for these

areas.

While colorizing heat maps, it is also important to choose a smooth color gradient

to percieve different data densities fast and clear. It may be a good idea to use

softwares that gives color advices for cartography[70]. Depending on the number

of data classes that we choose to visualize, we can pick a color scheme and a color

system. We used a color scheme that slelects the number of color classes and puts

them in a gradient.
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(a) Colored heat map of daily data using radial gradient

(b) Colorized hexagonal grid heat map

Figure 3.7: Colorization
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4 VISUALIZATION OF CHANGE
OVER TIME IN GEOGRAPHIC DATA

Having successfully visualized geographic data with heat maps, we now turn our

attention to the concept of time in our data. In this chapter, we propose series of

visualization techniques that might help users analyze geographic data over time

for detecting anomalies and outliers. Different visualization approaches such as an-

imating time snapshots of data chronogically, overlaying different kind of maps and

representing data in 3D are integrated into the geographic visualization framework

that we developed earlier in the previous chapter for a better analysis of change in

geographic data.

4.1 Heat Map Raster Animation

Animation is one of the straightforward methods when the task is visualization of

change over time[71]. If there is enough number of raster images that represents

different time instants, it is possible to show them in series to the users and let

them use their human pattern recognition skills to detect any changes in data.

Even though, several researchments in the visualization field discuss that animating

spatio-temporal data would usually lead to worse results than simply showing all

the small multiples, we wanted to experiment usefulness of animation in our spatio-

temporal analysis. We add an animation feature into our heat map framework to

let it show consecutive heat map images that represents a time period in a smooth

way.

In our interactive system, we let users select the time period of interest and the

fixed time difference between two consecutive heat map images. Before animation

process, the system renders specific number of small multiples (heat map images)
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for selected time period and frequency. These images are then used as key frames

of animation. In case there is not enough key frames for smooth animation due to

users choice of time parameters, image morphing[72] technique is applied between

density map frames.

As a result of our experiments with animating data, we observed that our cogni-

tive skills do not work fast enough to visually explore entire data when there are too

many data points or when change in data occurs in different areas simultaneously.

4.2 Heat Map of Change

In the previous chapter, we used heat maps to visualize the geographic data at any

time instant. Since we are now interested in how these data change over time, it

might be a good idea to visualize only the change in data using heat maps so that

users can observe trends or outliers more quickly. In this section, we will visualize

the spatial difference between geographic data of average and another time instant

using heat maps.

This requires the calculation of change over time between the density map visu-

alizations that we will compare. After this calculation, we map positive and negative

change values to different color schemes for a clear visualization. We used two differ-

ent methods to compute change in our spatial data. First one is simply finding the

difference of each geographical point between two selected density maps. Resulting

heat density map representation of this straightforward calculation can be seen on

Figure X. Since negative and positive changes can sometimes be overlapped in this

method, different color schemes occlude each other which makes reading any infor-

mation very hard. The other change calculation method would be similar to the use

of bins or grids as we did in previous sections. Instead of taking the difference of each

individual points in two images, we find the difference of points that lie the same

grid in two images. Although this gives a rough result, it is a better approach in a

way that it gets rid of overlapping effect. However, grids close to each other can still

have positive and negative values. Considering that they will be represented with
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different color schemes, sharp changes are observed in this (figure X) type of not so

smooth visualization. Calculating the difference between any data and average of

whole data may also provide interesting results (Figure X). This technique can be

used to detect extreme changes.

Figure 4.1: Heat map representation of change in data. Red means increase in the
areas while blue inditaces negative change.

4.3 Overlaying Maps

So far, we have seen that visually comparing small multiples or animating con-

secutive density map images are not good enough for extracting information from

spatio-temporal data. By superimposing different kind of maps, we aim to produce

multivariate visualizations that will allow us to compare our geographic data at dif-

ferent time events. In our method, instead of comparing geographic visualizations

seperately, we overlay them on top of each other to help users perceive change faster.

We need consider some important issues before we start overlaying operation.

Obviously, we must first choose the time events that will be compared. At this point,

comparing two any consecutive representations is the straightforward approach but

randomness causes meaning of analyis to be heavily relied on the choice of these

two time events. For a more meaningful comparison, we chose one of the overlays

as the heat map visualization that represents the average of data and then compare

it with the others. However, superimposing two heat map images produce complex

and unmeaningful visualizations due to the mix of colors on the intersectional ar-

eas. Therefore, we need to represent one of the time events with a different type

of visualization which will help users to distinguish and compare two time events
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clearly.For this purpose, we experimented with visualizations that use bump map-

ping and isoline techniques.

4.3.1 Average of Geographic Data

Change in data over time can also be spotted by users if they compare data rep-

resentations of different time events. However, comparing random two consecutive

geographic data representation would not be succesful at detecting anomalies or

outliers unless users choose significant time events. At this point, making one of

these representations more meaningful might improve the comparison. For this pur-

pose, it is necessary to look into the mathemetical representation of spatial data to

provide a solid background of representations. Here, we will explain the concept of

average in our geographic data and how we visualize it for our comparisons. We will

adopt a grid technique similar to STING[73]:

R : rectangular region of interest with boundries top-left(x1, y1) and bottom-

right (x2, y2)

G : mxn grid representation of R ( See 4.2(a))

Gm,n: grid at mth row and nth column

ti : start time of analysis

te : end time of analysis

td : temporal difference between two consecutive time instants

T : set of time instants for visualization where ti + k × td ≤ T ≤ te and kε

Pm,n,t: total number of points in Gm,nat time t ( See 4.2(b))

Am,n: average of geographic data in grid Gm,n

Using above definitions, we can define average of geographic data in a grid as:

Am,n = 1
T

∑T
0 (Pm,n,t)

Defining average of geographic data in a grid lets us visualize it using our pre-

vious intensity calculation techniques in Chapter 3. With our heat map technique,

resulting raster image of a geographic data for a randomly selected time period can
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(a) Geographic extent window with
boundries (x1, y1) , (x2, y2) and nxn
grids. Here n depends on the resolution
of system or in other words zoom level
of interactive map.

(b) Scatterplot of total points in time
period t1-t2. Extent window is located
on the area of interest for average calcu-
lation.

Figure 4.2: Geographic data average with grid method

be seen in 4.3.

Figure 4.3: Heat map representation of average data from Istanbul

4.3.2 Bump Mapping

For our framework, we implemented a popular technique for rendering more re-

alistic surfaces in Computer Graphics field called Bump mapping[74] to represent

geographic data. It gives a surface bumpy look by modifying its surface normal that

is used in lighting calculations. We used this technique in our geographic visualiza-

tions to see if overlaying bump map with heat map would help us to compare two

time events successfully.

Algorithm that we used to visualize our geographic data with bump mapping

technique is as following:

1. Take heat map representation of desired time event
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2. Store pixel coordinate and intensity value of each pixel of the heat map image

in a height map

3. Calculate the modified surface normal map from the height map (See 4.4(b))

4. Combine surface normal of the height map with the surface normal of the true

geometry

5. Recalculate the intensity value of each pixel using the Phong Shading Model.

(a) (b)

Figure 4.4: Normal map representation of geographic data

After visualizing geographic data with bump mapping technique, we overlaid it

on top of the heat map representation of average data to make a comparison. We

also add an interactive point light to the scene to let users discover the changes on

any area. As you can see in 4.5, overlaying makes detecting outliers easier without

adding complexity to the visualization. On the other hand, this type of visualizaiton

is also not suitable for a quantitative comparison between average and the other time

event.

Even though bump mapping reduces the complexity of visualization and allows

us to discover some outliers in data, we find it not useful to detect any patterns or

anomalies because it does not give any quantitative information by itself.

4.3.3 Contour Map

Contour map is cartographic map that consists isolines (also known as contour line)

in which the value of any variable remains constant on the same isoline[75]. It is a
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Figure 4.5: Overlaying Bump map with Heat Map

good way for grouping points of equal values, usually height. In most of the cases,

isolines can be extracted from triangulated network model of height map represen-

tation of data[76]. As we mentioned in the previous section, we already represented

our geographic data as height map by replacing pixel density with height value.

Therefore, extracting isolines are straightforward using this method. On the other

hand, extracting isolines in this manner would result inconsistent representations of

the same data with our heat map technique.

In our heat map representation, we grouped pixels with the same(or close) density

values using the same color and represent them in a similar way to isolines. By

doing so, we will be able to compare heat map and contour map representations of

our geographic data to see the difference between the areas in the same group(See

4.6(b)).

(a) When isolines are overlayed on the
heat map representation of same data,
color transitions become more obvious.

(b) Detecting outliers by overlaying iso-
lines over heat map

Figure 4.6: Overlaying isolines on heat maps
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4.4 HeatCube

In previous sections, we only dealt with 2D geographical visualizations for our ex-

ploratory analysis purposes. What would happen if we add another dimension(time)

to our visualizations and use 3D representation of spatio-temporal data? What

would we see in this 3D visualization different than 2D? How much complexity

would it bring to our visualization? To answer these questions, we implemented a

technique which improves our 2D heat map method in a 3D fashion by using volume

rendering. We called it HeatCube.

For the generation of HeatCube, our framework takes advantage of volume ren-

dering which is a useful technique to visualize spatio-temporal data [43]. Using

GPU based ray tracing algorithm, we built a system that quickly and automatically

constructs volume representation of the heat map images generated in the previous

step. These images are stacked on top of each other so that each slice represents

the data density of a specific time. As a result of volume rendering, interpolation

between slices of heat map help users to perceive the change of geographic data

over time in a smooth way. By walking through HeatCube 3D environment with

the camera, users view their spatio-temporal data with different angles to detect

patterns and anomalies.
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Figure 4.7: An example view from our interactive HeatCube visualization
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5 SPATIO-TEMPORAL DATA
ANALYSIS TOOL

Visualization systems designed for different exploratory tasks accelarete the analysis

of spatio-temporal data[55]. To aid the statistical and exploratory analysis of our

geographic spatio-temporal data , we designed a visualization tool that will combine

all the visualization techniques that we developed in previous sections. In this

chapter, we will describe each component of our tool and we will talk about the

possible use cases of our tool in our spatio-temporal data analysis. With use case

scenerios, we will try to show the power of such a tool in trend analysis and error

detection. The main structure and the possible interactions in our tool can be seen

in 5.1.

Figure 5.1: Main structure of our tool

5.1 Design

Design process of our tool starts with deciding the necessary operations to be per-

formed on our data. After all, what we want to achieve by our tool is that it should

let us interact with our data to perfom cognitive tasks like locating, identifying and

distinguishing. An important mantra that we kept in mind when designing our tool
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is “Analyze first, Show the Important, Zoom, filter and analyze further, Details on

demand”. The tool that we designed consists of 3 main compenents which interact

with each other to provide faster data analysis(See 5.2). In the following subsec-

tions, I will briefly explain the feautures and interactions of these components and

the role that they play in exploratory analysis tasks.

5.1.1 Temporal Component

This component is designed only for temporal visualization of data. For consistency

with other visualization components, we implemented it in a similar manner to heat

map in which we map color density to data density of certain time periods. This

visualization is composed of rectangles which corresponds to the minimum time

period of analysis that is selected by user. For example, if user desires to observe

data density at every hour, we show 24(hour)*30(day) rectangles with appropriate

color densities in our visualization.

There are two important features of this component that play critical roles in

our tool. One is the ability to show the average of data density. In this component,

as user selects the data period for average calculation, we sum the amount of data

density for each rectangle in that time period. In order to achieve better results,

average value for each time period is calculated by considering density values at the

same hour of the same day of week within three months period. This is mainly

because each day of week has different usage characteristics in our input data. For

example, comparing a Sunday’s data density value with a Friday’s would produce

misleading results. After analyst spots the anomalies that needs further attention,

he can examine these time periods in more detail using our tool.

Another important feature of this component is its interactive abilities in the

system. Picking any rectangle(s) would set the time period of whole system to the

period that rectangle(s) represents. Of course, users can also select a continous

range with more than one rectangles to analyze different time periods.
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Figure 5.2: Our tool for spatio-temporal data analysis.

5.1.2 Geographic Component

For the geographic visualization in our tool, we used the geographic heat map with

hexagonal bins that we described in Chapter 3. This component is able to visualize

the average of data in the chosen time period, using the average calculation technique

from Chapter 4. This interactive geographic visualization let users locate areas that

needs further attention according to their analysis purposes. Interactive hexagonal

bins in the visualization improves the efficiency of analysis in a sense that it narrows

down the search area for a faster analysis of spatio-temporal data. Selecting these

bins will update other components so that they will visualize the data for only chosen

geographical area.

5.2 Exploratory Data Analysis Tasks

Exploratory data analysis tasks are focused on finding the answer to 3 questions,“when,

what, where”, for 3 different components of data[Ref]. In accord with our focusing

on the temporal component of our geographic spatio-temporal data, it is appropriate
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to distinct questions related to time from the others. With this in mind, tasks can

be categorized into two cognitive operation, identify and compare.[34].

In this section, we will consider our tool from the perspective of its suitability for

the identification and comparison of different objects and time moments. We will

describe how each tasks can be accomplished with our tool by keeping “Overview

first, zoom/filter, details on demand” mantra in mind.

5.2.1 Identify

Identification tasks have the goal to determine the characteristics of spatial objects

or locations at a given moment. For this kind of task, system must be able to

visualize data referring to a particular user-selected time moment. A data subset

referring to a single time moment does not involve temporal variation and, hence,

it can be represented and operated as ordinary time-irrelevant spatial data. Since

the histogram view shows the overview of data in temporal aspect, users can use

it to decide which particular time moments are more likely to contain the events

they are looking for. These time periods may consist outliers, periodic events or

even regular patterns. After the time period is selected, users look at the data

representation of a particular time moment. At this point, our heat map framework

helps users to narrow down the area of interest by choosing a region which will

let them observe the data density at particular locations. All of these interactions

update every visualization components accordingly.

5.2.2 Compare

When comparing two time moments of spatio-temporal data, an analyst either wants

to detect or measure the change in data.

There are many ways to compare time moments and detect changes or anomalies

by interacting with the components of our tool. As we have mentioned in Chapter 4,

one of the most popular techniques for change detection is animating/iterating the

map(consequtively displaying maps representing situations at different moments)
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which we implemented in our framework. However, in order to find places where

changes occur, one needs to visually scan each map and compare fragments of the

maps which is not easy with animation. The overlaying techniques that we defined in

the previous chapter can support this process. However, overlaying is only possible

for limited number of maps. Therefore, if comparing two different time snap-shots

of data is not enough, users of our tool can observe their data in 3D to understand

the change in it.

For measuring changes of spatial characteristics of our data, a suitable technique

could be overlaying. Location changes can be measured when regions of locations

are represented on a map via different visualizations such as bump maps or isolines.

When there are many regions that change simultenously, it is appropriate to apply

filtering so that the map shows only the changes that occurred during a selected time

interval. Change heat maps can also be good for estimating changes in thematic

properties expressed by numeric attributes. For accurate evaluation of the amounts

of change, a change map may be combined with the direct lookup technique: the

user points on an object/ location on the map with the mouse cursor, and the

corresponding amounts are displayed on the screen.

Trend Analysis

Trend means long term movement,tendency or rate of change in a time series[Ref]. In

statistics, trend analysis often refers to techniques for extracting underlying pattern

of behavior in well-ordered dataset which would otherwise be partly hidden by noise

data. On the other hand, spotting spatial trends with stastistical methods is not

trivial when dealing with geographic time-series data. Data visualization techniques

allow analyst to see the trend in data before stastistically analyze it and they do it

by taking advantage of human eye ability recognize trends quicker than any other

methods.

Most common way of analyzing the trend in spatio-temporal data is taking aver-

ages over a certain period and seeing if these averages change with time. Users can
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spot spatial/temporal trends and patterns in data with the following interactions

between different components of our tool:

1. User selects the initial time period of trend analysis. This will initiliaze the

visualization for heat map framework.

2. With the help of histogram visualization, user detects a possible temporal

trend in time-series data. The other components will be updated so that time

period that includes a trend will be the new time period for all visualizations.

3. User sets the time difference between each consecutive time event. As a result,

heat map framework produces series of images that represents each time event

in the new time period.

4. User has an option to animate the produced heat map raster images for de-

tecting spatial trend visually.

5. If visual exploration fails using animation, user take advantage of our heat

map framework’s ability to display heat map of change in data for the current

time period. Dense areas in new heat map representation will indicate an area

with possible trend.

6. If user wants to see the areas with possible trends in detail, he/she can 3D

spatio-temporal data visualization. When the area with possible trend is de-

tected, user can use 3D visualization

Additionally, a flow diagram for detecting trends using our tool is in Figure.

Outlier and Anomaly Detection

In statistics, if an obsevation appear to distinguish numerically from other members

of data, it is an outlier[77]. Outlier values in a data set can be easily detected using

mathematical formulas. For our data, we are more interested in spatial outliers,

geographical referenced objects whose non-spatial attribute values are significantly
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Figure 5.3: Trend analysis routine using our tool

differerent from those of other spatially referenced objects in their spatial neigh-

borhoods. In another words, a spatial outlier is a local instability, or an extreme

observation with respect to its neighboring values.

There are several algorithms to detect spatial outliers in spatio-temporal data[78]

but when the analysis is too complex annd too many parameters have to be consid-

ered, none of them can be as fast as the ability of human brain to detect outliers.

Therefore, if we aid our brain with appropriate visualization techniques, it can dis-

cover any outlier efficiently and effectively. In the previous chapter, we mentioned

that animating heat map raster images is not of the appropriate techniques for

outlier detection because of cognitive overload. Instead, using overlaying maps or

exploiting 3D visualization of our framework would be more suitable for this kind

of task. It naturally allows you to spot seperate areas or volumes which indicates
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an outlying observation.
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6 RESULTS

We run two different types of data analysis scenerios with our input data for evaluat-

ing the efficiency of our tool. We begin with analysis of anomalies in data, followed

by trend analysis.

6.1 Anomaly Detection Scenerio

To test the effectiveness of our tool, we will follow the anomaly detection routine that

we described earlier. Before we go through the routine, let us explain the purpose of

anomaly detection in this scenerio. With our tool, we will try to help analysts find

time periods with system shutdowns as fast and accurate as we can. On the other

hand, shutdowns can be local or general which means temporal analysis alone may

not be enough for the complete analysis of anomalies. Therefore, to locate areas

where shutdowns occured, we need spatial analysis of time varying data.

Temporal visualization using calendar heat map helps us to spot some anomalies

in some time periods. As you can see in 6.1, we were able to spot unusual activities

in our data between a random time period. We are more interested in time periods

with unusual low activity(data density) or no activity at all because they can give

us clues about shutdowns. Rectangles with unusual low activities are highlighted

in 6.1(a). However, this low/no activity could be a normal behavior for that time

period. In our input data, density gets very low everyday between 02:00-06:00 due

to the fact that most of the users of service sleep. So, switching to the average view

could be useful for spotting anomalies(shutdowns) in the system. In this view(See

6.1(b)), analyst is able to see the difference between average density value and

actual value for each time period. After analyzing density values in more detailed

time period(e.g. minute), if there’s still some activity in the time period, this might
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mean the shutdown was local and further analysis needs to be done to locate the

areas where anomalies occured.

Using geographic visualization in our tool, we were able to examine the data

density of the time period with possible anomalies. However, visualizing the actual

data may itself does not help finding any anomalies(See 6.2(a)). Average view is

more useful in this regard. As we can see in 6.2(b), we detect an unusual behavior

around Istanbul at that time period. For the detailed spatio-temporal analysis of

data at the selected time period and area, analyst can use the 3D visualization which

shows the data density change over time.

(a) Data density between 13.06.2011 -
13.07.2011. Possible anomaly is high-
lighted on the 16.06 between 13:00-15:00

(b) Average view of data at the same
time period reveals some other anoma-
lies

Figure 6.1: Temporal anomaly detection

6.2 Trend Analysis Scenerio

In this scenerio, we will test the performance of our tool when analyzing the behavior

of users after an important event. More specifically for our input data, we want

to our tool aid the analysis of customer behavior after the system makes some

advertisements on certain days. Througout this scenerio, we will be looking for

answers of such questions:

� When does the advertisement starts to effect the usage of system?

� Which areas have shown increase in usage after advertisement?
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(a) Data density of input data for the selected time periods(13:00-15:00) with possible anomalies

(b) Average view implies that unusual activity is arised around Istanbul

Figure 6.2: Spatial anomaly detection

� Which areas are the most effected areas after advertisement and why?

To see if our tool helps analyst to spot a pattern or a trend in data after these

advertisements, we will follow the trend analysis routine that we described in the

previous chapter.

First thing for analyst to do is again focusing a time period with the help of

calendar heat map visualization. Since we know the advertisement dates, we know

the starting date for analysis at this scenerio. For example, to see the effect of

advertisement on 25.08.2011, we will start from that date and look for increasing

amount of usage(See 6.3(a)). As we spot some increasing trends couple of days

after the advertisement, this answers our first analysis question. In order to find
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the areas that gets more activity after the advertisement, analyst needs to examine

the average view of geographic component. This brings out some interesting areas

around Samsun,anakkale etc.(See 6.3(b)). However, this 2D view alone does not tell

us the complete story about how user behavior changed after the advertisement.

For that, we need to examine the 3D visualization component that will aid us in the

spatio-temporal data analysis.

(a) Possible increase of usage in the
dates between 29.08 - 14.09 after service
advertisement.

(b) For 29.08 - 14.09, areas with unusual
high activities can be spotted in the av-
erage view of our geographic visualiza-
tion.

Figure 6.3: Trend Analysis
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7 CONCLUSION AND FUTURE
WORK

7.1 Conclusion

Here in this project, we successfully developed a geovisualization framework to rep-

resent the density of our geographic data. We believe that this framework considers

all of the design aspects to correctly represent the geographic data using heat maps.

Combination of our proposed visualization techniques of change with our heat map

framework could be useful for those who are interested in detecting anomalies and

trends in geographic time-series data. With the help of our framework, users can

animate their data, compare it with the average or overlay different snapshots to

have an initial understanding of the change in data. Using the tool that we designed,

they can solve several exploratory analysis tasks by interacting with different visu-

alization components.

7.2 Future work

For our future work, we will be more focused on the 3D representation of our spatio-

temporal data. We want to several interactions in our HeatCube system to support

data analysis. These interactions can be filtering data to reduce the complexity or

cutting slices of it to look from a different perspective. Currently, we are working on

isosurfaces to represent our spatio-temporal data. Preliminary results of our future

work can be seen in 7.1. We believe that with appropriate improvements in the

future, our methods can be very useful in the analysis of spatio-temporal data.
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Figure 7.1: Isosurface experiments with data
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