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Chapter 1

INTRODUCTION

Linear programming (LP) deals with problems of maximizing or minimizing a linear function subject to a set of linear constraints. LP has been one of the most prominent tools used in the operations research field. One of the reasons is that LP problems have nice structures compared to the other optimization problems. Hence, these problems can be solved very efficiently. The major work on LP dates back to 1940s, when George Dantzig developed the simplex algorithm to solve LP problems [21]. The LP problem was first shown to be solvable in polynomial time by Khachiyan in 1979 [51], but a larger theoretical and practical breakthrough in the field came in 1984 when Karmarkar introduced a new interior point method for solving LP problems [49].

LP problems arise in diverse application areas. In many complex problems, such as; stochastic programming, nonlinear programming, combinatorial optimization, mixed integer programming problems and so on, LP is used as a modeling and solution tool. In the algorithms to solve these problems, LP problems are generally solved repeatedly and hence, the speed of the algorithms to solve LP problems becomes a major concern. The solution of an LP problem provides important information on the optimal solution of the original problem. To illustrate the use of LP, consider the following
optimization problem:

\[
\begin{align*}
\text{minimize} & \quad c^t x \\
\text{subject to} & \quad Ax \geq b, \\
& \quad Bx \geq d, \\
& \quad x \geq 0, \\
& \quad x \text{ integer,}
\end{align*}
\]

where \( A \) is an \( m \times n \) matrix, \( B \) is a \( k \times n \) matrix, and \( b, c, \) and \( d \) are \( m \times 1, n \times 1, \) and \( k \times 1 \) vectors, respectively. This problem is called the (linear) integer-programming problem. It is said to be a mixed integer program when some, but not all, variables are restricted to be integer, and is called a pure integer program when all decision variables must be integers. Since the objective function and the constraints are linear, the problem turns into an LP problem, if the integrality restrictions on the variables are ignored. It is well-known that the objective function value of the resulting LP problem provides a lower-bound on that of the original integer programming problem. In general, the optimal decision variables will be fractional in the linear-programming solution, and hence, further measures must be taken to determine an integer solution.

In this thesis and in many applications, we deal with LP problems with a large number of variables. Instead of solving these LP problems directly by an LP solver, various algorithms have been developed to find the optimal solution in a shorter computation time. Column generation is a prominent algorithm to solve large-scale LP problems.

When the number of variables is very large, it would even be impossible to enumerate all the variables in the problem. In such large-scale linear programs, the vast majority of the variables are zero at optimality. This is the fundamental concept underlying the column generation method, which is pioneered by Dantzig and Wolfe [23] as well as Gilmore and Gomory [39]. In this approach, the linear program is initialized with a small set of columns, referred to as the restricted master problem (RMP), and then new columns are added as required. This is accomplished iteratively by solving a pricing subproblem (PSP) following each optimization of the RMP. In the PSP, the reduced cost of a column is minimized over the set of all columns, and upon solving
the PSP, we either add a new column to the RMP with a negative reduced cost (for minimization) or prove the optimality of the overall problem.

1.1 Motivations of This Research

One of the pillars of the classical column generation framework is that the constraints in the master problem are all known explicitly. In this case, the number of rows in the restricted master problem is fixed, and complete dual information is supplied to the PSP from the restricted master problem, which allows us to compute the reduced cost of a column in the subproblem accurately. While this framework has been used successfully for solving a large number of problems over the years, it does not fit applications in which missing columns induce new linking constraints to be added to the restricted master problem. To motivate the discussion, consider a quadratic set covering (QSC) model, where the binary variable $y_k$ is set to 1, if column $k$ is selected (see for example [66, 9]). We compute the total contribution from columns $k$ and $l$ as $c_k y_k + c_l y_l + c_{kl} y_k y_l$, where $c_k$ and $c_l$ are the individual contributions from columns $k$ and $l$, respectively, and $c_{kl}$ captures the cross-effect of having columns $k$ and $l$ simultaneously in the solution. A common linearization followed by relaxing the integrality constraints would lead to the large-scale LP below:

\[
\begin{align*}
\text{minimize} & \quad \ldots + c_k y_k + c_l y_l + c_{kl} x_{kl} + \ldots \\
\text{subject to} & \quad \ldots \\
& \quad y_k + y_l - x_{kl} \leq 1, \quad y_k - x_{kl} \geq 0, \quad y_l - x_{kl} \geq 0, \quad (1.2) \\
& \quad 0 \leq y_k, y_l, x_{kl} \leq 1, \\
& \quad \ldots
\end{align*}
\]

Note that this model contains three linking constraints for each pair of $y$-variables, and a large number of $y$-variables in an instance would prevent us from including all rows in the RMP a priori. Thus, in this case both rows and columns need to be generated on-the-fly as required. Constraints of type (1.2) not present in the current RMP may
lead to two issues. First, primal feasibility may be violated with respect to the missing constraints. In order to address this issue, we should presumably add variable $x_{kl}$ to the RMP along with one of the variables $y_k$ or $y_l$. Second, the reduced costs of the variables may be computed incorrectly in the PSP because no dual information associated with the missing constraints is passed from the RMP to the PSP. For instance, assume that $y_k$ is already a part of the RMP, while $y_l$, $x_{kl}$, and the linking constraints (1.2) are absent from it. In this case, the PSP for $y_l$ must anticipate the values of the dual variables associated with the missing constraints (1.2); otherwise, the reduced cost of $y_l$ is calculated incorrectly. Thus, we conclude that in order to design a column generation algorithm for this particular linearization of the quadratic set covering problem, we need a subproblem definition that allows us to generate several variables and their associated linking constraints simultaneously by correctly estimating the dual values of the missing linking constraints. Note that this type of dependence between columns can be generalized if several columns interact simultaneously and would lead to a similar problem that grows both column- and row-wise.

The discussion in the preceding paragraph points to a major difficulty in column generation, if the number of rows in the RMP depends on the number of columns. We refer to such formulations as problems with column-dependent-rows, or briefly as CDR-problems. We emphasize that the solution of a CDR-problem is based on simultaneous column-and-row generation. The cornerstone of this approach is a subproblem definition that can simultaneously generate new columns as well as new structural constraints that are no longer redundant in the presence of these new columns. This is in marked contrast to traditional column generation where all structural constraints are added to the RMP at the outset.

1.2 Contributions of The Thesis

In this dissertation, we introduce a column-and-row generation method that is able to overcome the difficulties resulting from the simultaneous addition of rows along with columns in a column generation method. We also study the combination of this method with Lagrangian relaxation.
To be more specific, first the problems that we refer to as CDR-problems are formulated. Then, a set of assumptions underlying these problems are defined, and the literature that deals with CDR-problems is discussed.

A generic column-and-row generation algorithm for CDR-problems is presented and the optimality of this algorithm is proved. The proposed approach is applied to the QSC, the multi-stage cutting stock (MSCS), and the time-constrained routing (TCR) problems. For the latter two problems, the existing methods are improved or in certain cases, corrected.

We also apply Lagrangian relaxation to CDR-problems by dualizing the set of linking constraints in the objective function. The resulting combination of column generation and Lagrangian relaxation is analyzed and then applied to the TCR problem.

This thesis is the first work in the literature, which addresses CDR-problems in a unified framework and gives a complete treatment of the optimality conditions along with associated optimal solution methods.

1.3 Outline of The Thesis

The current chapter is followed by Chapter 2, which includes a literature survey on the algorithms to solve large-scale LP problems. The main focus will be on column generation. Since the problems that we discuss are integer programming problems, we also give a survey on the lower-bounding methods and the ways to find the optimal integral solutions for general classes of integer programming problems. Finally, the literature related specifically to the CDR-problems are presented.

In Chapter 3, the generic mathematical model and the underlying assumptions for the CDR-problems are given. We demonstrate that two of the CDR-problems that we use as illustrative examples, namely the MSCS and QSC problems, conform to our generic mathematical model and the underlying assumptions. We also emphasize that all the CDR-problems in the literature can be cast into our generic model, and they all satisfy our assumptions.

In Chapter 4, the proposed simultaneous column-and-row generation method is presented. Then, the optimality proof of this method is given. After this presentation,
the proposed method is applied to the MSCS, QSC, and TCR problems. Computational experiments are then conducted on the MSCS and QSC problems to evaluate the performance of the algorithm.

In Chapter 5, the combination of the column-and-row generation algorithm with Lagrangian relaxation is investigated, and its differences from the simultaneous column-and-row generation method given in Chapter 4 are pointed out. The resulting hybrid method is applied to the TCR problem, and it is compared against the column-and-row generation algorithm of Chapter 4 by conducting additional computational experiments.

In the last chapter, we summarize the conclusions of this dissertation and discuss further research directions.
Chapter 2

LITERATURE REVIEW

In this chapter, first we present methods which are used to solve large-scale LP problems. Since the problems we deal with in this thesis are integer programming and combinatorial optimization problems whose particular relaxation is an LP problem, we explain algorithms to find an integral optimal solution. Moreover, the literature related specifically to the CDR-problems is presented.

2.1 Large-Scale Linear Programming Problems

The advances in the solution algorithms for large-scale LP problems have made these problems a viable relaxation to many difficult problems. In particular, large-scale integer programming and combinatorial optimization problems depend on the solution of large-scale LP problems. In this section, we give a survey on the algorithms, particularly the column generation algorithm and the Benders decomposition algorithm, that are used to solve large-scale LP problems. We explain the column generation algorithm as a general idea to solve the Dantzig-Wolfe decomposition problem (see [17] for the details). Benders decomposition takes place in this review since it can also be applied to the CDR-problems.
**Column Generation.** Consider the following LP problem which is the relaxation of (1.1) given in Chapter 1:

\[
\begin{align*}
\text{minimize} & \quad c^\top x, \\
\text{subject to} & \quad Ax \geq b, \\
& \quad Bx \geq d, \\
& \quad x \geq 0.
\end{align*}
\]

(2.1)

Suppose that (2.1) is significantly easier to solve when the set of constraints \(Ax \geq b\) is removed. This could be, for instance, because the resulting problem after removal is easy to decompose into smaller independent problems. In fact, such problems are said to have block diagonal structure. In this setting, the set of constraints \(Ax \geq b\) is often called the *complicating constraint set*.

Let us denote the polyhedron induced by the second set of constraints and the nonnegativity constraints as \(\mathcal{P} = \{x \in \mathbb{R}^n | Bx \geq d, x \geq 0\} \neq \emptyset\). Using the representation theorem of Minkowski [62], any point in \(\mathcal{P}\) can be represented by the convex combination of its extreme points \(\{p_q\}_{q \in Q}\) plus a nonnegative combination of its extreme rays \(\{p_r\}_{r \in R}\) of \(\mathcal{P}\). Hence, the representation of any point \(x \in \mathcal{P}\) in terms of the extreme points and the rays is given by

\[
x = \sum_{q \in Q} p_q \lambda_q + \sum_{r \in R} p_r \lambda_r, \quad \sum_{q \in Q} \lambda_q = 1, \quad \lambda \in \mathbb{R}_{+}^{\lvert Q \rvert + \lvert R \rvert}. \tag{2.2}
\]

Substituting for \(x\) in (2.1) and applying the linear transformations \(c_q = c^\top p_q, \, q \in Q\) and \(a_r = A p_r, \, r \in R\), we obtain an equivalent extensive formulation of (2.1):

\[
\begin{align*}
\text{minimize} & \quad \sum_{q \in Q} c_q \lambda_q + \sum_{r \in R} c_r \lambda_r, \\
\text{subject to} & \quad \sum_{q \in Q} a_q \lambda_q + \sum_{r \in R} a_r \lambda_r \geq b, \\
& \quad \sum_{q \in Q} \lambda_q = 1, \\
& \quad \lambda \geq 0, \lambda \in \mathbb{R}_{+}^{\lvert Q \rvert + \lvert R \rvert}. \tag{2.3}
\end{align*}
\]

Typically, problem (2.3) has a large number of variables \((\lvert Q \rvert + \lvert R \rvert)\), but possibly substantially fewer rows than problem (2.1). The second constraint is referred to as
the convexity constraint over the extreme points of $\mathcal{P}$. This substitution is known as Dantzig-Wolfe decomposition, developed in [23], and it easily generalizes to the case when matrix $B$ is block diagonal.

As we pointed out previously, a column generation algorithm is generally used when the number of columns in the problem is very large. It is either applied to the extensive formulations (Dantzig-Wolfe decomposition) of problems with a set of complicating constraints or to compact (original) formulations with (exponentially) many columns. The compact formulation and the extensive formulation are structurally similar except for the convexity constraints.

The RMP, which is formed by a subset of the columns of (2.3) indexed by $\bar{Q}$ and $\bar{R}$, is given by

\[
\begin{align*}
\text{minimize} & \quad \sum_{q \in \bar{Q}} c_q \lambda_q + \sum_{r \in \bar{R}} c_r \lambda_r, \\
\text{subject to} & \quad \sum_{q \in \bar{Q}} a_q \lambda_q + \sum_{r \in \bar{R}} a_r \lambda_r = b, \\
& \quad \sum_{q \in \bar{Q}} \lambda_q = 1, \\
& \quad \lambda \geq 0, \lambda \in \mathbb{R}_{+}^{\bar{Q} + |\bar{R}|}. \\
\end{align*}
\]

(2.4)

Let $\alpha$ and $\beta$ be the optimal dual variables corresponding to the first and the second constraints of the RMP given in (2.3), respectively. The corresponding PSP is then equivalent to

\[
\begin{align*}
\text{minimize} & \quad (c^T - \alpha^T A)x - \beta, \\
\text{subject to} & \quad Bx \geq d, \\
& \quad x \geq 0.
\end{align*}
\]

(2.5)

The main objective of this model is to find the columns with the minimum reduced costs. If the minimum reduced cost is negative and finite, a column corresponding to an extreme point is added to the model. If the minimum reduced cost is negative and infinite, a column corresponding to an extreme ray is added to the model. Otherwise, the algorithm terminates. The typical flow of a column generation algorithm is outlined in Figure 2.1. The novel applications of column generation to integer programming problems include [27, 24, 64, 6, 36, 69, 1] (see also [25, 55] for comprehensive surveys
The RMP is generally solved by the simplex algorithm from which we obtain the optimal dual variables to be used in the PSP. Unfortunately, the convergence of the simplex algorithm may be poor. One of the reasons is degeneracy which results in many iterations without improvement. Additionally, the dual solution oscillates dramatically during the early phases of the algorithm and this may add many useless columns (see [68] for the related issues). As a remedy, stabilized column generation algorithms have been proposed. One approach studied in [29] perturbs the right hand side to reduce degeneracy and uses a box concept to limit the variation in the dual variables. Interior point methods, such as the analytic center method [30], have also been used to solve the RMP.

**Benders Decomposition.** Benders decomposition developed in [12] is useful for solving problems that contain groups of variables of different natures. While Dantzig-Wolfe decomposition deals with the complicating constraints, Benders decomposition handles the problems with complicating variables whose removal results in a significantly easier problem. Hence, it is a dual idea with respect to Dantzig-Wolfe decomposition. There are many applications of this methodology to mixed-integer programming problems. Some examples are the multi-commodity distribution network design, the locomotive and car assignment, the simultaneous aircraft routing and crew scheduling, and the large scale water resource management problems [37, 19, 18, 13].

The basic model, where $x$ is taken as the complicating variable set, is given by

$$
\begin{align*}
\text{minimize} \quad & c^T x + f^T y \\
\text{subject to} \quad & Ax \geq b, \\
& Bx + Dy \geq d, \\
& x \geq 0, y \geq 0,
\end{align*}
$$

(2.6)
where $c, A, B, b$ and $d$ are defined as in (1.1), $f$ is a $l \times 1$ vector, and $D$ is a $k \times l$ matrix. Reformulating this model leads to the following two level structure

\[
\begin{align*}
\text{minimize} & \quad c^T x + z(x), \\
\text{subject to} & \quad Ax \geq b, \\
& \quad x \geq 0,
\end{align*}
\]

where

\[
\begin{align*}
z(x) = \text{minimize} & \quad f^T y, \\
\text{subject to} & \quad Dy \geq d - Bx, \\
& \quad y \geq 0.
\end{align*}
\]

Given the value of $x$ and applying duality, the optimal solution of problem (2.8) can be obtained by solving

\[
\begin{align*}
z(x) = \text{maximize} & \quad (d - Bx)^T v, \\
\text{subject to} & \quad Dv \leq f, \\
& \quad v \geq 0,
\end{align*}
\]

where $v$ is the set of dual variables corresponding to the first set of constraints in (2.8). Note that the dual polyhedron, which we will denote by $\Phi$, is independent of $x$. Therefore, using the representation theorem, we can enumerate the set of extreme points and extreme rays of $\Phi$ as $P_\Phi = \{p_1, p_2, ..., p_P\}$ and $Q_\Phi = \{q_1, q_2, ..., q_Q\}$. Using these extreme points and extreme rays, problem (2.8) can be written as

\[
\begin{align*}
z(x) = \text{minimize} & \quad z, \\
\text{subject to} & \quad (d - Bx)^T v \leq z, \quad v \in P_\Phi, \\
& \quad (d - Bx)^T v \leq 0, \quad v \in Q_\Phi,
\end{align*}
\]

which finds the dual extreme point resulting in the maximum objective function value.
If we plug in $z(x)$ in (2.7), the resulting problem then becomes

\[
\begin{align*}
\text{minimize} & \quad c^\top x + z, \\
\text{subject to} & \quad Ax \geq b, \\
& \quad (d - Bx)^\top v \leq z, \quad v \in P_\Phi, \\
& \quad (d - Bx)^\top v \leq 0, \quad v \in Q_\Phi, \\
& \quad x \geq 0.
\end{align*}
\] (2.11)

When compared to (2.6), problem (2.11) has fewer variables, since variables $y$ do not exist in this problem. However, the number of constraints in (2.11) is considerably larger, since there is one constraint for each extreme point and extreme ray.

Enumerating all extreme points and extreme rays may be very time-consuming. Therefore, we may instead include only a subset of the constraints corresponding to the sets of extreme points and extreme rays and add the violated constraints on the fly. This approach is known as delayed constraint generation. The restricted Benders master problem (BMP) at any iteration $t$ is given by

\[
\begin{align*}
Z^t = \text{minimize} & \quad c^\top x + z, \\
\text{subject to} & \quad Ax \geq b, \\
& \quad (d - Bx)^\top v \leq z, \quad v \in P^t_\Phi, \\
& \quad (d - Bx)^\top v \leq 0, \quad v \in Q^t_\Phi, \\
& \quad x \geq 0,
\end{align*}
\] (2.12)

where $P^t_\Phi$ and $Q^t_\Phi$ are subsets of $P_\Phi$ and $Q_\Phi$, respectively. The optimal objective function value and the optimal solution are denoted by $Z^t$ and $(\bar{x}, \bar{z})$, respectively. Using the $\bar{\pi}$ values, the dual subproblem (SP) in (2.9) is solved. If the solution of SP is unbounded, letting $\bar{v}$ be the corresponding extreme ray, we add the feasibility cut to the BMP as a constraint given by

\[
(d - Bx)^\top \bar{v} \leq 0.
\] (2.13)
If there is an optimal solution to SP, an extreme point is obtained. If we denote this extreme point by \( \bar{v} \), then we check whether

\[
(d - B\bar{x})^T \bar{v} > z
\]  

holds. If (2.14) holds, then the optimality cut corresponding to the extreme point \( \bar{v} \) is added to the BMP as a constraint given by

\[
(d - Bx)^T \bar{v} \leq z.
\]  

Otherwise; i.e., if no constraint is violated, the algorithm terminates. An important extension to this algorithm is presented in [38] which suggests a generalized Benders decomposition approach. In this study, the Benders method is extended to the case where the subproblem is a convex optimization problem. In [58], the influence of cuts in a Benders Decomposition algorithm applied to mixed integer programs is studied and, a new technique for accelerating the convergence of the algorithm through model formulations and selection of Pareto-optimal cuts are introduced.

### 2.2 Integer Programming Problems

Suppose that the polyhedron \( P = \{x \in \mathbb{R}^n | Bx \geq d, x \geq 0\} \neq \emptyset \) given earlier is replaced by a finite set \( X = P \cap \mathbb{Z}_+ \). Then, problem (2.1) becomes

\[
\text{minimize} \quad c^T x \\
\text{subject to} \quad Ax \geq b, \\
x \in X,
\]

which is known to be an NP-Complete optimization problem [62]. In this section, we discuss the branch-and-bound algorithm, which is by far the most widely used tool for solving large scale NP-hard combinatorial optimization problems. The bounding operation can be performed by several algorithms such as: LP relaxation (with column generation), Lagrangian relaxation and cutting plane algorithms.


**Branch-and-Bound Algorithm.** The branch-and-bound method is based on the idea of iteratively partitioning the set of feasible solutions to form subproblems of the original integer program that are easier to handle. The same process is applied to the subproblems, and this process goes on until the optimal solution of any subproblem provides an optimal solution to the original problem. This is called branching and as the number of branches increases, the number of subproblems grows exponentially. Hence, it becomes crucial to eliminate some of the subproblems. This requires a bounding scheme, which is based on setting lower and upper bounds on the optimal objective function values of the subproblems. The relaxations of the subproblems are generally solved to speed-up the algorithm and any feasible solution to the original problem obtained by solving a subproblem gives an upper bound. The best upper bound is recorded during the search. The driving force behind the branch-and-bound approach lies in the fact that if a lower bound for the objective value of a given subproblem is larger than the best upper bound, then the optimal solution of the original integer program cannot lie in the subset of solutions associated with the given subproblem. Hence, the corresponding subset is pruned. Hence, the lower bounds on the objective function values of the subproblems are, in essence, used to construct a proof of optimality without doing an exhaustive search of the branches.

To implement the branch-and-bound algorithm, several decisions must be made. Among these decisions we can give the two most prominent ones as examples; the branching and the subproblem selection strategies (see [62] for the details). To approximate the optimal solution of the integer program defined on a node of the branch-and-bound tree, different bounding procedures are used. Most bounding procedures are based on the generation of a polyhedron that approximates the convex hull of feasible solutions. Solving an optimization problem over such a polyhedral approximation produces a bound that can be used in a branch and bound algorithm. The effectiveness of the bounding procedure depends largely on how well \( X \) in (2.16) can be approximated. The most straightforward approximation is the continuous approximation, which boils down to the LP relaxation. The bound resulting from this approximation is frequently weak. The success of the other bounding algorithms given below relies heavily on the
effectiveness of the solution methodology to solve the PSP, Lagrangian subproblem or
the separation subproblem. Heuristic algorithms are frequently employed to solve these
subproblems as long as a column or cut that improves the bound is detected. Other-
wise, they must be solved exactly to prove optimality. Two examples, where such a
strategy is used, are the pick-up and delivery problem [65] and the capacitated vehicle
routing problem [57]. Next, we discuss the Lagrangian relaxation and the cutting plane
methods that can be used to find a lower-bound at a node of the branch-and-bound
tree.

Lagrangian Relaxation. Lagrangian relaxation is widely employed to obtain an
improved bound (see [34] for the details of the use of Lagrangian relaxation in IP).
Lagrangian relaxation algorithm moves the complicating constraint set in (2.16) to
the objective function by multiplying it with the Lagrangian multiplier vector $u$. The
resulting problem becomes

$$L(u) := \min_{x \in X} c^T x - u^T (Ax - b).$$

(2.17)

Given vector $u$, the optimal objective function value, $L(u)$, provides a lower-bound
on the optimal solution of the integer program. Clearly, the best bound then can be
obtained by solving the Lagrangian dual problem given by

$$\max_{u \geq 0} L(u).$$

(2.18)

In [62], the dual of the Lagrangian dual model is shown to be equivalent to the Dantzig-
Wolfe decomposition for a given $X$. It is well-known that Lagrangian relaxation is
obtained by dualizing exactly those constraints that are the linking constraints in the
Dantzig-Wolfe decomposition. Moreover, the subproblem that we need to solve in the
column generation procedure is the same as the one we have to solve for the Lagrangian
relaxation except for a constant term in the objective function. Column generation and
Lagrangian relaxation provide the same bounds which is better than the LP relaxation,
if the convex hull of $X$ does not have integrality property. Hence, the constraints to
be relaxed are generally selected to violate the integrality property. To find an upper bound, either Lagrangian relaxation is embedded in a branch-and-bound algorithm as in [4, 53] or a Lagrangian heuristic approach is employed as in [14, 10].

There are several methods to solve the Lagrangian dual problem given in (2.18). Subgradient algorithm is widely used to find the optimal Lagrangian multipliers in (2.18). This algorithm is first applied in the Lagrangian relaxation context to the traveling salesman problem by Held and Karp [43, 44]. The performance and the theoretical convergence properties of subgradient optimization are given in [45]. Other successful alternatives to the subgradient optimization are the volume algorithm and the bundle algorithm (see [5, 54], respectively, for the details of these algorithms).

**Cutting Plane Algorithms.** Cutting plane methods improve the continuous approximation by dynamically generating valid inequalities to form a better approximation of the convex hull of the feasible region. An inequality $\pi x \leq \pi_0$ is a valid inequality for $X$ if $\pi x \leq \pi_0$ for all $x \in X$. The valid inequalities are generated by solving a separation problem. The addition of each valid inequality cuts the approximating polyhedron, resulting in a potentially improved bound.

The general cutting plane algorithm solves the continuous relaxation of the problem and checks if the optimal solution violates any of the valid inequalities by solving a separation subproblem. If this is the case, the most violated valid inequality is added; otherwise, the algorithm terminates. If the solution is not integral, then branching takes place.

The cuts can be classified as general cutting planes and cuts for special structures. Gomory cuts are one of the most prominent general classes of cutting planes [40]. These cuts can be applied to any integer linear program. However, exploiting the special structure of the given problem may result in more effective cuts. Such cuts exploiting the special structure of the problem have been successfully used in the traveling salesman problem (see [22, 20, 63] for different cuts).

Depending on the selected bounding algorithm, the branch-and-bound algorithm takes different names. To obtain an integral optimal solution using column generation,
it must be embedded in a branch-and-bound framework. This procedure is called
branch-and-price [27, 8]. In this case, new columns are generated at each node of the
branch-and-bound tree and branching is implemented when no columns enter the basis
and the LP relaxation is fractional. When the cutting plane procedure is applied at each
node of the branch-and-bound tree, the resulting procedure is called branch-and-cut
[46, 62]. When the cuts do not result in an integral solution, branching occurs. Branch-
and-cut-and-price, on the other hand, employs column generation and cut generation
at each node of the branch-and-bound tree together [7, 11].

2.3 Existing Work on Problems with Column-Dependent-Rows

The literature on the CDR-problems is somewhat limited. In this section, we discuss
the existing work in the literature and position our contributions. When it comes to
the CDR-problems mentioned in this section, it is relatively easy to check that these
problems satisfy our assumptions that will be defined in the next chapter. Therefore,
the proposed column-and-row generation algorithm indeed provides a generic approach
to solve these problems.

To the best of our knowledge, the first column-and-row generation algorithm as we
consider here was devised in [73], who tries to solve a one-dimensional MSCS problem.
The algorithm developed in [73] is based on a restrictive assumption, which causes the
algorithm to terminate at a suboptimal solution. A two-stage batch scheduling problem
that is structurally similar to MSCS is formulated in [71] and the proposed algorithm
suffers from an analogous restrictive assumption. MSCS will be introduced in Section
3.2 and our solution method will be applied to this problem in Section 4.2.1.

In [2], a time-constrained routing (TCR) problem motivated by an application
that needs to schedule the visit of a tourist to a given geographical area as efficiently
as possible in order to maximize her total satisfaction is studied. The goal is to send
the tourist on one tour during each day in the vacation period while ensuring that each
attraction site is visited no more than once. This problem is formulated as a set packing
problem with side constraints and solved heuristically by a column-and-row generation
approach due to a potentially huge number of tours. The authors enumerate and store a
large number of tours before invoking their column generation algorithm. The SRMP for solving the LP relaxation of the proposed formulation is initialized with a subset of the enumerated tours. A selected tour must be assigned to one of the days in the vacation period. Each generated tour during the column generation procedure introduces a set of variables and leads to a new linking constraint in the SRMP. The authors define an optimality condition for terminating their column generation algorithm based on the dual variables of the constraints in the current SRMP. Following each optimization of the SRMP, this condition is verified for each tour currently absent from the SRMP; i.e., no PSP is required. In Section 4.2.3, we demonstrate that this stopping condition fails to account for the dual variables of the missing linking constraints properly and may lead to a suboptimal LP solution at termination.

A branch-and-cut-and-price algorithm for the well-known P-median problem is proposed in [3]. In their formulation, a set of binary variables indicate the set of selected median nodes, and binary assignment variables designate the median node assigned to each node in the network. These two types of binary variables are linked by variable upper bound constraints. One of the main contributions of the authors is a column-and-row generation method for solving the LP relaxation of this formulation. The algorithm is invoked with a subset of the assignment variables and additional ones are generated as necessary. The generation of each assignment variable leads to a single new linking constraint added to the SRMP for primal feasibility, and the dual variable associated with this linking constraint is calculated correctly a priori due to the special structure of the formulation and incorporated directly into the reduced cost calculations. No PSP is required because all potential assignment variables are known explicitly. Similar to the formulation in the previous work of these authors on the TCR problem, we note that the P-median formulation investigated in [3] is a special case of our generic formulation (MP) and can be handled by our proposed solution methodology.

In [61], a robust airline crew pairing problem for managing extra flights with the objective of hedging against a certain type of operational disruption by incorporating robustness into the pairings generated at the planning level is studied. In particular, they address how a set of extra flights may be added into the flight schedule at the time
of operation by modifying the pairings at hand and without delaying or canceling the existing flights in the schedule. Essentially, this is accomplished in two different ways. An extra flight may either be inserted into an existing pairing with ample connection time (a type-B solution) or the schedules of a pair of pairings are partially swapped to cover an extra flight while ensuring the feasibility of these two pairings before and after the swap (a type-A solution). In the latter case, there is a benefit of having a pair of pairings in the solution simultaneously. However, an additional complicating factor is that the set of type-A solutions and the associated linking constraints are not known explicitly. This is akin to the MSCS problem, where the set of intermediate rolls is not available a priori. Ultimately, the mathematical model proposed in [61] boils down to a QSC problem with restricted pairs and side constraints. The model is linearized by the same approach as that in (3.6)-(3.12) for the QSC problem. A heuristic two-phase iterative column-and-row generation strategy is devised in [61] to solve the LP relaxation of their master problem. In the first phase, the number of constraints in the SRMP is fixed and column generation is applied in a classical manner. Then, in the second phase additional type-A solutions are identified based on the pairings generated during the last call to the column generation with a fixed number of constraints, and the associated constraints are added to the SRMP before the next iteration of the algorithm resumes. We note that the problem in [61] is a CDR-problem and can be handled by the proposed methodology in this thesis.

Finally, we refer to a recent work in [32]. In this work, the optimality conditions for column-and-row generation are analyzed for two sample problems; the split delivery vehicle routing problem and the service network design problem for an urban rapid transit system. The authors claim that there is no simple rule to construct an optimal solution and thus, one has to define specifically how to proceed for every application case. Our work, however, does state a generic model and characterizes the type of problems that can be solved by column-and-row generation including those discussed in [32]. Besides, we also propose an associated solution framework to design a column-and-row generation algorithm for CDR-problems.

Column-and-row generation (or row-and-column generation) is a term without a
widely-agreed precise definition. Therefore, we conclude this section by distinguishing our work from others, who use the same term in a different context. For instance, in both [35] and [50], the multi-commodity capacitated network design problem is considered and column-and-row generation algorithms are employed. In both of these cases, the rows that are added to the formulation are valid inequalities that strengthen the LP relaxation in line with the general branch-and-cut-and-price paradigm (see [26, 28]). This is very different than our framework for CDR-problems, in which generated rows are structural constraints that are required for the validity of the formulation. Furthermore, as pointed out in [35] the column- and row generation subproblems in the branch-and-cut-and-price context are either independent from each other or generated columns introduce new cuts with trivial separation problems. For a CDR-problem, the situation is completely different as we study thoroughly in Chapter 4.
Chapter 3

PROBLEMS WITH COLUMN-DEPENDENT-ROWS

In this chapter, we first specify the canonical form of the generic mathematical model representing the class of CDR-problems that we consider. Then, we discuss the assumptions underlying our modeling and solution framework. To illustrate our construction, we briefly describe two example problems, the MSCS and QSC problems, and demonstrate that both of these problems satisfy our assumptions and they may conform to our generic model. These two problems are selected for their different characteristics that help us illustrate the different features and aspects of our proposed solution method.
3.1 Generic Mathematical Model

The generic mathematical formulation of CDR-problems appears below, and we refer to it as the *master problem*, following the common terminology in column generation:

\[
\text{(MP)} \quad \text{minimize} \quad \sum_{k \in K} c_k y_k + \sum_{n \in N} d_n x_n,
\]

subject to

\[
\sum_{k \in K} A_{jk} y_k \geq a_j, \quad j \in J, \quad (\text{MP-y})
\]

\[
\sum_{n \in N} B_{mn} x_n \geq b_m, \quad m \in M, \quad (\text{MP-x})
\]

\[
\sum_{k \in K} C_{ik} y_k + \sum_{n \in N} D_{in} x_n \geq r_i, \quad i \in I, \quad (\text{MP-yx})
\]

\[
y_k \geq 0, \quad k \in K, \quad x_n \geq 0, \quad n \in N.
\]

There may be exponentially many \(y\)- and \(x\)- variables in this formulation, and we allow both types of variables to be generated in a column generation algorithm applied to solve the master problem. We assume that the set of constraints (MP-y) and (MP-x) are known explicitly and their cardinality is polynomially bounded in the size of the problem. On the other hand, a complete description of the set of linking constraints (MP-yx) may not be available. If this is the case, we may have to generate all \(y\)- and \(x\)- variables in the worst case to identify all linking constraints in a column generation algorithm. The discussion on a robust crew pairing problem studied in [61] in Section 2.3 provides an example for this case. Even if all linking constraints (MP-yx) are known explicitly a priori, there may be exponentially many of them. For instance, in the QSC example introduced in the previous section each pair of variables induces three linking constraints in the linearized formulation, and incorporating all \(O(|K|^2)\) linking constraints in the formulation directly is not a viable alternative for large \(|K|\).

Based on the discussion in the preceding paragraph, the column-and-row generation algorithm for solving the master problem is initialized with subsets \(\bar{K} \subset K\) and
The resulting model then becomes

\[(SRMP) \begin{align*}
\text{minimize} & \quad \sum_{k \in K} c_k y_k + \sum_{n \in \bar{N}} d_n x_n, \\
\text{subject to} & \quad \sum_{k \in K} A_{jk} y_k \geq a_j, \quad j \in J, \quad (SRMP-y) \\
& \quad \sum_{n \in \bar{N}} B_{mn} x_n \geq b_m, \quad m \in M, \quad (SRMP-x) \\
& \quad \sum_{k \in \bar{K}} C_{ik} y_k + \sum_{n \in \bar{N}} D_{in} x_n \geq r_i, \quad i \in I(\bar{K}, \bar{N}), \quad (SRMP-yx) \\
y_k \geq 0, k \in \bar{K}, \quad x_n \geq 0, n \in \bar{N},
\end{align*}\]

where \(I(\bar{K}, \bar{N}) \subset I\) in \((SRMP-xy)\) denotes the set of linking constraints formed by \(\{y_k | k \in \bar{K}\}\), and \(\{x_n | n \in \bar{N}\}\). During the column generation phase, new variables \(\{y_k | k \in S_K\}\) and \(\{x_n | n \in S_N\}\), where \(S_K \subset (K \setminus \bar{K})\) and \(S_N \subset (N \setminus \bar{N})\), are added to the RMP iteratively as required as a result of solving different types of PSPs which we discuss in depth in Section 4.1. Moreover, these new variables may appear in new linking constraints currently absent from the RMP, where the set of these new linking constraints is represented by \(\Delta(S_K, S_N) = I(\bar{K} \cup S_K, \bar{N} \cup S_N) \setminus I(\bar{K}, \bar{N})\). Thus, the RMP grows both vertically and horizontally during column generation, and due to this special structure we refer to the RMP in our column-and-row generation algorithm as the short restricted master problem (SRMP).

Three main assumptions characterize the type of problems that fit into our generic model and that we can tackle by our proposed solution methodology. In the next section, we argue that all of these assumptions hold for our two illustrative CDR-problems; QSC and MSCS. Moreover, in Section 2.3 we considered other problems from the literature, for which it is trivial to check that these assumptions also apply. The first assumption implies that the generation of the \(x\)-variables depends on the generation of the \(y\)-variables. Moreover, each \(x\)-variable is associated with only one set of linking constraints.

**Assumption 3.1.1** The generation of a new set of variables \(\{y_k | k \in S_K\}\) prompts the generation of a new set of variables \(\{x_n | n \in S_N(S_K)\}\). Furthermore, a variable
does not appear in any linking constraints other than those indexed by \( \Delta(S_K, S_N(S_K)) \) and introduced to the SRMP along with \( \{y_k|k \in S_K\} \) and \( \{x_n|n \in S_N(S_K)\} \).

Note that the dependence of \( \bar{N} \) on \( \bar{K} \) is designated by the index set \( S_N(S_K) \). In the remainder of the thesis, we will use the shorthand notation \( \Delta(S_K) \) instead of \( \Delta(S_K, S_N(S_K)) \) whenever there is no ambiguity.

The next assumption requires the definition of a minimal variable set. A minimal variable set is a set of \( y \)−variables that triggers the generation of a set of \( x \)−variables and the associated linking constraints in the sense of Assumption 3.1.1. In the QSC formulation in Section 1.1, a minimal variable set given by \( \{y_k, y_l\} \) consists of the variables \( y_k \) and \( y_l \) and generates a set of linking constraints of type (1.2) and the variable \( x_{kl} \). We also note that in our subsequent discussion, we shall see that there may be several minimal variable sets associated with a set of linking constraints. Thus, we state the following assumption for the general case.

**Assumption 3.1.2** A linking constraint is redundant until all variables in at least one of the minimal variable sets associated with this linking constraint are added to the SRMP.

This assumption implies that a feasible solution of SRMP does not violate any missing linking constraint before all variables in at least one of the associated minimal variable sets are added to the SRMP.

Assumptions 3.1.1 and 3.1.2 together define the goal of the fundamental subproblem in our proposed column-and-row generation approach. The objective of the row-generating PSP derived in Section 4.1 is to identify one or several minimal variable sets, where each minimal variable set \( \{y_k|k \in S_K\} \) yields a set of variables \( \{x_n|n \in S_N(S_K)\} \). These two sets of variables appear in a set of linking constraints indexed by \( \Delta(S_K) \) currently not present in the SRMP, and we are also required to add these constraints to the SRMP to avoid violating the primal feasibility of the master problem (MP). Thus, for each new minimal variable set \( \{y_k|k \in S_K\} \) to be introduced into the SRMP as an output of the row-generating PSP, the index sets defining SRMP are updated as
$\tilde{K} \leftarrow \tilde{K} \cup S_K$, $\tilde{N} \leftarrow \tilde{N} \cup S_N(S_K)$, and a new set of constraints $\Delta(S_K)$ appear in the SRMP. Clearly, at least one of the currently generated $y$-variables must have a negative reduced cost.

The next assumption characterizes the signs of the coefficients in the linking constraints.

**Assumption 3.1.3** Suppose that we are given a minimal variable set $\{y_l| l \in S_K\}$ that generates a set of linking constraints $\Delta(S_K)$ and a set of associated $x$-variables $\{x_n| n \in S_N(S_K)\}$. When the set of linking constraints $\Delta(S_K)$ is first introduced into the SRMP during the column-and-row generation, then for each $k \in S_K$ there exists a constraint $i \in \Delta(S_K)$ of the form

$$C_{ik}y_k + \sum_{n \in S_N(S_K)} D_{in}x_n \geq 0,$$

where $C_{ik} > 0$ and $D_{in} < 0$ for all $n \in S_N(S_K)$.

Assumption 3.1.3 ensures that a variable $x_n, n \in S_N(S_K)$, cannot assume a positive value until all variables in at least one of the minimal variable sets that generate $\Delta(S_K)$ are positive in the SRMP. In addition, we emphasize that although we use (3.1) throughout this thesis, our analysis is also valid when a constraint of type (3.1) is given in a disaggregated form like

$$C_{ik}y_k + D_{in}x_n \geq 0, \quad n \in S_N(S_K).$$

Furthermore, linking constraints of type (3.1) may be specified as equalities in some CDR-problems. This case may also be handled with minor modifications to the analysis in Section 4.1. An example of the equality case can be found in Section 4.2.3 where our proposed approach is applied to the TCR problem.

We further classify CDR-problems as **CDR-problems with interaction** and **CDR-problems with no interaction**. This distinction between two problem types plays an important role in our analysis.
**Definition 3.1.1** In a CDR-problem with interaction, the cardinality of any minimal variable set is larger than one. On the other hand, if each minimal variable set is a singleton, then the corresponding problem belongs to the class of CDR-problems with no interaction.

Differentiating between CDR-problems with and with no interaction allows us to focus on the unique properties of these two types that affect the analysis of the row-generating PSP in Section 4.1. However, it is possible to combine the tools developed in this thesis to tackle CDR-problems in which some minimal variable sets are singletons while others include more than one variable. This extension is discussed in Section 4.3.

### 3.2 Illustrative Examples

In the one-dimensional multi-stage cutting stock (MSCS) problem, operational restrictions impose that stock rolls are cut into finished rolls in more than one stage (see [42, 33, 72, 73]). The objective is to minimize the number of stock rolls used for satisfying the demand for finished rolls, and appropriate cutting patterns need to be identified for each stage in the cutting process. We restrict our attention to the two-stage cutting stock problem similar to the study by [73]. In the first stage, a stock roll is cut into intermediate rolls, while finished rolls are produced from these intermediate rolls in the second stage. If we ignore the integrality restrictions, then the LP model for the MSCS problem is given by

\[
\text{minimize} \quad \sum_{k \in K} y_k, \quad (3.2)
\]

subject to

\[
\sum_{n \in N} B_{mn} x_n \geq b_m, \quad m \in M, \quad (3.3)
\]

\[
\sum_{k \in K} C_{ik} y_k + \sum_{n \in N} D_{in} x_n \geq 0, \quad i \in I, \quad (3.4)
\]

\[
y_k \geq 0, \quad k \in K, \quad x_n \geq 0, \quad n \in N, \quad (3.5)
\]

where the set of intermediate and finished rolls are denoted by \(I\) and \(M\), respectively. The set of cutting patterns \(K\) for the first stage constitute the columns of \(C\). Similarly,
the columns of $B$ are formed by the set of cutting patterns $N$ for the second stage. The matrix $D$ establishes the relationship between the cutting patterns in the first and the second stages. A single non-zero entry $D_{in} = -1$ in column $n$ of $D$ indicates that the cutting pattern $n$ for the second stage is cut from the intermediate roll $i$. Constraints (3.3) ensure that the demand for finished rolls given by the vector $b$ is satisfied, and constraints (3.4) impose that the consumption of the intermediate rolls does not exceed their production. The objective is to minimize the total number of stock rolls required. Clearly, this problem is a special case of the generic model (MP), where $A$, $a$, $d$, and $r$ are zero, and $c$ is a vector of all ones. In general, there may be exponentially many feasible cutting patterns in both stages, which prompts us to develop a column generation algorithm for solving this formulation. The challenging issue is that each generated cutting pattern for the first stage, which includes an intermediate roll currently absent from the RMP, adds one more constraint to the model. Thus, the RMP grows both horizontally and vertically and exhibits the structure of a CDR-problem. MSCS satisfies Assumption 3.1.1 because a cutting pattern for the second stage based on an intermediate roll $i$ cannot be generated unless there exists at least one cutting pattern for the first stage that includes this intermediate roll $i$. Moreover, the associated linking constraint is redundant in this case as required by Assumption 3.1.2, and any cutting pattern for the first stage that contains a currently absent intermediate roll $i$ constitutes a minimal variable set for the corresponding linking constraint. The last assumption does also hold because the linking constraint corresponding to a currently absent intermediate roll is of the form (3.1). We conclude that MSCS belongs to the class of CDR-problems with no interaction.

In the column-and-row generation algorithm given in [73], three types of PSPs are defined. The first PSP looks for a new first-stage cutting pattern, which only includes the intermediate rolls that are already present in the restricted master problem. In the second PSP, the objective is to identify new cutting patterns for the second stage based on the currently existing intermediate rolls. Both of these PSPs are classical knapsack problems. The final PSP considers the possibility of generating both new intermediate rolls and related cutting patterns simultaneously and results in a difficult
nonlinear integer programming problem. This subproblem is solved heuristically under a restrictive assumption which dictates that only one new intermediate roll can be generated at each iteration. Thus, the solution method given in [73] may terminate prematurely at a suboptimal solution which is verified by applying our proposed solution method to an instance provided in [72]. Our proposed solution method will be applied to MSCS in Section 4.2.1.

In the QSC problem, the objective is to cover all items \( j \in J \) by the sets \( k \in K \) at minimum total cost. In addition to the sum of the individual costs of the sets, we also incorporate a cross-effect between each pair of sets \( k, l \in K \) which results in a quadratic objective function. [9] and [66] study this problem. QSC is formulated as

\[
\begin{align*}
\text{minimize} & \quad y^\top Fy, \\
\text{subject to} & \quad Ay \geq 1, \\
& \quad y \in \{0, 1\}^{|K|},
\end{align*}
\]

where \( A \) is a binary \( |J| \times |K| \) matrix of set memberships, and \( F \) is a symmetric positive semidefinite \( |K| \times |K| \) cost matrix. To linearize the objective function, we add a binary variable \( x_{kl} \) for each pair of sets \( k, l \in K \). A set of linking constraints mandates that \( x_{kl} = 1 \) if and only if \( y_k = y_l = 1 \). Relaxing the integrality restrictions leads to the following linear program:

\[
\begin{align*}
\text{minimize} & \quad \sum_{k \in K} f_{kk} y_k + \sum_{(k,l) \in P, k < l} 2f_{kl} x_{kl}, \\
\text{subject to} & \quad \sum_{k \in K} A_{jk} y_k \geq 1, \quad j \in J, \\
& \quad y_k + y_l - x_{kl} \leq 1, \quad (k,l) \in P, k < l, \\
& \quad y_k - x_{kl} \geq 0, \quad (k,l) \in P, k < l, \\
& \quad y_l - x_{kl} \geq 0, \quad (k,l) \in P, k < l, \\
& \quad y_k \geq 0, \quad k \in K, \\
& \quad x_{kl} \geq 0, \quad (k,l) \in P, k < l,
\end{align*}
\]
where $\mathcal{P} := \mathcal{K} \times \mathcal{K}$ is the set of all possible pairs, and $A_{jk} = 1$, if item $j$ is covered by set $k$; and 0, otherwise. The first set of constraints is the coverage constraints and the remaining are the linking constraints. This problem is a special case of the generic model (MP) with both $B$ and $b$ equal to zero, and $a$ is a vector of ones. The vector of cost coefficients $c$ and $d$ in (MP) are formed by the diagonal and off-diagonal entries of the cost matrix $F$, respectively. To solve this formulation by column generation, we select a subset of the columns from $\mathcal{K}$ and the associated linking constraints to form the initial SRMP. If a new variable, say $y_k$, enters SRMP, a set of linking constraints and $x-$variables for each pair $(k,l)$ with $l \in \bar{\mathcal{K}}$ are also added. We note that the variable $x_{kl}$ and the set of linking constraints $y_k + y_l - x_{kl} \leq 1$, $y_k - x_{kl} \geq 0$, and $y_l - x_{kl} \geq 0$ are redundant until both of the variables $y_k$ and $y_l$ are part of the SRMP. Thus, the minimal variable set $\{y_k, y_l\}$ allows us to generate $x_{kl}$ and the constraints that relate these three variables. We arrive at the conclusion that QSC is a CDR-problem with interaction that satisfies both Assumptions 3.1.1 and 3.1.2 stipulated previously. Moreover, the set of linking constraints induced by any minimal variable set $S_K = \{y_k, y_l\}$ conforms to the characterization in Assumption 3.1.3 because the constraints (3.9) and (3.10) are of the form (3.1). In Section 4.2.2, we show that our proposed solution method for CDR-problems can handle the formulation (3.6)-(3.12).

For some problems, the linking constraints (3.8)-(3.10) may be formed by a strict subset $\bar{\mathcal{P}}$ of the set of all possible pairs $\mathcal{P}$. If in addition an explicit complete description of $\bar{\mathcal{P}}$ is not available a priori before invoking a column generation algorithm, then we refer to these problems as QSC with restricted pairs (see also the discussion in the paragraph immediately following the statement of problem (MP).) Typically, in QSC problems with restricted pairs the generation of the pairs that belong to $\bar{\mathcal{P}}$ requires a call to an oracle. One example is studied in [61] discussed in the next section.
Chapter 4

SIMULTANEOUS COLUMN-AND-ROW GENERATION

In this chapter, we develop a generic column-and-row generation algorithm that can handle all CDR-problems including our prototype examples QSC and MSCS as well as those mentioned in Section 2.3. First, we discuss the rationale of the proposed algorithm at a higher level without going into the details of the specific PSPs, and then analyze each type of subproblem separately. We devote most of the discussion to the row-generating PSP and to the proof of optimality of the proposed algorithm. Finally, the proposed algorithm is illustrated on three problems along with some computational experiments.

4.1 Proposed Solution Method

The dual of (MP) is given by

\[
\begin{align*}
&\text{(DMP)} \text{maximize} & & \sum_{j \in J} a_j u_j + \sum_{m \in M} b_m v_m + \sum_{i \in I} r_i w_i, \\
&\text{subject to} & & \sum_{j \in J} A_{jk} u_j + \sum_{i \in I} C_{ik} w_i \leq c_k, & k \in K, \\
& & & \sum_{m \in M} B_{mn} v_m + \sum_{i \in I} D_{mi} w_i \leq d_n, & n \in N, \\
& & & u_j \geq 0, j \in J, \quad v_m \geq 0, m \in M, \quad w_i \geq 0, i \in I,
\end{align*}
\]
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where $u$, $v$, and $w$ denote the dual variables associated with the sets of constraints (MP-y), (MP-x), and (MP-yx), respectively.

As discussed in Chapter 1 and Chapter 2, the traditional column generation framework operates under the assumption that the number of constraints in the restricted master problem stays constant throughout the algorithm and all corresponding dual variables are known explicitly. This property is violated for CDR-problems, where generated columns introduce new constraints into the SRMP, and we need a new set of tools to solve these problems by column generation. In Section 1.1, we argued that the constraints missing in the SRMP may lead to a premature termination, if classical column generation is applied to the SRMP of a CDR-problem naively. To motivate our solution method and demonstrate our point formally, consider a set of variables \(\{y_k | k \in S_K\}\), currently not present in the SRMP, and assume that adding these variables to the SRMP would also require adding a set of constraints \(\Delta(S_K)\). Based on (DMP-y), the reduced cost \(\bar{c}_k\) of \(y_k, k \in S_K\), is then given by

\[
\bar{c}_k = c_k - \sum_{j \in J} A_{jk} u_j - \sum_{i \in I(K, \bar{N})} C_{ik} w_i - \sum_{i \in \Delta(S_K)} C_{ik} w_i,
\]

and ignoring the dual variables \(\{w_i | i \in \Delta(S_K)\}\) could result in

\[
\bar{c}_k < 0 \leq c_k - \sum_{j \in J} A_{jk} u_j - \sum_{i \in I(K, \bar{N})} C_{ik} w_i.
\]

In this case, we fail to detect that \(y_k\) prices out favorably. In [2], such an error is committed as discussed in depth in [60].

Figure 4.1: The flow of the proposed column-and-row-generation algorithm.

An overview of the proposed column-and-row generation algorithm is depicted in Figure 4.1. The \(y-\) and \(x-\)PSPs search for new \(y-\) and \(x-\) variables, respectively, under the assumption that these variables price out favorably with respect to the \textit{current} set of rows in the SRMP. On the other hand, the row-generating PSP identifies at least
one $y-$variable with a negative reduced cost, only if a set of new linking constraints and related $x-$variables are added to the SRMP. We note that not all CDR-problems give rise to all three PSPs as we discuss separately in the context of each PSP in the sequel. Theoretically, the order of invoking these subproblems does not matter; however, solving the row-generating PSP turns out to be computationally the most expensive in general. Therefore, we adopt the convention illustrated in Figure 4.1. The algorithm commences by calling the $y-$PSP repeatedly as long as new $y-$variables are generated, and then invokes the $x-$PSP in a similar manner. Finally, the row-generating PSP is called, if we can no longer generate $y-$ or $x-$ variables given the current set of constraints in the SRMP. Observe that we return to the $y-$PSP after solving a series of $x-$ or row-generating PSPs because the dual variables in the $y-$PSP are modified. The proposed column-and-row generation algorithm terminates, if solving the $y-$, $x-$, and the row-generating PSPs consecutively in a single pass does not yield a negatively priced column (only when FLAG=0 in Figure 4.1). Next, we investigate each PSP in detail.

4.1.1 $y-$Pricing Subproblem

This subproblem checks the feasibility of the dual constraints (DMP-$y$) using the values of the known dual variables. The objective is to determine a variable $y_k, k \in (K \setminus \bar{K})$ with a negative reduced cost. The $y-$PSP is stated as

$$
\zeta_y = \min_{k \in (K \setminus \bar{K})} \{ c_k - \sum_{j \in J} A_{jk} u_j - \sum_{i \in I(\bar{K}, \bar{N})} C_{ik} w_i \}, \tag{4.3}
$$

where the dual variables $\{u_j | j \in J\}$ and $\{w_i | i \in I(\bar{K}, \bar{N})\}$ are obtained from the optimal solution of the current SRMP. If $\zeta_y$ is nonnegative, we move to the next subproblem. Otherwise, there exists $y_k$ with $\bar{c}_k < 0$, and SRMP grows by a single variable by setting $\bar{K} \leftarrow \bar{K} \cup \{k\}$. For example, a column-and-row generation algorithm for the problems MSCS and QSC with restricted pairs requires this PSP.

At this point we note that whenever a column $y_k$ with a negative reduced cost is generated, one or several minimal variable sets may be coincidentally completed by the
introduction of this new variable. Consequently, it may become necessary, particularly for CDR-problems with interaction, to add the associated sets of linking constraints as well as the \( x \)-variables to the SRMP before re-invoking the \( y \)-PSP. For MSCS, this subproblem generates a cutting pattern for the first stage composed of the existing intermediate rolls only. Hence, no new linking constraint can be added. However, consider the QSC problem with restricted pairs and a pair of columns \( y_k \) and \( y_l \), where \((k,l) \in \bar{P}\). When the \( y \)-PSP generates \( y_k \), the associated column \( y_l \) may already be present in the SRMP. This would then require augmenting the problem with new constraints of type (3.8)-(3.10). Ultimately, when the \( y \)-PSP is unable to produce any more new columns, it is guaranteed that all linking constraints, which are induced by the minimal variable sets that are currently in the SRMP, are already generated. Although the \( y \)-PSP may yield new sets of linking constraints, we stress that it differs fundamentally from the row-generating PSP. In the former case, new linking constraints are only a by-product of the newly generated columns. However, the latter problem is solved with the sole purpose of identifying new linking constraints that help us price out additional \( y \)-variables which otherwise possess nonnegative reduced costs.

### 4.1.2 \( x \)-Pricing Subproblem

This subproblem attempts to generate a new \( x \)-variable by identifying a violated constraint (DMP-x) and assumes that the number of constraints in the SRMP is fixed. Recall from our previous discussion that no new linking constraint may be induced in the SRMP without generating new \( y \)-variables in the proposed column-and-row generation algorithm; that is, \( \Delta(\emptyset) = \emptyset \) for this PSP (see also Assumption 3.1.1). Thus, all dual variables that appear in this PSP are known explicitly. The \( x \)-PSP is then simply given by

\[
\zeta_x = \min_{n \in \bar{N}_K} \left\{ d_n - \sum_{m \in M} B_{mn} v_m - \sum_{i \in I(\bar{K}, \bar{N})} D_{ni} w_i \right\}, \tag{4.4}
\]

where the dual variables \( \{v_m| m \in M\} \) and \( \{w_i|i \in I(\bar{K}, \bar{N})\} \) are retrieved from the optimal solution of the current SRMP. In order to introduce a new variable \( x_n \) into the
SRMP, we require that at least one associated minimal set of variables \( \{y_k | k \in S_K\} \) is already present in the model; that is, \( S_K \subseteq \bar{K} \). Consequently, the search for \( x_n \) with a negative reduced cost in this PSP is restricted to the set \( N_{\bar{K}} \subseteq N \), where \( N_{\bar{K}} \) is the index set of all \( x \)-variables that may be induced by the set of variables \( \{y_k | k \in \bar{K}\} \) in the current SRMP. We update \( \bar{N} \leftarrow \bar{N} \cup \{n\} \) if \( \zeta_x < 0 \), i.e., if the \( x \)-PSP determines a variable \( x_n, n \in N_{\bar{K}} \) that prices out favorably. Otherwise, the column-and-row generation algorithm continues with the appropriate subproblem dictated by the flow of the algorithm in Figure 4.1. In the MSCS problem, the \( x \)-PSP identifies cutting patterns for the second stage that only consume intermediate rolls that are produced by the cutting patterns for the first stage in the current SRMP. This PSP is not needed in a column-and-row generation algorithm for QSC-type problems because the \( x \)-variables in the corresponding formulations are auxiliary and are only added to the SRMP along with a set of new linking constraints induced by a set of new \( y \)-variables.

### 4.1.3 Row-Generating Pricing Subproblem

Note that before invoking the row-generating PSP, we always ensure that no negatively priced variables exist with respect to the current set of constraints in the SRMP (see Figure 4.1). Therefore, the objective of this PSP is to identify new columns that price out favorably only after adding new linking constraints currently absent from the SRMP. The primary challenge here is to properly account for the values of the dual variables of the missing constraints, and thus be able to determine which linking constraints should be added to the SRMP together with a set of variables. Demonstrating that this task can be accomplished implicitly is a fundamental contribution of the proposed solution framework. Under the assumptions for CDR-problems stated in Section 3.1, we can correctly anticipate the optimal values of the dual variables of the missing constraints without actually introducing them into the SRMP first, and this thinking-ahead approach enables us to calculate all reduced costs correctly in our column-and-row generation algorithm for CDR-problems. Furthermore, recall that Assumption 3.1.3 stipulates that a variable \( x_n \) that appears in a new linking constraint cannot assume a positive value unless all \( y \)-variables in an associated minimal variable
set are positive. Thus, while we generate $x$- and $y$-variables simultaneously in this PSP along with a set of linking constraints, the ultimate goal is to generate at least one $y$-variable with a negative reduced cost. We formalize these concepts later in the discussion.

In the context of the row-generating PSP, we need to distinguish between CDR-problems with and with no interaction as specified in Definition 3.1.1. For CDR-problems with no interaction, a single variable $y_k, k \notin \bar{K}$, may induce one or several new linking constraints. For instance, in the MSCS problem a cutting pattern $y_k, k \notin \bar{K}$, for the first stage leads to one new linking constraint per intermediate roll that it includes and is currently missing in the SRMP. Thus, all linking constraints that are required in the SRMP to decrease the reduced cost of $y_k$ below zero may be directly induced by adding $y_k$ to the SRMP. However, in CDR-problems with interaction no single variable $y_k$ induces a set of new linking constraints, and the row-generating PSP must be capable of identifying one or several minimal variable sets, each with a cardinality larger than one, to add to the SRMP so that $y_k$ prices out favorably in the presence of these one or several new sets of linking constraints. To illustrate this point for QSC, assume that the reduced cost $\bar{c}_k$ corresponding to the optimal family $\mathcal{F}_k$ is negative, then SRMP grows both horizontally and vertically with the addition of the variables $\{y_l|l \in S^k_K\}$, and the set of linking constraints $\Delta(\Sigma_k)$, where $\Sigma_k = \cup_{S^k_k \in \mathcal{F}_k} S^k_k$ denotes the index set of all $y$-variables introduced to the SRMP along with $y_k$. In the following discussion, SRMP($\bar{K}, \bar{N}, I(\bar{K}, \bar{N})$) refers to the current SRMP formed by $\{y_k|k \in \bar{K}\}$,
\{x_n|n \in \bar{N}\}, and the set of linking constraints \(I(\bar{K}, \bar{N})\) in addition to the structural constraints (SRMP-y)-(SRMP-x). Consequently, the outcome of the row-generating PSP is represented as SRMP\((\bar{K} \cup \Sigma_k, \bar{N} \cup S_N(\Sigma_k), I(\bar{K}, \bar{N}) \cup \Delta(\Sigma_k))\). In Table 4.1, we summarize our notation required for a detailed analysis of the row-generating PSP in the sequel.

A further distinction between CDR-problems with and with no interaction needs to be clarified before we delve into the mechanics of the row-generating PSP. The oracle that solves the row-generating PSP yields a family \(F_k\) – along with an associated index set \(\Sigma_k\) – so that \(\bar{c}_k < 0\), if SRMP grows as specified above. For CDR-problems with no interaction, the optimal family of index sets reduces to a singleton, i.e., \(F_k = \{\{k\}\}\) and \(\Sigma_k = \{k\}\). Furthermore, we must have \(k \notin \bar{K}\); otherwise, \(\bar{c}_k \geq 0\) would hold because \(k \in \bar{K}\) implies \(S_N(\{k\}) \subseteq \bar{N}\) and \(\Delta(\{k\}) \subseteq I(\bar{K}, \bar{N})\), and the current SRMP would have been solved to optimality with all constraints relevant for \(y_k\). On the other hand, for CDR-problems with interaction there may exist an \(l \in \Sigma_k\) with \(l \in \bar{K}\).

Table 4.1: Notation for the analysis of the row-generating PSP.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>(S_K)</td>
<td>denotes the index set of a minimal variable set ({y</td>
</tr>
<tr>
<td>(S_K^k)</td>
<td>denotes that (y_k) is a member of the minimal variable set ({y</td>
</tr>
<tr>
<td>(S_N(S_K))</td>
<td>denotes the index set of the (x)-variables induced by ({y</td>
</tr>
<tr>
<td>(\Delta(S_K))</td>
<td>denotes the index set of the linking constraints induced by ({y</td>
</tr>
<tr>
<td>(\mathcal{P}_k)</td>
<td>denotes the power set of the set composed by the index sets of the minimal variable sets containing (y_k).</td>
</tr>
<tr>
<td>(\mathcal{F}_k)</td>
<td>denotes a family of the index sets of the minimal variable sets of the form (S_K^k), i.e., (\mathcal{F}_k \in \mathcal{P}_k).</td>
</tr>
<tr>
<td>(\Sigma_k)</td>
<td>(= \bigcup_{S_K^k \in \mathcal{F}_k} S_K^k).</td>
</tr>
<tr>
<td>(\text{SRMP}(\bar{K}, \bar{N}, I(\bar{K}, \bar{N})))</td>
<td>denotes the current SRMP formed by ({y_k</td>
</tr>
</tbody>
</table>

As explained previously, the minimal variable set \(\{y|l \in S_K\}\) introduces \(\Delta(S_K)\). In general, this relationship is not one-to-one; that is, \(y_k\) may appear in several sets of linking constraints, and the same set of linking constraints may be induced by several different minimal variable sets. To illustrate in the context of MSCS, if the intermediate rolls \(i, j\) and \(i, h\) appear in the first-stage cutting patterns \(k\) and \(l\), respectively, then we have \(\{\{k\}, \{i\}\}, \{\{k\}, \{j\}\}, \{\{l\}, \{i\}\}, \{\{l\}, \{h\}\}\), where a pair \((S_K, \Delta(S_K))\) specifies
that the minimal variable set \( \{y_l | l \in S_K\} \) introduces \( \Delta(S_K) \). Therefore, \( \{y_k\} \) and \( \{y_l\} \) are the minimal variable sets for the sets of linking constraints \( \{i, j\} \) and \( \{i, h\} \), respectively, and the linking constraint \( i \) may be induced by both \( \{y_k\} \) and \( \{y_l\} \). In contrast, for the QSC problem, each set of linking constraints of the form (3.8)-(3.10) is introduced to the SRMP by a unique minimal variable set \( \{y_k, y_l\} \), and we have \( (\{k, l\}, \{i_1, i_2, i_3\}) \), where \( i_1, i_2, i_3 \) are the indices of the associated linking constraints.

In general, adding new constraints and variables to an LP may destroy both the primal and the dual feasibility. In our case, Assumption 3.1.2 guarantees that the primal feasibility is preserved. Therefore, the goal of our analysis is to attach a correct set of values to each variable \( w_i, i \in \Delta(\Sigma_k) \), and thus be able to calculate the reduced costs of \( y_k \) and \( \{x_n | n \in S_N(\Sigma_k)\} \) to be inserted into the SRMP correctly. In particular, the ensuing analysis computes the optimal values of \( \{w_i | i \in \Delta(\Sigma_k)\} \) without solving the SRMP explicitly under the presence of the currently missing associated set of linking constraints \( \Delta(\Sigma_k) \). Moreover, it also guarantees that the optimal values of the dual variables \( \{u_j | j \in J\} \), \( \{v_m | m \in M\} \), and \( \{w_i | i \in I(\bar{K}, \bar{N})\} \) retrieved from the optimal solution of the current SRMP would remain optimal with respect to the SRMP augmented with the set of linking constraints \( \Delta(\Sigma_k) \) and \( \{x_n | S_N(\Sigma_k)\} \). These properties, stated formally in Corollary 4.1.1a-b, are key to the correctness of the proposed column-and-row generation algorithm. Then, for any given \( y_k \), an associated \( F_k \), and \( S_K^k \in F_k \), we have

\[
\bar{c}_k = c_k - \sum_{j \in J} A_{jk}u_j - \sum_{i \in I(\bar{K}, \bar{N})} C_{ik}w_i - \sum_{i \in \Delta(\Sigma_k)} C_{ik}w_i, 
\]

\[
\bar{d}_n = d_n - \sum_{m \in M} B_{mn}v_m - \sum_{i \in I(\bar{K}, \bar{N})} D_{im}w_i - \sum_{i \in \Delta(\Sigma_k)} D_{im}w_i, 
\]

where \( \bar{c}_k \) and \( \bar{d}_n \) are the reduced costs for \( y_k \) and \( x_n, n \in S_N(S_K^k) \), respectively. The simplification of expression (4.6) to (4.7) follows from Assumption 3.1.1 which states that an \( x \)--variable appears in no more than one set of linking constraints. To reiterate,
in (4.5)-(4.7) the values of the dual variables \(\{u_j\mid j \in J\}, \{v_m\mid m \in M\},\) and \(\{w_i\mid i \in I(\bar{K}, \bar{N})\}\) are retrieved from the optimal solution of the current SRMP, and \(\{w_i\mid i \in \Delta(\Sigma_k)\}\) are unknown. Next, we introduce a series of conditions imposed on the reduced costs (4.7) as well as on the unknown dual variables \(\{w_i\mid i \in \Delta(\Sigma_k)\}\) which ultimately leads to the formulation of the row-generating PSP. In this discussion, we also present how we can obtain a valid starting basis for the next optimization of the SRMP given that it is augmented by the variables \(\{y_l\mid l \in \Sigma_k\}, \{x_n\mid n \in S_N(\Sigma_k)\},\) and the set of linking constraints \(\Delta(\Sigma_k)\).

Suppose that for a given \(F_k\) and a set of associated dual variables \(\{w_i\mid i \in \Delta(\Sigma_k)\}\) we have \(\bar{c}_k \geq 0\) and \(\bar{d}_{n'} < 0\) for some \(n' \in S_N(S_k^K)\) with \(S_k^K \in F_k\). Hence, \(\{y_l\mid l \in \Sigma_k\},\) \(\{x_n\mid n \in S_N(\Sigma_k)\},\) and the set of linking constraints \(\Delta(\Sigma_k)\) are added to the SRMP. This implies that \(x_{n'}\) is eligible to enter the basis during the next iteration of solving the SRMP. However, this basis update would only result in a degenerate simplex iteration as the value of \(x_{n'}\) is forced to zero in the basis by Assumption 3.1.3. That is, there exists a nonbasic variable \(y_l, l \in S_K^K,\) such that an associated constraint (3.1) is introduced into the SRMP. Note that the existence of such a nonbasic variable is guaranteed because \(S_K^K \not\subseteq \bar{K}.\) In order to avoid this type of degeneracy, we require that \(\bar{d}_n \geq 0\) holds for all \(n \in S_N(S_k^K)\) and for each \(S_k^K \in F_k\) while determining the values of \(\{w_i\mid i \in \Delta(\Sigma_k)\}.\) In other words, we impose the following set of constraints:

\[
\sum_{m \in M} B_{mn} v_m + \sum_{i \in \Delta(S_k^K)} D_{in} w_i \leq d_n, \quad n \in S_N(S_k^K), S_k^K \in F_k.
\] (4.8)

We underline that our proposed approach goes beyond the classical LP sensitivity analysis that would augment the basis with the surplus variables in the new linking constraints and then proceed to repair the infeasibility in the constraints (4.8). This is because setting \(w_i = 0, i \in S_K^K, S_k^K \in F_k\) may violate (4.8). Therefore, incorporating these constraints directly into the row-generating PSP may be regarded as a look-ahead feature. A further critical observation is that constraints (4.8) exhibit a block-diagonal structure. Given the optimal solution of the current SRMP, the first term on the left
The hand side of (4.8) is a constant for all \( n \), and hence, we have

\[
\sum_{i \in \Delta(S^k_N)} D_m w_i \leq d_n - \sum_{m \in M} B_{mn} v_m, \quad n \in S_N(S^k_F), S^k_K \in \mathcal{F}_k,
\]

which exposes the block-diagonal structure. The dual variables \( \{w_i|i \in \Delta(S^k_K)\} \) do not factor into the reduced costs of any \( x \)-variables, except for \( \{x_n|n \in S_N(S^k_K)\} \). Thus, the task of determining the values of \( \{w_i|i \in \Delta(\Sigma_k)\} \) decomposes, and this property is also exploited in our analysis. We next show that enforcing the set of constraints (4.8) in the row-generating PSP does not change the minimum value of \( \bar{c}_k \) and hence imposing (4.8) does not affect the correctness of the column-and-row generation procedure.

**Lemma 4.1.1** For a given \( k \), an associated \( \mathcal{F}_k \), and \( S^k_K \in \mathcal{F}_k \), imposing (4.8) on the set of unknown dual variables \( \{w_i|i \in \Delta(S^k_K)\} \) while solving the row-generating PSP does not increase the minimum value of \( \bar{c}_k \).

**Proof.** This result stems directly from Assumption 3.1.3 which states that there always exists a linking constraint \( i' \in \Delta(S^k_K) \) of the form (3.1) such that \( C_{i'k} > 0 \) and \( D_{i'n} < 0 \) for all \( n \in S_N(S^k_K) \). Coupling this with \( w_i \geq 0, i \in \Delta(S^k_K) \) as required by the (DMP), we conclude that increasing \( w_{i'} \) increases the reduced cost \( \bar{d}_n \) given in (4.7) for all \( \{x_n|n \in S_N(S^k_K)\} \) while reducing \( \bar{c}_k \) in (4.5). Thus, (4.8) is always satisfied for the minimum value of \( \bar{c}_k \).

From the discussion so far it is evident that the row-generating PSP must provide us with a variable \( y_k \) and an associated family of index sets \( \mathcal{F}_k \) so that the reduced cost \( \bar{c}_k \) as defined in (4.5) is negative. Thus, for a given variable \( y_k \) we need to select a subset \( \mathcal{F}_k \in \mathcal{P}_k \) so that \( \bar{c}_k \) is minimized. During this optimization we must prescribe that the values determined for the unknown set of dual variables \( \{w_i|i \in \Delta(S^k_K)\} \) satisfy the conditions set forth in (4.8) for each \( S^k_K \in \mathcal{F}_k \). These arguments prompt us to pose the row-generating PSP as a two-stage optimization problem. In the first stage, we formulate and solve the problem of finding the minimum reduced cost for a given \( y_k \) as a subset selection problem. For any given \( \mathcal{F}_k \in \mathcal{P}_k \), the problem of computing the optimal values of \( \{w_i|i \in \Delta(\Sigma_k)\} \) decomposes into finding the optimal values of
\{w_i | i \in \Delta(S_k^k)\} \text{ for each } S_k^k \in \mathcal{F}_k. \text{ In the second stage, we pick the } y-\text{variable with the most negative minimum reduced cost. We stop solving the row-generating PSP and proceed according to Figure 4.1 if the minimum reduced cost is nonnegative for all } y_k, k \in (K \setminus \bar{K}).

The only missing piece in the approach described in the preceding paragraph is computing a valid reduced cost for } y_k \text{ for a given } \mathcal{F}_k \text{ without changing the reduced costs of the variables in SRMP}(\bar{K}, \bar{N}, I(\bar{K}, \bar{N})). \text{ This task is accomplished by showing that the optimal solution of the row-generating PSP corresponds to an } \textit{implicit construction of a basic optimal solution} \text{ to SRMP}(\bar{K}, \bar{N} \cup S_N(\Sigma_k), I(\bar{K}, \bar{N}) \cup \Delta(\Sigma_k)) \text{ that allows us to correctly price out } \{y_l | l \in \Sigma_k\}. \text{ In particular, we prove that the optimal values of the dual variables } \{u_j | j \in J\}, \{v_m | m \in M\}, \text{ and } \{w_i | i \in I(\bar{K}, \bar{N})\} \text{ in SRMP}(\bar{K}, \bar{N}, I(\bar{K}, \bar{N})) \text{ are identical to those in SRMP}(\bar{K}, \bar{N} \cup S_N(\Sigma_k), I(\bar{K}, \bar{N}) \cup \Delta(\Sigma_k)), \text{ and the values set for } \{w_i | i \in \Delta(\Sigma_k)\} \text{ in the row-generating PSP are optimal for SRMP}(\bar{K}, \bar{N} \cup S_N(\Sigma_k), I(\bar{K}, \bar{N}) \cup \Delta(\Sigma_k)) \text{ as stated in Corollary 4.1.1a-b. In addition, it turns out that we have } C_{il}w_i = 0 \text{ for a variable } y_l, l \in \bar{K} \text{ and for } i \in \Delta(\Sigma_k). \text{ In other words, a } y-\text{variable that currently exists in the SRMP does not appear in a new linking constraint with a positive dual variable, and this property guarantees that the reduced costs of } \{y_l | l \in \bar{K}\} \text{ are identical with respect to the optimal dual solutions of both SRMP}(\bar{K}, \bar{N}, I(\bar{K}, \bar{N})) \text{ and SRMP}(\bar{K}, \bar{N} \cup S_N(\Sigma_k), I(\bar{K}, \bar{N}) \cup \Delta(\Sigma_k)) \text{ as stated in Corollary 4.1.1c.}

To explain the construction of an optimal basis for SRMP(\bar{K}, \bar{N} \cup S_N(\Sigma_k), I(\bar{K}, \bar{N}) \cup \Delta(\Sigma_k)) based on the solution of the row-generating PSP, suppose that we are given a specific } \mathcal{F}_k. \text{ We introduce } \{x_n | n \in S_N(\Sigma_k)\} \text{ and a set of new linking constraints } \Delta(\Sigma_k) \text{ into SRMP}(\bar{K}, \bar{N}, I(\bar{K}, \bar{N})) \text{ to obtain SRMP}(\bar{K}, \bar{N} \cup S_N(\Sigma_k), I(\bar{K}, \bar{N}) \cup \Delta(\Sigma_k)). \text{ Warm starting the primal simplex method for this new SRMP would require us to augment the optimal basis of SRMP}(\bar{K}, \bar{N}, I(\bar{K}, \bar{N})) \text{ with } | \Delta(\Sigma_k) | \text{ new basic variables associated with the new set of linking constraints. To ensure complementary slackness, we determine the values of } \{w_i | i \in \Delta(\Sigma_k)\} \text{ such that the number of linearly independent active constraints among } w_i \geq 0, i \in \Delta(\Sigma_k) \text{ and (4.9) is at least } | \Delta(\Sigma_k) |. \text{ This restriction is directly added to the definition of the row-generating PSP specified below. A tight constraint of the form (4.9) prescribes adding the corresponding } x-\text{variable to}
the basis, while \( w_i = 0 \) implies that the basis is extended by the corresponding primal surplus variable. In addition, in order to ensure that \( C_i w_i = 0 \) for \( i \in \Delta(S_k) \) and for \( \{y_l|l \in \bar{K}\} \) as discussed before, we only allow \( w_i > 0 \) if constraint \( i \in \Delta(S_k^k) \) is of the form (3.1) as specified in Assumption 3.1.3 with \( C_{ik} > 0 \). Clearly, such a constraint does not include a variable \( y_l, l \in \bar{K} \). The index set of constraints \( \Delta(S_k^k) \) of the form (3.1) with \( C_{ik} > 0 \) is represented by \( \Delta_+(S_k^k) \), and the complement of this set is denoted by \( \Delta_0(S_k^k) = \Delta(S_k^k) \setminus \Delta_+(S_k^k) \). Thus, we always pick a surplus variable as basic for a constraint \( i \in \Delta_0(S_k^k) \) for all \( S_k^k \in \mathcal{F}_k \). For the other new linking constraints, we either designate an \( x- \) or a surplus variable as basic. In Lemma 4.1.3, we first prove that the augmentation prescribed by the row-generating PSP is a valid basis for \( SRMP(\bar{K}, \mathcal{N} \cup S_N(\Sigma_k), I(\bar{K}, \mathcal{N}) \cup \Delta(\Sigma_k)) \), and then in Lemma 4.1.4, we prove that it is optimal. In particular, the values of the dual variables \( \{w_i|i \in \Delta(\Sigma_k)\} \) set as described turn out to be optimal for \( SRMP(\bar{K}, \mathcal{N} \cup S_N(\Sigma_k), I(\bar{K}, \mathcal{N}) \cup \Delta(\Sigma_k)) \) as formalized in Corollary 4.1.1b. The row-generating PSP is then stated as:

\[
\begin{align*}
\zeta_{yx} &= \min_{k \in (K \setminus \bar{K})} \left\{ c_k - \sum_{j \in I} A_{jk} u_j - \sum_{i \in I(\bar{K}, \mathcal{N})} C_{ik} w_i - \max_{\mathcal{P}_k \in \mathcal{P}_k} \left( \sum_{S_k^k \in \mathcal{F}_k} \alpha_{S_k^k} \right) \right\}, \quad \text{where (4.10)} \\
\end{align*}
\]

where \( \alpha_{S_k^k} = \max \sum_{i \in \Delta(S_k^k)} C_{ik} w_i \),

\( \sum_{i \in \Delta(S_k^k)} D_{in} w_i \leq d_n - \sum_{m \in M} B_{mn} v_m, \quad n \in S_N(S_k^k), \) (4.11b)

\( w_i = 0, \quad i \in \Delta_0(S_k^k), \) (4.11c)

\( w_i \geq 0, \quad i \in \Delta_+(S_k^k), \) (4.11d)

\(|\Delta(S_k^k)| \) many linearly independent tight constraints among

\((4.11b) - (4.11d)\). (4.11e)

The fundamental property of this formulation is that we solve (4.11) independently for each \( S_k^k \in \mathcal{F}_k \) which allows us to calculate the minimum reduced cost of \( y_k \) efficiently.

This decomposition relies on the block-diagonal structure previously discussed in the context of (4.9) and is exemplified in Section 4.2 when our generic methodology is ap-
plied to the MSCS and QSC problems. A potential source of difficulty is the constraint (4.11e) which mandates that the search for an optimal solution of (4.11) is restricted to the set of extreme points of the polyhedron described by (4.11b)-(4.11d). Without this restriction, the problem (4.11a)-(4.11d) is unbounded by a similar argument to that used in the proof of Lemma 4.1.1. Fortunately, in many cases (4.11) is amenable to simple solution approaches. This is illustrated on the MSCS and QSC problems in Section 4.2.

In summary, suppose that solving the row-generating PSP (4.10)-(4.11) results in \( \bar{c}_k = \zeta_{yx} < 0 \) and an associated family of index sets \( \mathcal{F}_k \). Then, SRMP(\( \bar{K}, \bar{N}, I(\bar{K}, \bar{N}) \)) expands to SRMP(\( \bar{K} \cup \Sigma_k, \bar{N} \cup S_N(\Sigma_k), I(\bar{K}, \bar{N}) \cup \Delta(\Sigma_k) \)) before the primal simplex method is warm started based on the basis augmentation provided by the optimal solutions of (4.11) for \( S^k_K \) \( \in \mathcal{F}_k \). This augmentation achieves two primary goals. First, the resulting basis is optimal for SRMP(\( \bar{K}, \bar{N} \cup S_N(\Sigma_k), I(\bar{K}, \bar{N}) \cup \Delta(\Sigma_k) \)), and the optimal objective function value \( \zeta_{yx} \) of the row-generating PSP is the correct reduced cost of \( y_k \) under this augmentation. Second, we can invoke the primal simplex algorithm with this initial basis for SRMP(\( \bar{K} \cup \Sigma_k, \bar{N} \cup S_N(\Sigma_k), I(\bar{K}, \bar{N}) \cup \Delta(\Sigma_k) \)) so that \( y_k \) is the natural candidate to enter the basis. In the remainder of this section, we prove these properties of the proposed basis augmentation preceding a formal proof of the correctness of the proposed column-and-row generation approach for CDR-problems.

Let \( \mathbf{B} \) and \( \mathcal{B} \) be the optimal basis of SRMP(\( \bar{K}, \bar{N}, I(\bar{K}, \bar{N}) \)) and the associated basic sequence, respectively. Suppose that \( \mathbf{B} \) is a \( \beta \times \beta \) matrix, and \( \delta := | \Delta(\Sigma_k) | \) denotes the number of new constraints to be added to the SRMP. Recall that we always pick surplus variables as basic for the set of constraints \( \Delta_0(S^k_K) \) for all \( S^k_K \) \( \in \mathcal{F}_k \). However, for a constraint \( i \in \Delta_+(S^k_K) \) we either select the corresponding surplus variable as basic if \( w_i = 0 \) or an \( x- \)variable that appears in this constraint, if its associated dual constraint (4.11b) is tight in the optimal solution of (4.11) for \( S^k_K \). In other words, no more than \( | \Delta_+(S^k_K) | \) of the variables \( \{ x_n | n \in S_N(S^k_K) \} \) are designated as basic by the optimal solution of (4.11). We denote the sets of new linking constraints associated with the new basic \( x- \) and surplus variables as \( \Delta_x(\Sigma_k) \) and \( \Delta_s(\Sigma_k) \), respectively, where \( \delta_x = | \Delta_x(\Sigma_k) |, \delta_s = | \Delta_s(\Sigma_k) |, \) and \( \Delta_x(\Sigma_k) \subseteq \cup_{S^k_K \in \mathcal{F}_k} \Delta_+(S^k_K) \). The resulting augmented
matrix $B_k$ is then obtained as:

$$B_k = \begin{pmatrix} A_1 & 0 & E_1 & 0 & 0 \\ 0 & B_1 & E_2 & B_2 & 0 \\ C_1 & D_1 & E_3 & 0 & 0 \\ 0 & 0 & 0 & D_2 & 0 \\ C_2 & 0 & 0 & D_3 & -I \end{pmatrix} = \begin{pmatrix} B & F & 0 \\ 0 & D_2 & 0 \\ G & D_3 & -I \end{pmatrix}, \quad (4.12)$$

where the coefficients of the new basic $x-$variables in the currently existing constraints in the SRMP are given by a $\beta \times \delta_x$ matrix $F = \begin{pmatrix} 0 \\ B_2 \end{pmatrix}$. The $\delta_x \times \delta_x$ matrix $D_2$ and the $\delta_s \times \delta_s$ matrix $D_3$ specify the coefficients of these $x-$variables in the new linking constraints $\Delta_x(\Sigma_k)$ and $\Delta_s(\Sigma_k)$, respectively. The final column of $B_k$ is associated with the new basic surplus variables, where $I$ is a $\delta_s \times \delta_s$ identity matrix. The $\delta_x \times \beta$ matrix $(0 \ 0 \ 0)$ in the fourth row of $B_k$ and the $\delta_s \times \beta$ matrix $G = \begin{pmatrix} C_2 & 0 & 0 \end{pmatrix}$ are constructed by the coefficients of the current basic variables in the new linking constraints $\Delta_x(\Sigma_k)$ and $\Delta_s(\Sigma_k)$, respectively. This partitioning is best explained in the context of the illustration in Figure 4.2 for the QSC problem, for which $B_1 = E_2 = B_2 = 0$ because the $x-$variables appear only in the linking constraints. In this specific example, $\zeta_{yx} = \bar{c}_k < 0$ and $F_k = \{\{k,l\}, \{k,m\}\}$. The variable $y_l$ is already present in the current SRMP, and $y_m$ is to be incorporated in the SRMP along with $y_k$. Along with these, we introduce $x_{kl}$, $x_{km}$, two sets of linking constraints of the form (3.8)-(3.10) associated with the pairs of variables $y_k$, $y_l$, and $y_k$, $y_m$, respectively, and a set of six surplus variables associated with the new linking constraints into the SRMP. The problem (4.11) designates $x_{kl}$, $s_{l1}$, and $s_{l3}$ as basic for the constraints $y_k - x_{kl} - s_{l2} = 0$, $-y_k - y_l + x_{kl} - s_{l1} = -1$, and $y_l - x_{kl} - s_{l3} = 0$, respectively, where the first of these constraints belongs to the set $\Delta_+(\{k,l\})$ and the rest form the set $\Delta_0(\{k,l\})$, respectively. Note that $s_{l2}$ may replace $x_{kl}$ in the augmented basis depending on the optimal solution of (4.11) for $\{k,l\}$. The variables $x_{km}$, $s_{m1}$, and $s_{m3}$ are selected as basic for the set of linking constraints $\Delta(\{k,m\})$ in a similar way. Thus, $\Delta_x(\{k,l,m\})$ consists of the new linking constraints $y_k - x_{kl} - s_{l2} = 0$ and $y_k - x_{km} - s_{m2} = 0$, while the rest of the new linking constraints belong to $\Delta_s(\{k,l,m\})$. Two crucial
observations are due based on this discussion. First, no variable in the current SRMP is present in a constraint $i \in \Delta+(S_k^k)$ for any $S_k^k \in \mathcal{F}_k$; that is, the submatrix in the first position in the fourth row of $B_k$ is zero. Second, $D_2$ is invertible as formalized by the next lemma. These two properties allow us to establish that $B_k$ is a valid basis for SRMP$(\bar{K}, \bar{N} \cup S_N(\Sigma_k), I(\bar{K}, \bar{N}) \cup \Delta(\Sigma_k))$ in Lemma 4.1.3. For other CDR-problems with interaction, we would need to define the sets $\Delta+(S_k^k)$ and $\Delta_0(S_k^k)$ as appropriate for all $S_k^k \in \mathcal{F}_k$, and the structure of the submatrices $C_2, D_2,$ and $D_3$ would be different. Otherwise, the basis augmentation carries over in exactly the same way. The only extra provision for CDR-problems with no interaction is that $C_2 = 0$ because $\Sigma_k = \{k\}$ and $k \notin \bar{K}$.

**Figure 4.2:** Basis augmentation for QSC, where $\mathcal{F}_k = \{\{k\}, \{k, l\} \}$, and the new basic variables $\{x_{kl}, s_{l1}, s_{l3}\}$ and $\{x_{km}, s_{m1}, s_{m3}\}$ are associated with the new linking constraints $\Delta(\{k, l\})$ and $\Delta(\{k, m\})$, respectively.

**Lemma 4.1.2** The $\delta_x \times \delta_x$ matrix $D_2$ is invertible.

**Proof.** The matrix $(D_2 \ 0 \ D_3 \ -1)$ is constructed by solving (4.11) for each $S_k^k \in \mathcal{F}_k$ and exhibits a block-diagonal structure as discussed before. The columns in a given block are linearly independent as prescribed by (4.11e). Therefore, $(D_2 \ 0 \ -1)$ must be invertible, and by the uniqueness of the inverse we conclude that $(D_2 \ 0 \ -1)^{-1} = (D_2^{-1} \ 0 \ -1)$. Thus, $D_2$ must be invertible. \hfill $\square$

In Figure 4.2, one block in $(D_2 \ 0 \ -1)$ is formed by the coefficients of $x_{kl}$, $s_{l1}$, and $s_{l3}$,
while \( x_{km}, s_{m1}, \) and \( s_{m3} \) construct the second block. The next lemma proves that \( B_k \) provides us with a basic solution for \( \text{SRMP}(\bar{K}, \bar{N} \cup S_N(\Sigma_k), I(\bar{K}, \bar{N}) \cup \Delta(\Sigma_k)) \).

**Lemma 4.1.3** \( B_k \) is a \((\beta + \delta)\)-dimensional basis for \( \text{SRMP}(\bar{K}, \bar{N} \cup S_N(\Sigma_k), I(\bar{K}, \bar{N}) \cup \Delta(\Sigma_k)) \), and its inverse is obtained as:

\[
\begin{pmatrix}
B & F & 0 \\
0 & D_2 & 0 \\
G & D_3 & -I
\end{pmatrix}^{-1} = \begin{pmatrix}
B^{-1} & -B^{-1}F D_2^{-1} & 0 \\
0 & D_2^{-1} & 0 \\
G B^{-1} & -G B^{-1}F D_2^{-1} + D_3 D_2^{-1} & -I
\end{pmatrix}.
\]

**Proof.** The matrix \( J = \begin{pmatrix}
B & F \\
0 & D_2
\end{pmatrix} \) is invertible because both \( B \) and \( D_2 \) are invertible, and we compute \( J^{-1} = \begin{pmatrix}
B^{-1} & -B^{-1}F D_2^{-1} \\
0 & D_2^{-1}
\end{pmatrix} \). Thus, \( B_k = \begin{pmatrix}
J & 0 \\
K & -I
\end{pmatrix} \), where \( K = \begin{pmatrix}
G & D_3
\end{pmatrix} \). Finally, we obtain

\[
B_k^{-1} = \begin{pmatrix}
J & 0 \\
K & -I
\end{pmatrix}^{-1} = \begin{pmatrix}
J^{-1} & 0 \\
K J^{-1} & -I
\end{pmatrix} = \begin{pmatrix}
B^{-1} & -B^{-1}F D_2^{-1} & 0 \\
0 & D_2^{-1} & 0 \\
G B^{-1} & -G B^{-1}F D_2^{-1} + D_3 D_2^{-1} & -I
\end{pmatrix}
\]

after plugging in \( J^{-1} \) and \( K J^{-1} \) as appropriate.

We next state one of our main results in this section and prove that \( B_k \) is in fact an optimal basis for \( \text{SRMP}(\bar{K}, \bar{N} \cup S_N(\Sigma_k), I(\bar{K}, \bar{N}) \cup \Delta(\Sigma_k)) \). We emphasize that this result does not require an optimal solution of (4.11) for \( S_k^K \in F_k \). It is sufficient to choose any extreme point feasible solution of (4.11b)-(4.11d) for each \( S_k^K \in F_k \) while constructing \( B_k \).

**Lemma 4.1.4** \( B_k \) is an optimal basis for \( \text{SRMP}(\bar{K}, \bar{N} \cup S_N(\Sigma_k), I(\bar{K}, \bar{N}) \cup \Delta(\Sigma_k)) \).

**Proof.** It is sufficient to prove that \( B_k \) defines a pair of primal and dual basic feasible solutions since complementary slackness is always satisfied by a basic solution. In the following, \( b \) represents the right hand side coefficients of the constraints in \( \text{SRMP}(\bar{K}, \bar{N}, I(\bar{K}, \bar{N})) \) while \( c_B \) stands for the objective function coefficients of the
variables in the optimal basic sequence $B$ of SRMP($\bar{K}, \bar{N}, I(\bar{K}, \bar{N})$). Furthermore, the objective coefficients of the new basic $x$-variables are denoted by $c_x$, and the right hand sides of the new linking constraints $\Delta x(\Sigma_k)$ and $\Delta s(\Sigma_k)$ are given by the vectors $r_x$ and $r_s$, respectively, where $r_x = 0$ by (3.1) in Assumption 3.1.3. Thus, the vector $b_k = \left( \frac{b}{r_s} \right)$ defines the right hand side of SRMP($\bar{K}, \bar{N} \cup S_N(\Sigma_k), I(\bar{K}, \bar{N}) \cup \Delta(\Sigma_k)$).

For verifying the primal feasibility, we compute

$$B^{-1}_k b_k = \begin{pmatrix} B^{-1} & -B^{-1}FD_2^{-1} & 0 \\ 0 & D_2^{-1} & 0 \\ GB^{-1} & -GB^{-1}FD_2^{-1} + D_3D_2^{-1} & -I \end{pmatrix} \begin{pmatrix} b \\ 0 \\ r_s \end{pmatrix} = \begin{pmatrix} B^{-1}b \\ 0 \\ GB^{-1}b - r_s \end{pmatrix} \geq \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix} \quad (4.13)$$

The nonnegativity of $B^{-1}b$ follows from the optimality of $B$ for SRMP($\bar{K}, \bar{N}, I(\bar{K}, \bar{N})$). By Assumption 3.1.2, the optimal solution of SRMP($\bar{K}, \bar{N}, I(\bar{K}, \bar{N})$) does not violate the linking constraints $\Delta s(\Sigma_k)$ which are absent from SRMP($\bar{K}, \bar{N}, I(\bar{K}, \bar{N})$). Thus, we have $G(B^{-1}b) \geq r_s$, and $GB^{-1}b - r_s \geq 0$ as required.

In order to check the nonnegativity of the reduced costs in SRMP($\bar{K}, \bar{N} \cup S_N(\Sigma_k), I(\bar{K}, \bar{N}) \cup \Delta(\Sigma_k)$), we first determine the values of the dual variables prescribed by $B_k$. That is

$$\begin{pmatrix} c_B & c_x & 0 \end{pmatrix} \begin{pmatrix} B^{-1} & -B^{-1}FD_2^{-1} & 0 \\ 0 & D_2^{-1} & 0 \\ GB^{-1} & -GB^{-1}FD_2^{-1} + D_3D_2^{-1} & -I \end{pmatrix} \begin{pmatrix} c_B B^{-1} \\ (c_x - c_B B^{-1}F)D_2^{-1} \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix} \quad (4.14)$$

where the objective coefficients of the basic surplus variables are represented by $0$. From (4.14), we conclude that the values of the dual variables $\{u_j | j \in J\}$, $\{v_m | m \in M\}$, and $\{w_i | i \in I(\bar{K}, \bar{N})\}$ are identical to those in the optimal solution of SRMP($\bar{K}, \bar{N}, I(\bar{K}, \bar{N})$). Moreover, we can show that the values of the dual variables $\{w_i | i \in \Delta(\Sigma_k)\}$ are precisely those assigned by the row-generating PSP. To this end, recall that we form an invertible $\delta \times \delta$ submatrix $\begin{pmatrix} D_2 & 0 \\ D_3 & 0 \end{pmatrix}$ consisting of columns corresponding to $x-$ and surplus variables based on the solutions of (4.11) for each $S_K^k \in \mathcal{F}_k$. In addition, note that the objective function coefficient of $x_n, n \in S_N(S_K)$ in the primal LP corresponding to the dual LP (4.11a)-(4.11d) is given by $d_n - \sum_{m \in M} B_{nm}v_m$. Clearly, if $x_n$ is selected as
basic in \( \text{SRMP}(\bar{K}, \bar{N} \cup S_N(\Sigma_k), I(\bar{K}, \bar{N}) \cup \Delta(\Sigma_k)) \) this value is equal to the component of \( c_x - c_B B^{-1} F \) associated with \( x_n \). Thus, the values assigned to \( \{w_i|i \in \Delta(\Sigma_k)\} \) in the row-generating PSP are calculated as

\[
(c_x - c_B B^{-1} F ) \begin{pmatrix} D_2 & 0 \\ D_3 & -I \end{pmatrix}^{-1} = (c_x - c_B B^{-1} F ) \begin{pmatrix} D_2^{-1} & 0 \\ D_3 D_2^{-1} & -I \end{pmatrix}
\]

which are identical to those computed in (4.14) based on \( B_k \).

From the optimality of \( \text{SRMP}(\bar{K}, \bar{N}, I(\bar{K}, \bar{N})) \), \( c_l - \sum_{j \in J} A_{jl} u_j - \sum_{i \in I(\bar{K}, \bar{N})} C_{il} w_i \geq 0 \) for a variable \( y_l, l \in \bar{K} \) and \( d_n - \sum_{m \in M} B_{mn} v_m - \sum_{i \in I(\bar{K}, \bar{N})} D_{in} w_i \geq 0 \) for a variable \( x_n, n \in \bar{N} \). Furthermore, no variable in \( \text{SRMP}(\bar{K}, \bar{N}, I(\bar{K}, \bar{N})) \) is present in a linking constraint \( i \in \Delta_x(\Sigma_k) \), and \( w_i = 0 \) for all \( i \in \Delta_x(\Sigma_k) \). Thus, we conclude that \( \bar{c}_l = c_l - \sum_{j \in J} A_{jl} u_j - \sum_{i \in I(\bar{K}, \bar{N})} C_{il} w_i \geq 0 \) for a variable \( y_l, l \in \bar{K} \) and \( \bar{d}_n = d_n - \sum_{m \in M} B_{mn} v_m - \sum_{i \in I(\bar{K}, \bar{N})} D_{in} w_i \geq 0 \) for a variable \( x_n, n \in \bar{N} \) in \( \text{SRMP}(\bar{K}, \bar{N} \cup S_N(\Sigma_k), I(\bar{K}, \bar{N}) \cup \Delta(\Sigma_k)) \). For \( x_n, n \in S_N(\Sigma_k) \), \( \bar{d}_n = d_n - \sum_{m \in M} B_{mn} v_m - \sum_{i \in I(\bar{K}, \bar{N})} D_{in} w_i \geq 0 \) by (4.11b) and because the values of the dual variables \( \{w_i|i \in \Delta(\Sigma_k)\} \) employed in the row-generating PSP are optimal with respect to \( \text{SRMP}(\bar{K}, \bar{N} \cup S_N(\Sigma_k), I(\bar{K}, \bar{N}) \cup \Delta(\Sigma_k)) \). Thus, we arrive at the conclusion that the values of the dual variables calculated in (4.14) are dual feasible as required.

The proof of Lemma 4.1.4 establishes formal arguments for some fundamental claims and propositions that we employed in the development of our column-and-row generation approach for CDR-problems. These are summarized in the following corollary.

**Corollary 4.1.1**

a. The optimal values of the dual variables \( \{u_j|j \in J\}, \{v_m|m \in M\}, \) and \( \{w_i|i \in I(\bar{K}, \bar{N})\} \) are identical for \( \text{SRMP}(\bar{K}, \bar{N}, I(\bar{K}, \bar{N})) \) and \( \text{SRMP}(\bar{K}, \bar{N} \cup S_N(\Sigma_k), I(\bar{K}, \bar{N}) \cup \Delta(\Sigma_k)) \).
b. The values assigned to the dual variables \( \{ w_i | i \in \Delta(\Sigma_k) \} \) in the row-generating PSP are optimal for \( \text{SRMP}(\bar{K}, \bar{N} \cup S_N(\Sigma_k), I(\bar{K}, \bar{N}) \cup \Delta(\Sigma_k)) \). For \( i \in \Delta_s(\Sigma_k) \), we have \( w_i = 0 \) at optimality.

c. The reduced costs of \( \{ y_l | l \in \bar{K} \} \) and \( \{ x_n | n \in \bar{N} \} \) are identical with respect to the optimal dual solutions of \( \text{SRMP}(\bar{K}, \bar{N}, I(\bar{K}, \bar{N})) \) and \( \text{SRMP}(\bar{K}, \bar{N} \cup S_N(\Sigma_k), I(\bar{K}, \bar{N}) \cup \Delta(\Sigma_k)) \).

d. The reduced cost \( \bar{c}_k \) computed in the row-generating PSP for any \( y_k, k \notin \bar{K} \) and \( \mathcal{F}_k \in \mathcal{P}_k \) is equal to the reduced cost of \( y_k \) with respect to the optimal solution of \( \text{SRMP}(\bar{K}, \bar{N} \cup S_N(\Sigma_k), I(\bar{K}, \bar{N}) \cup \Delta(\Sigma_k)) \).

e. A variable \( x_n, n \in S_N(\Sigma_k) \) basic at the optimal solution of \( \text{SRMP}(\bar{K}, \bar{N} \cup S_N(\Sigma_k), I(\bar{K}, \bar{N}) \cup \Delta(\Sigma_k)) \) is equal to zero.

We are now ready to prove that the column-and-row generation algorithm depicted in Figure 4.1 is an optimal algorithm for solving (MP) for CDR-problems characterized by Assumptions 3.1.1-3.1.3.

**Theorem 4.1.1** Given an optimal basis \( \mathbf{B} \) for \( \text{SRMP}(\bar{K}, \bar{N}, I(\bar{K}, \bar{N})) \) and a set of associated optimal values for the dual variables \( \{ u_j | j \in J \} \), \( \{ v_m | m \in M \} \), and \( \{ w_i | i \in I(\bar{K}, \bar{N}) \} \), the proposed column-and-row generation algorithm terminates with an optimal solution for the master problem (MP) if \( \zeta_y \geq 0 \), \( \zeta_x \geq 0 \), and \( \zeta_{yx} \geq 0 \) in three consecutive calls to the \( y^- \), \( x^- \), and the row-generating PSPs, respectively.

**Proof.** According to the flow of the proposed column-and-row generation algorithm in Figure 4.1, we invoke the row-generating PSP only after the \( y^- \) and \( x^- \) PSPs fail to identify negatively priced \( y^- \) and \( x^- \) variables, respectively, given the optimal dual solution of \( \text{SRMP}(\bar{K}, \bar{N}, I(\bar{K}, \bar{N})) \). If in addition the optimal objective value \( \zeta_{yx} \) of the row-generating PSP is nonnegative given the optimal dual solution of \( \text{SRMP}(\bar{K}, \bar{N}, I(\bar{K}, \bar{N})) \), then the algorithm terminates with an optimal solution to (MP) as we prove below. On the other hand, if the row-generating PSP terminates at least once successfully with a negatively priced new \( y^- \) variable, then the optimal values
of the dual variables are updated by re-optimizing SRMP augmented with new rows and columns. Therefore, in this case we cannot claim optimality following a subsequent unsuccessful optimization of the row-generating PSP with $\zeta_{yx} \geq 0$, and we must call the $y-$ and $x-$PSPs again (FLAG=1 at the termination of the row-generating PSP in Figure 4.1).

Now, assume that $\zeta_y \geq 0$, $\zeta_x \geq 0$, and $\zeta_{yx} \geq 0$ in three consecutive calls to the $y-$, $x-$, and the row-generating PSPs, respectively. In the sequel, we show that $\bar{c}_k \geq 0$ for $k \in \tilde{K}$ and $\bar{d}_n \geq 0$ for $n \in \tilde{N}$ even if we introduce the currently absent set of linking constraints $I \setminus I(\tilde{K}, \tilde{N})$ into the SRMP. Recall that the linking constraints feature a block-diagonal form, where a block is defined by a set of $x-$ and surplus variables that only appear in this block. For each block, we can choose any extreme point of a polyhedron similar to that defined by (4.11b)-(4.11d), designate new $x-$ and surplus variables as basic as prescribed, and then incorporate these linking constraints and the associated $x-$ and surplus variables in the SRMP. The resulting SRMP and the associated basis are denoted as SRMP($\tilde{K}, \tilde{N}, I$) and $B'$, respectively. Moreover, recall that Lemma 4.1.3 does not require that (4.11) is solved to optimality. Thus, we can develop a proof analogous to that of Lemma 4.1.4 and show that $B'$ is an optimal basis for SRMP($\tilde{K}, \tilde{N}, I$). Clearly, $\bar{d}_n \geq 0, n \in \tilde{N}$ and $\bar{c}_l \geq 0, l \in \tilde{K}$ hold at the optimal solution of SRMP($\tilde{K}, \tilde{N}, I$), and we have $x_n = 0$ for all $N \setminus \tilde{N}$ by a straightforward extension of Corollary 4.1.1e. Finally, in order to complete the proof we need to argue that no variable $y_k, k \in K \setminus \tilde{K}$ prices out favorably with respect to the optimal solution of SRMP($\tilde{K}, \tilde{N}, I$). To this end, note that all missing linking constraints $\Delta(S^k_K)$ induced by all minimal variable sets of the form $\{y_l | l \in S^k_K\}$ are included in SRMP($\tilde{K}, \tilde{N}, I$). The corresponding family of index sets is clearly an element of $P_k$. Thus, we conclude that the reduced cost $\bar{c}_k$ of $y_k$ is nonnegative because $0 \leq \zeta_{yx} \leq \bar{c}_k$, where $\zeta_{yx}$ denotes the minimum reduced cost of $y_k$ computed over all possible members of $P_k$ in the row-generating PSP in (4.10).
4.2 Applications of The Proposed Method

In this section, the proposed solution method is applied to our illustrative problems, MSCS, QSC, and TCR. For the TCR problem, we demonstrate that the optimality condition proposed in [2] is incorrect and may lead to a suboptimal solution at termination. We identify the source of this error and discuss how our proposed column-and-row generation algorithm may be applied to this TCR problem in order to solve the proposed large-scale LP correctly. Moreover, we will conduct computational experiments on the example problems except for the TCR problem. The computational experiments for the TCR problem are presented in the next chapter where the extension with Lagrangian relaxation is given so that a comparison of the algorithms can be made. We conducted our computational experiments on a single core of an HP Compaq DX 7400 computer with a 2.40 GHz Intel Core 2 Quad Q6600 CPU and 3.25 GB of RAM running on Windows XP. Our codes are implemented in Visual C++, and IBM ILOG CPLEX 12.1/ Concert Technology 2.9 is employed to solve the linear programs in the column generation procedure. All of the instances generated for the example problems are also solved optimally by CPLEX 12.1.

4.2.1 Multi-Stage Cutting Stock Problem

We develop the subproblems for a column-and-row generation algorithm that solves the LP relaxation of the one-dimensional MSCS problem given in (3.2)-(3.5) with exponentially many cutting patterns both in the first and second stages. We follow the steps of the generic framework for CDR-problems developed in Section 4.1.

As discussed in Section 3.2, MSCS is a CDR-problem with no interaction, that is, the cardinality of a minimal variable set is just one. A first-stage cutting pattern represented by $y_k$ is generated by any feasible combination of existing and new intermediate rolls. For each new intermediate roll currently absent from the SRMP included in the pattern, a single new linking constraint is introduced into the SRMP. Thus, $\mathcal{F}_k = \{k\}$, $\Sigma_k = \{k\}$, and $\Delta(\Sigma_k)$ denotes the set of linking constraints that correspond to the new intermediate rolls in the pattern. All three types of PSPs introduced
in Section 4.1 are required for the MSCS problem. In the sequel, we explain how each PSP is constructed. To this end, we first state the dual of the LP (3.2)-(3.5):

\[
\text{maximize} \quad \sum_{m \in M} b_m v_m, \\
\text{subject to} \quad \sum_{i \in I} C_{ik} w_i \leq 1, \quad k \in K, \\
\sum_{m \in M} B_{mn} v_m + \sum_{i \in I} D_{mn} w_i \leq 0, \quad n \in N, \\
v_m \geq 0, \quad m \in M, \quad w_i \geq 0, \quad i \in I,
\]

where \(\{v_m|m \in M\}\), and \(\{w_i|i \in I\}\) are the dual variables corresponding to the primal constraints (3.3) and (3.4), respectively. Recall that a single non-zero entry \(D_{mn} = -1\) in column \(n\) of \(D\) indicates that the cutting pattern \(n\) for the second stage is cut from the intermediate roll \(i\). This implies for \(x_n\) associated with a cutting pattern obtained from the intermediate roll \(i\) that the inequality (4.19) reduces to \(\sum_{m \in M} B_{mn} v_m \leq w_i\).

In the \(y\)-PSP given below, the objective is to identify a violated constraint (4.18) for a first-stage cutting pattern composed of the set of intermediate rolls \(I(\bar{K}, \bar{N})\) present in the current SRMP:

\[
\text{maximize} \quad \sum_{i \in I(\bar{K}, \bar{N})} w_i C_i, \\
\text{subject to} \quad \sum_{i \in I(\bar{K}, \bar{N})} \epsilon_i C_i \leq W, \\
C_i \in \mathbb{Z}^+ \cup \{0\}, \quad i \in I(\bar{K}, \bar{N}),
\]

where \(W\) is the stock roll width, \(\epsilon_i\) is the width of the intermediate roll \(i\), and \(C_i\) is the number of times intermediate roll \(i\) is cut from the stock roll. Clearly, the \(y\)-PSP is an integer knapsack problem that may be solved efficiently by well-known methods in the literature. If the optimal objective function value of (4.21) is larger than 1, then a new first-stage cutting pattern with a negative reduced cost is added to the SRMP. Representing this pattern by \(y_k\), we have \(\bar{K} \leftarrow \bar{K} \cup \{k\}\).

In the \(x\)-PSP, we search for a second-stage cutting pattern with a negative reduced cost that is cut from one of the existing intermediate rolls in the current SRMP.
In other words, we determine whether one of the dual constraints \( \sum_{m \in M} B_{mn} v_m \leq w_i, i \in I(\bar{K}, \bar{N}) \), is violated:

\[
\text{maximize} \quad \sum_{m \in M} v_m B_m, \\
\text{subject to} \quad \sum_{m \in M} \pi_m B_m \leq \epsilon_i - e^{\text{min}}, \quad (4.22)
\]

where \( i \) is the index for the existing intermediate roll of width \( \epsilon_i \) under consideration, \( \pi_m \) is the width of the finished roll \( m \in M \), and \( B_m \) denotes the number of times finished roll \( m \) is cut from intermediate roll \( i \). The parameter \( e^{\text{min}} \) represents a mandatory minimal edge for intermediate rolls (see [72, 73]). Similar to the previous case, the \( x-PSP \) is an integer knapsack problem. If the optimal objective function value of (4.22) is larger than \( w_i \), then a new second-stage cutting pattern with a negative reduced cost is added to the SRMP. Representing this pattern by \( x_n \), we have \( \bar{N} \leftarrow \bar{N} \cup \{n\} \).

In the row-generating PSP, a first-stage cutting pattern may contain new intermediate rolls in addition to the existing ones. Following the structure of the general formulation in (4.10)-(4.11), the row-generating PSP for MSCS is stated as:

\[
\text{maximize} \quad \sum_{i \in I(\bar{K}, \bar{N})} w_i C_i + \sum_{i' \in I \backslash I(\bar{K}, \bar{N})} \alpha_{i'}, \quad (4.23a)
\]

subject to \( \sum_{i \in I(\bar{K}, \bar{N})} \epsilon_i C_i + \sum_{i' \in I \backslash I(\bar{K}, \bar{N})} \epsilon_{i'} C_{i'} \leq W, \quad (4.23b) \)

\( C_i \in \mathbb{Z}^+ \cup \{0\}, \quad i \in I, \quad (4.23c) \)
\[ \alpha_{i'} = \text{maximize} \quad w_{i'} C_{i'}, \quad \text{(4.24a)} \]
\[ \text{subject to} \quad \sum_{m \in M} \pi_m B_m \leq \epsilon_{i'} - \epsilon^{\min}, \quad \text{(4.24b)} \]
\[ \epsilon^{\min} \leq \epsilon_{i'} \leq \epsilon^{\max}, \quad \text{(4.24c)} \]
\[ B_m \in \mathbb{Z}^+ \cup \{0\}, \quad m \in M, \quad \text{(4.24d)} \]
\[ \sum_{m \in M} v_m B_m \leq w_{i'}, \quad \text{(4.24e)} \]
\[ w_{i'} \geq 0, \quad \text{(4.24f)} \]
\[ \text{At least one of (4.24e) or (4.24f) is tight.} \quad \text{(4.24g)} \]

Due to their potential size, we cannot explicitly generate the sets of all feasible first- and second-stage cutting patterns. Therefore, the structural constraints (4.23b)-(4.23c) and (4.24b)-(4.24d) that define the feasible first- and second-stage cutting patterns, respectively, are incorporated in the row-generating PSP. The constraints (4.23b) and (4.24b) are the classical knapsack constraints for the first- and second-stage cutting patterns, respectively. The constraint (4.24c) defined in [73] imposes lower and upper bounds on the width of a new intermediate roll. In [73], it is also imposed that (4.24b) is satisfied with equality, that is, the width of any unknown intermediate roll may be presented as a linear combination of finished roll widths plus minimum edge. The constraint (4.24e) corresponds to (4.11b) and mandates that the unknown dual variable associated with the currently absent intermediate roll \( i' \) is larger than or equal to the sum of the dual variables for the finished rolls that are cut from this intermediate roll. Note that all new linking constraints in this problem are of type (3.1) as specified in Assumption 3.1.3. Therefore, \( \Delta_+(\{k\}) = \Delta(\{k\}) \) and \( \Delta_0(\{k\}) = \emptyset \) which only requires \( w_{i'} \geq 0 \) as stated in (4.24f). Finally, constraint (4.24g) is the counterpart of (4.11e). Observe that in the above row-generating PSP, we assume no limit on the number of new intermediate rolls in contrast to [73, 72] which heuristically limit the number of new intermediate rolls to one when solving this subproblem.

Note that for each \( i' \in I \setminus I(\bar{K}, \bar{N}) \), the constraints in (4.24) are distinct. Also,
(4.23b) is the constraint that links \( I \setminus I(\bar{K}, \bar{N}) \) to \( I(\bar{K}, \bar{N}) \). This subproblem can be solved by column generation through forming the integer master problem with the constraints (4.23a)-(4.23c). The rest of the constraints (4.24b)-(4.24g) form the subproblem that characterizes the unknown intermediate rolls, the \( x \)–variables that are cut from these rolls, and also the values of the unknown dual variables. This problem structure is known as the nested decomposition or two-level decomposition, since the row-generating PSP itself is also solved by column generation (see [31] and [70] for the details of the two-level and nested decomposition procedures). We first relax the integrality constraints (4.23c) in the integer master problem and then replace \( I \) by \( I(\bar{K}, \bar{N}) \) to form the restricted master problem of the row-generating PSP, which we refer to as RMPS, given by

\[
\begin{align*}
  z_{RMPS} = \text{maximize} & \quad \sum_{i \in I(\bar{K}, \bar{N})} w_i C_i, \\ 
  \text{subject to} & \quad \sum_{i \in I(\bar{K}, \bar{N})} \epsilon_i C_i \leq W, \\ & \quad C_i \geq 0, \quad i \in I(\bar{K}, \bar{N}). 
\end{align*}
\]

(4.25) (4.26) (4.27)

Suppose that \( \xi \) is the dual variable corresponding to the constraint (4.26). The pricing subproblem of the row-generating PSP, which we refer to as SPSP, is

\[
\begin{align*}
  z_{SPSP} = \text{maximize} & \quad w - \xi \epsilon, \\  \text{subject to} & \quad \sum_{m \in M} \pi_m B_m = \epsilon - e^{min}, \\ & \quad e^{min} \leq \epsilon \leq e^{max}, \\ & \quad B_m \in \mathbb{Z}^+ \cup \{0\}, \quad m \in M, \\ & \quad \sum_{m \in M} v_m B_m \leq w, \\ & \quad w \geq 0, \quad \epsilon \geq 0, \\ & \quad \text{At least one of (4.32) or (4.33) is tight.}
\end{align*}
\]

(4.32) (4.33) (4.34) (4.35)
Observe that (4.24b) turns into (4.29) as it is proved in [73]. The value of the dual variable \( w \), the width of the new intermediate roll \( \epsilon \), and the second-stage cutting pattern that is cut from this intermediate roll are determined by this subproblem. Constraint (4.35) imposes that either \( w = 0 \) or \( w = \sum_{m \in M} v_m B_m \). Since \( v_m \geq 0 \) and \( B_m \geq 0 \) for all \( m \in M \), if (4.33) is tight, we must have \( \sum_{m \in M} v_m B_m = w = 0 \). Thus, (4.32) can be replaced by \( \sum_{m \in M} v_m B_m = w \) without loss of generality. This is equivalent to adding the corresponding \( x \)-variable to the basis. Plugging the terms \( w \) and \( \epsilon \) into subproblem (4.28)-(4.35), we obtain:

\[
\begin{align*}
  z_{SPSP} &= \text{maximize } \sum_{m \in M} (v_m - \xi \pi_m) B_m - \xi \epsilon_{\text{min}}, \\
  \text{subject to } & \epsilon_{\text{min}} \leq \sum_{m \in M} \pi_m B_m + \epsilon_{\text{min}} \leq \epsilon_{\text{max}}, \\
  & B_m \in \mathbb{Z}^+ \cup \{0\}, \quad m \in M.
\end{align*}
\]

If \( v_m \leq \xi \pi_m \) for all \( m \in M \), the optimal objective function value cannot be positive and the column generation at this level terminates. Problem (4.36) generates a new intermediate roll and a second-stage cutting pattern that can be cut from this intermediate roll. If \( z_{SPSP} > 0 \), this new intermediate roll is added to \( I(\bar{K}, \bar{N}) \) and (4.25)-(4.27) is solved again.

To solve the row-generating PSP, a branch-and-price algorithm must be developed (see [8] for a comprehensive survey on the branch-and-price algorithm). If the result of the branch-and-price algorithm is larger than one, a first-stage cutting pattern is added to the SRMP along with a set of linking constraints and \( x \)-variables. When SPSP cannot generate a positive reduced cost column, we must branch to eliminate the current fractional solution and reoptimize the LP relaxation at each node in the branch-and-bound tree. In our case, the master problem is a knapsack problem and the pricing subproblem is a knapsack problem with a lower-bounding constraint. Moreover, the solution of the master problem RMPS is trivial since the continuous relaxation of the knapsack problem is readily available after putting the variables in a nonincreasing order of \( (w_i/\epsilon_i), i \in I(\bar{K}, \bar{N}) \). Without loss of generality, let the indices \( i_1, i_2, \ldots \) of the variables correspond to their position in this ordering. At the root node, \( C_{i_1} = W/\epsilon_{i_1} \),
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$C_i = 0$ for $i \in I(\bar{K}, \bar{N}) \setminus i_1$ and $z_{RMPS} = w_{i_1}W/\epsilon_{i_1}$. The value of the dual variable corresponding to the knapsack constraint is $\xi = (w_{i_1}/\epsilon_{i_1})$. The pricing subproblem checks whether $z_{SPSP} > 0$, which implies

$$\sum_{m \in M} v_mB_m - \xi \left( \sum_{m \in M} \pi_mB_m + \epsilon^{\min} \right) > 0,$$

$w - \xi \epsilon > 0$, \hspace{1cm} (4.37)

$$w/\epsilon > \xi,$$ \hspace{1cm} (4.38)

$$w/\epsilon > w_{i_1}/\epsilon_{i_1},$$ \hspace{1cm} (4.39)

If so, there exists $i \in I \setminus I(\bar{K}, \bar{N})$ for which $(w_i/\epsilon_i) > (w_{i_1}/\epsilon_{i_1})$. If there is no such intermediate roll and the solution of the RMPS is fractional, then branching occurs.

Suppose that a variable $i^*$ for which $(w_{i^*}/\epsilon_{i^*}) > (w_{i_1}/\epsilon_{i_1})$ is detected. The intermediate roll $i^*$ is added to the RMPS, and since it is now the variable with the largest ratio $(w/\epsilon)$, we set $C_{i^*} = W/\epsilon_{i^*}, C_i = 0$ for $i \in I(\bar{K}, \bar{N}) \setminus i^*$ and $z_{RMPS} = w_{i_1}W/\epsilon_{i^*}$. Since $i^*$ is the variable with the largest ratio already generated by SPSP, solving SPSP again does not generate a new intermediate roll having a ratio larger than $w_{i^*}/\epsilon_{i^*}$. Hence, the column generation terminates. If $W/\epsilon_{i^*}$ is fractional, the most general branching rule can be applied, where we create two nodes in which we impose $C_{i^*} \leq \lfloor W/\epsilon_{i^*} \rfloor$ and $C_{i^*} \geq \lceil W/\epsilon_{i^*} \rceil$. In the former branch, let $\xi_{i^*}$ be the dual variable corresponding to $C_{i^*} \leq \lfloor W/\epsilon_{i^*} \rfloor$. When RMPS is solved in the former branch, we have $C_{i^*} = \lfloor W/\epsilon_{i^*} \rfloor, C_{i_1} = (W - \epsilon_{i^*}[W/\epsilon_{i^*}])/\epsilon_{i_1}, C_i = 0$ for $i \in I(\bar{K}, \bar{N}) \setminus \{i^*, i_1\}$, and $\xi = (w_{i_1}/\epsilon_{i_1})$ and $\xi_{i^*} = (w_{i^*} - \epsilon_{i^*}w_{i_1}/\epsilon_{i_1})$. Then, we check whether there is any intermediate roll for which $(w_i/\epsilon_i) > (w_{i_1}/\epsilon_{i_1})$. The intermediate roll $i^*$, whose reduced cost is nonnegative in RMPS, is generated again by the SPSP since SPSP does not take into consideration the dual variable corresponding to the bounding constraint, $\epsilon_{i^*}$. Therefore, we have to add constraints to the SPSP to prevent the regeneration of intermediate roll $i^*$. Similar difficulties pertaining to such branching are defined in [67]. To overcome this difficulty, we convert SPSP into a 0-1 problem using the transformation given in [59] that is designed for knapsack problems. To this end, we put the natural upper bounds, $ub_m, m \in M$ on the items such that $B_m \leq [(\epsilon^{\max} - \epsilon^{\min})/\pi_m] = ub_m$. For each variable
Suppose that \( \hat{B}_{mj} \) for \( m \in M \) and \( j = 1, \ldots, \lceil \log_2 (ub_m + 1) \rceil \) are the values of the binary variables resulting from the solution of the transformed SPSP. To rule out the generation of variable \( i^* \), we add boolean constraints of the following form

\[
\sum_{m=1}^{M} \left( \sum_{j: \hat{B}_{mj}=1} (1 - B_{mj}) + \sum_{j: \hat{B}_{mj}=0} B_{mj} \right) \geq 1. \tag{4.41}
\]

There may be several alternate solutions of the 0-1 SPSP that result in the intermediate roll \( i^* \). In this case, a set of constraints of the form (4.41) is added to the 0-1 SPSP to prevent the generation of \( i^* \). As we go deeper in the branch-and-bound tree, the number of added constraints increases.

In summary, at some node, where \( \xi = w_{in}/\epsilon_{in} \) and \( n \) is the position of the given intermediate roll in the nonincreasing sequence of \( w/\epsilon \) values, the column generation algorithm generates intermediate roll \( i \) for which \( w_i/\epsilon_i > w_{in}/\epsilon_{in} \). When no such intermediate roll is generated by SPSP, branching occurs if the solution is fractional. At any node in the tree, there is only one fractional variable due to the structure of the RSMP. At a particular node, assume that \( C_{in} \) is the fractional variable and let its value be \( \bar{C}_{in} \). On the branch of the form \( C_{in} \leq \lceil \bar{C}_{in} \rceil \), the value of \( \xi \) is set to \( w_{in+1}/\epsilon_{in+1} \), which is the largest ratio smaller than \( w_{in}/\epsilon_{in} \), and the SPSP is called. However, on the branch of the form \( C_{in} \geq \lceil \bar{C}_{in} \rceil \), the value of \( \xi \) is set to \( w_{in-1}/\epsilon_{in-1} \) unless the node problem becomes infeasible. If \( \bar{C}_{in} \) is not fractional, we update the best upper-bound (UB) when \( z_{RMPS} < UB \). Pruning rule is applied when \( z_{RMPS} > UB \).

We apply the branch-and-price algorithm explained above to the instances given in [73, 72]. For the problem instance in [73], we observe that the proposed branch-and-price algorithm finds the optimal objective function value of the LP relaxation of the MSCS problem which is 20. The same value is also reached by the algorithm given in [73]. However, for the problem instance given in [72], our algorithm reaches the optimal objective function value of the LP relaxation of the MSCS problem which is 35.97, while the algorithm given in [72] stops at 36.

Instead of applying a full-blown branch-and-price algorithm for solving the row-
generating PSP, we construct a heuristic algorithm mimicking the routine of the branch-
and-price algorithm explained above. This algorithm is detailed in Algorithm 1. At the
beginning of the algorithm, we have a set of intermediate rolls denoted by \( I(\bar{K}, \bar{N}) \), and
the ratios \( (w/\epsilon) \) are stored in a nonincreasing order in array \( R \) (line 1, Algorithm 1).

We first set \( \xi \) to the ratio of the corresponding intermediate roll (line 3, Algorithm 1).
Then, we solve SPSP, which is a 0-1 knapsack problem with additional constraints, to
generate an intermediate roll \( (\hat{i}) \) whose ratio \( (w_{\hat{i}}/\epsilon_{\hat{i}}) \) is larger than \( \xi \) (line 5, Algorithm
1). If \( z_{SPSP} > 0 \), we add a constraint to RMPS in order to prevent the generation of this
intermediate roll again (line 7, Algorithm 1) and add the generated intermediate roll to
\( I(\bar{K}, \bar{N}) \) (line 8, Algorithm 1). If the number of intermediate rolls added at iteration \( i \)
of the for-loop is a multiple of a parameter \( S \), we solve RMPS as an integer program
(line 11, Algorithm 1). If \( z_{SPSP} \leq 0 \), we check whether any intermediate rolls are added
after the last call of RMPS, in which case RMPS is solved as an integer program (line
20, Algorithm 1). If the optimal objective function value of integer RMPS is larger than
one, then we stop the algorithm and add the resulting cutting pattern for the first stage
to SRMP. Otherwise, the counter is set to zero and the same operations are repeated
for \( i + 1 \). When the main for-loop ends after \( i = |R| \), the column-and-row generation
algorithm terminates, since no cutting pattern for the first stage with reduced cost
larger than one is detected by our heuristic algorithm.

Solving SPSP becomes harder when the number of intermediate rolls increases,
since we add a new constraint for each intermediate roll. Since SPSP may generate
many intermediate rolls for some iteration \( i \), we choose to solve RMPS as an integer
program at given intervals to check whether a cutting pattern for the first stage with
positive reduced cost exists in the current solution.

Moreover, the optimal integer solution of RMPS may actually use only a small
number of new intermediate rolls that are generated by SPSP. We may delete the
new intermediate rolls, which do not exist in the first-stage cutting pattern. However,
this also requires the deletion of the associated constraints in SPSP that prevent the
generation of these rolls. However, such a strategy takes more time in our computational
experiments because in the next call of the row-generating PSP, these intermediate rolls
Algorithm 1: Algorithm to solve the row-generating PSP for MSCS problem.

1 Input: $I(\bar{K}, \bar{N}), R, \text{counter} = 0$
2 for $i = 1$ to $|R|$ do
3   $\xi = R(i)$;
4   while true do
5     Solve $SPSP \rightarrow (z_{SPSP}, \hat{i})$;
6     if $z_{SPSP} > 0$ then
7       add (4.41) for $\hat{i}$;
8       $I(\bar{K}, \bar{N}) \leftarrow I(\bar{K}, \bar{N}) \cup \hat{i}$;
9       counter $\rightarrow$ counter + 1;
10      if counter $= S$ then
11         Solve $RMPS^{IP}$;
12         if $z_{RMPS} > 1$ then
13           break out of the for loop;
14         counter $= 0$;
15      else
16        break out of the while loop;
17   else
18      break out of the while loop;
19 if counter $> 0$ then
20   Solve $RMPS^{IP}$;
21   if $z_{RMPS} > 1$ then
22      break out of the for loop;
23   counter $= 0$;
may be generated again with their corresponding prevention constraints of the form (4.41).

In this section, we solve the instances given in [73, 72], and eight other randomly generated instances by Algorithm 1 where \( S = 4 \) is selected. To generate the set of instances, we determine pseudo-random integral numbers in a given range, which are generated by the operator \( R(m, n) \) where \( m \) and \( n \) are the limits of the range, as follows:

\[
W = 100R(10, 110), \quad |M| = R(3, 7), \quad b_m = R(20, 200) \text{ for } m \in M, \quad \epsilon^{\min} = R(10, 50),
\]

\[
\epsilon^{\min} = R\left(\frac{W}{11}, \frac{W}{9}\right), \quad \epsilon^{\max} = R\left(\frac{W}{5}, \frac{W}{3}\right), \quad \text{and } \pi_m = R\left(\frac{W}{20}, \frac{W}{12}\right) \text{ for } m \in M.
\]

To compare our results, we implement the algorithm given in [73, 72]. Moreover, we develop an optimal approach to solve the LP relaxation of the MSCS problem in which all possible intermediate rolls are enumerated a priori and the cutting patterns for the first and the second stages are generated by \( y- \) and \( x- \)PSPs.

In [73, 72], the illustrative problems are solved by starting with the intermediate roll \( \epsilon^{\min} \) which may not exist in the list of intermediate rolls that can be generated by SPSP (\( \epsilon^{\min} \neq \sum_{m \in M} \pi_mB_m + \epsilon^{\min} \)). Also, in [73, 72], an algorithm is given to generate a good initial solution including the intermediate roll \( \epsilon^{\min} \). The initial solution we choose to start with corresponds to this good initial solution except for the intermediate roll \( \epsilon^{\min} \). The good initial solution is found as follows: For each finished roll width \( \pi_m \), we identify an intermediate roll width \( \epsilon \) as

\[
a = \left[\frac{(\epsilon^{\max} - \epsilon^{\min})}{\pi_m}\right] \quad (4.42)
\]

\[
s = \epsilon^{\min} + a\pi_m \quad (4.43)
\]

Clearly, \( \epsilon \leq \epsilon^{\max} \) is guaranteed. If \( \epsilon \geq \epsilon^{\min} \), this intermediate roll is added to the set \( I(\bar{K}, \bar{N}) \). If \( I(\bar{K}, \bar{N}) = \emptyset \) after each finished roll is processed, \( I(\bar{K}, \bar{N}) = \{\epsilon^{\min}\} \).

In Table 4.2, the results of the experiments are given. The instances are defined based on their number of finished rolls (\# Fin. Rolls) and their stock roll width (W). The first two instances are taken from [73] and [72], respectively. The columns show the results of the optimal solution (Optimal), our heuristic column-and-row generation algorithm (HCRG), and the algorithm presented in [73] (Zak). We report the objective
function value (OFV), the total number of intermediate rolls generated (# Int. Rolls), and the solution time (Time). Except for the second instance, HCRG reaches the optimal objective function values of the instances given in Table 4.2. On the other hand, the algorithm given in [73] reaches the objective function values in only four instances. HCRG, on average, generates 80% of all possible intermediate rolls. On the other hand, the number of intermediate rolls that are generated by Zak is approximately eight times smaller than that generated by HCRG and one tenth of all possible intermediate rolls.

The solution times of the algorithms seem to be proportional to the number of intermediate rolls generated but not the number of finished rolls. For example, although the number of finished rolls is 6 in the sixth instance, its solution time is considerably larger than that of the ninth instance where there are only 7 finished rolls. The solution time of HCRG is on average 17% of that of the optimal approach. However, the solution time of Zak is even lower than that of HCRG. With only a small deviation from the optimal solution, Zak proves to be a very efficient heuristic approach. As explained previously, HCRG mimics the branch-and-price algorithm so that it is more geared towards reaching the optimal solution rather than finding a solution in a short amount of time.
Table 4.2: Comparison of algorithms on MSCS test instances.

<table>
<thead>
<tr>
<th>Instances</th>
<th>Optimal</th>
<th>HCRG</th>
<th>Zak</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># Fin. Rolls</td>
<td>W</td>
<td>OFV</td>
</tr>
<tr>
<td>4</td>
<td>5,000</td>
<td>35.97</td>
<td>47</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>20.00</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>1,000</td>
<td>545.68</td>
<td>64</td>
</tr>
<tr>
<td>4</td>
<td>10,000</td>
<td>54.60</td>
<td>64</td>
</tr>
<tr>
<td>5</td>
<td>1,000</td>
<td>556.13</td>
<td>481</td>
</tr>
<tr>
<td>6</td>
<td>3,000</td>
<td>510.94</td>
<td>65</td>
</tr>
<tr>
<td>7</td>
<td>1,000</td>
<td>361.99</td>
<td>67</td>
</tr>
<tr>
<td>8</td>
<td>5,000</td>
<td>860.03</td>
<td>268</td>
</tr>
<tr>
<td>9</td>
<td>10,000</td>
<td>54.60</td>
<td>38</td>
</tr>
<tr>
<td>Average</td>
<td>300.97</td>
<td>111.50</td>
<td>3,349.69</td>
</tr>
</tbody>
</table>
4.2.2 Quadratic Set Covering

In this section, we develop the subproblems for a column-and-row generation algorithm that solves the LP relaxation of the QSC problem which belongs to the class of CDR-problems with interaction. The cardinality of each minimal variable set for this problem is two, and three linking constraints of type (3.8)-(3.10) and one auxiliary $x$–variable are associated with a minimal variable set. As described in Section 3.2, the set of all $y$–variables is given explicitly, and the set of all possible pairs composed of the $y$–variables is denoted by $P$.

To solve the formulation (3.6)-(3.12) by column-and-row generation, we initialize the SRMP with a set of columns $\tilde{K}$ that satisfy the covering constraints (3.7) in addition to the set of all linking constraints (3.8)-(3.10) induced by $\{y_l|l \in \tilde{K}\}$. A new variable $y_k$ is always added to the SRMP along with three linking constraints of type (3.8)-(3.10) and a variable $x_{kl}$ for each pair of variables $y_k, y_l$, where $l \in \tilde{K}$. Thus, the column-and-row generation mechanism maintains that the SRMP is constituted by $\{y_l|l \in \tilde{K}\}$, $\{x_n|n \in S_N(\tilde{K})\}$, and the set of all linking constraints $\Delta(\tilde{K})$ induced by $\tilde{K}$ at all times during the course of the algorithm. Moreover, the $x$–variables are auxiliary and only appear in the linking constraints. Therefore, for QSC we only need to solve the row-generating PSP developed below. We first state the dual of the LP (3.6)-(3.12):

\[
\begin{align*}
\text{maximize} \quad & \sum_{j \in J} u_j + \sum_{(k,l) \in P, k < l} w_{kl}, \\
\text{subject to} \quad & \sum_{j \in J} A_{jk} u_j + \sum_{(k,l) \in P, k < l} (w_{kl} + \varphi_{kl}) + \sum_{(l,k) \in P, l < k} (w_{lk} + \varphi'_{lk}) \leq f_{kk}, \quad k \in K, \\
& - w_{kl} - \varphi_{kl} - \varphi'_{kl} \leq 2f_{kl}, \quad (k,l) \in P, k < l, \\
& \varphi_{kl}, \varphi'_{kl} \geq 0, \quad w_{kl} \leq 0, \quad (k,l) \in P, k < l,
\end{align*}
\]

where $\{u_j|j \in J\}$ are the dual variables corresponding to the covering constraints (3.7), and $w_{kl}, \varphi_{kl}, \varphi'_{kl}$ for $(k,l) \in P, k < l$, are the dual variables associated with the linking constraints (3.8)-(3.10), respectively.

Following the structure of the general formulation in (4.10)-(4.11), the row gen-
Generating PSP for QSC is stated as:

\[
\zeta_{yx} = \min_{k \in (K' \setminus K')} \left\{ f_{kk} - \sum_{j \in J} A_{jk}u_j - \max_{F_k \in F_k} \left( \sum_{\{k,l\} \in F_k, k < l} \alpha_{kl} + \sum_{\{l,k\} \in F_k, l < k} \alpha_{lk} \right) \right\},
\]

where

\[
\alpha_{kl} = \maximize w_{kl} + \varphi_{kl}, \tag{4.45a}
\]

subject to

\[
-w_{kl} - \varphi_{kl} - \varphi'_{kl} \leq 2f_{kl}, \tag{4.45b}
\]

\[
w_{kl} = \varphi_{kl} = 0, \tag{4.45c}
\]

\[
\varphi_{kl} \geq 0, \tag{4.45d}
\]

At least one of (4.45b) or (4.45d) is tight, \( (4.45e) \)

\[
\alpha_{lk} = \maximize w_{lk} + \varphi'_{lk}, \tag{4.45f}
\]

subject to

\[
-w_{lk} - \varphi_{lk} - \varphi'_{lk} \leq 2f_{lk}, \tag{4.45g}
\]

\[
w_{lk} = \varphi_{lk} = 0, \tag{4.45h}
\]

\[
\varphi'_{lk} \geq 0, \tag{4.45i}
\]

At least one of (4.45g) or (4.45i) is tight, \( (4.45j) \)

where \( F_k \) and the values of the dual variables \( \{\varphi_{kl}|\{k, l\} \in F_k, k < l\} \) and \( \{\varphi'_{kl}|\{k, l\} \in F_k, l < k\} \) are to be determined. From the discussion on Figure 4.2 in Section 4.1.3, recall that only the dual variable associated with a constraint \( y_k - x_{kl} \geq 0 \) may assume a positive value, and the rest of the constraints in \( \Delta(\{k, l\}) \) belong to the set \( \Delta_0(\{k, l\}) \). These restrictions for \( \{k, l\} \in F_k \) are imposed by the constraints (4.45c)-(4.45d) and (4.45h)-(4.45i) for \( k < l \) and \( l < k \), respectively. The dual feasibility of the \( x \)-variables in the new linking constraints is mandated by the constraints (4.45b) and (4.45g), and constraints (4.45e) and (4.45j) are the counterparts of (4.11e).

For \( \{k, l\} \in F_k, k < l \), the optimal solution of (4.45a)-(4.45e) is identified below, and the case for \( l < k \) can be derived analogously.

1. If \( f_{kl} < 0 \), the optimal value of \( \varphi_{kl} = -2f_{kl} \) since \( \varphi_{kl} \) is a nonnegative variable
that appears with a negative coefficient in (4.45b) and with a positive coefficient in the objective (4.45a). In this case, \( x_{kl} \) is the basic variable associated with the new linking constraint \( y_k - x_{kl} \geq 0 \). For the other two linking constraints in \( \Delta(\{k,l\}) \), the associated surplus variables are selected as basic.

2. If \( f_{kl} \geq 0 \), the optimal value of \( \varphi_{kl} = 0 \), and all new basic variables are surplus variables.

Thus, we conclude that \( \alpha_{kl} = \max(-2f_{kl}, 0) \), where \( 2f_{kl} \) is the objective function coefficient of \( x_{kl} \) in (3.6)-(3.12). Based on this very simple structure of the optimal solutions of (4.45a)-(4.45e) and (4.45f)-(4.45j), we re-state the row-generating PSP for QSC:

\[
\zeta_{yx} = \min_{k \in K \setminus \bar{K}} \left( f_{kk} - \sum_{j \in J} A_{jk} u_j - \max_{F_k \in \mathcal{F}_k} \left( \sum_{\{k,l\} \in F_k, k < l} \max(0, -2f_{kl}) + \sum_{\{l,k\} \in F_k, l < k} \max(0, -2f_{lk}) \right) \right). \tag{4.46}
\]

If \( \zeta_{yx} = \bar{c}_k < 0 \) with an associated optimal family of index sets \( \mathcal{F}_k \), then SRMP grows both horizontally and vertically with the addition of the variables \( \{y_l| l \in \Sigma_k\} \), \( \{x_n| n \in S_N(\Sigma_k)\} \), and the linking constraints \( \Delta(\Sigma_k) \), where \( \Sigma_k = \cup_{\{k,l\} \in \mathcal{F}_k} \{k,l\} \). Furthermore, as explained at the beginning of this section, all relevant linking constraints associated with the variables \( \{y_l| l \in (\Sigma_k \setminus \{k\})\} \) are also incorporated into the SRMP. Note that some of the variables \( \{y_l| l \in \Sigma_k\} \) are already a part of the SRMP. This is generally true for CDR-problems with interaction.

**Example 4.2.1** Consider the following symmetric positive semidefinite cost matrix \( \mathbf{F} \) and the cover matrix \( \mathbf{A} \):

\[
\mathbf{F} = \begin{pmatrix}
2 & 0 & 0 & 0 \\
0 & 3 & -1 & -1 \\
0 & -1 & 2 & -1 \\
0 & -1 & -1 & 2 \\
\end{pmatrix}, \quad \mathbf{A} = \begin{pmatrix}
1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 \\
\end{pmatrix}.
\]

Solving the QSC instance defined by \( \mathbf{F} \) and \( \mathbf{A} \) by excluding the possibility of adding several \( y \)-variables simultaneously to the SRMP would result in the following PSP:

\[
\zeta_{yx} = \min_{k \in K \setminus \bar{K}} \left( f_{kk} - \sum_{j \in J} A_{jk} u_j - \sum_{l \in K, k < l} \max(0, -2f_{kl}) - \sum_{l \in K, l < k} \max(0, -2f_{lk}) \right). \tag{4.47}
\]
Suppose that we form the initial SRMP with $y_1$ only. The PSP defined in (4.47), which ignores the minimal variable sets of the form \{y_k, y_l\}, $l \notin \bar{K}$ for pricing out $y_k, k \notin \bar{K}$, cannot identify any new $y-$variable with a negative reduced cost, and the column generation terminates with $y_1 = 1$ and an objective function value of 2. Taking also into account the minimal variable sets \{y_k, y_l\}, $l \notin \bar{K}$ by solving the row-generating PSP (4.46) yields the optimal families of index sets $\mathcal{F}_2 = \{\{1, 2\}, \{2, 3\}, \{2, 4\}\}, \mathcal{F}_3 = \{\{1, 3\}, \{2, 3\}, \{3, 4\}\}, \text{ and } \mathcal{F}_4 = \{\{1, 4\}, \{2, 4\}, \{3, 4\}\}$ for $y_2, y_3, \text{ and } y_4$, respectively. The associated reduced costs $\bar{c}_2, \bar{c}_3, \bar{c}_4 < 0$, and in all cases all remaining $y-$variables are incorporated into the SRMP. The resulting true optimal solution of (3.6)-(3.12) is given by $y_1 = 0, y_2 = y_3 = y_4 = 1$ with an objective value of 1.

Although our aim is to find a variable with a negative reduced cost, the optimal solution of the row-generating PSP may require the addition of many columns simultaneously. Let us denote the cardinality of a set by the operator $|.|$. Then, the addition of a $y-$variable introduces $3|\bar{K}|$ many linking constraints and $|\bar{K}|$ many $x-$variables. The subproblem (4.46) adds every minimal variable set $(k, l)$ for which $f_{kl} < 0$. Clearly, this increases the size of SRMP considerably. Moreover, even after this effort, some of the variables in these minimal variable sets may never enter the basis. Hence, we will present an algorithm that searches for a family of index sets $\mathcal{F}_k$ that results in a negative reduced cost column $y_k$ and, more importantly, introduces the smallest set of variables $\{y_l|l \in (\Sigma_k \cap K\backslash\bar{K})\}$ to the SRMP.

We propose the approach detailed in Algorithm 2. As we mentioned above, our first aim is to find a family of minimal variable sets that makes the reduced cost of a variable negative. Our second aim is to minimize the number of variables to be added to the SRMP. Prior to this algorithm, we can solve the subproblem (4.47) which considers adding columns one-by-one. If there is no column with negative reduced cost in $K\backslash\bar{K}$, then we move to Algorithm 2. Therefore, when we start Algorithm 2, we already have the reduced costs of the variables $y_k, k \in K\backslash\bar{K}$ (line 1, Algorithm 2). We define an array $z_k$ that contains the elements $f_{kl} < 0$, where $l \in K\backslash\bar{K}$ in the $k$th row of the cost matrix $F$ (line 5, Algorithm 2). We then sort the elements in $z_k$ in ascending order to minimize the number of variables that are needed to make the reduced cost
of $y_k$ negative (line 7, Algorithm 2). Then, we start adding the elements of $z_k$ to $\bar{c}_k$ one-by-one (line 9, Algorithm 2). If $\bar{c}_k$ becomes negative, then we add the indices corresponding to the values in $z_k$ that are used to make $y_k$ a negative reduced cost column to $N_k$ (line 11, Algorithm 2). When all $k \in K \setminus \bar{K}$ are processed, the column generation is terminated, if there is no negative reduced cost column. Otherwise, we select the minimum cardinality set $N_k$ with $\bar{c}_k < 0$ (line 17, Algorithm 2) and then, add it to SRMP.

Algorithm 2: Algorithm to solve the row-generating PSP for QSC.

1. **Input**: $\bar{c}_l$ for each $l \notin \bar{K}$ computed according to (4.47)
2. for $k \in K \setminus \bar{K}$ do
3.   for $l \in K \setminus \bar{K}$ do
4.     if $f_{kl} < 0$ then
5.       Concatenate $2f_{kl}$ to $z_k$;
6.   Sort $z_k$ in ascending order;
7.   for $t=1$ to $|z_k|$ do
8.     $\bar{c}_k = \bar{c}_k + z_{kt}$;
9.     if $\bar{c}_k < 0$ then
10.    $N_k \leftarrow \text{order}(1 \text{ to } t)$;
11.    Go to line 2;
12.   if $\bar{c}_k > 0 \ \forall k \in K \setminus \bar{K}$ then
13.     Terminate column generation ;
14.   else
15.     $u = \arg \min_{k \in K \setminus \bar{K}, \bar{c}_k < 0} |N_k|$;
16.     $\zeta_{yx} = \bar{c}_u$;
17

We next generate a set of instances for the QSC problem and solve it using the column-and-row generation algorithm given in Algorithm 2. To generate the set of instances, we determine five values for the number of columns $|K| \in \{100, 150, 200, 250, 300\}$, and three values for the number of covering constraints $|J| \in \{50, 75, 100\}$. The number of $x-$variables for an instance is $\frac{(|K|-1)|K|}{2}$ and the number of linking constraints is $3\frac{(|K|-1)|K|}{2}$. For a column $k \in K$, the coefficient $A_{jk} = 1$, if a random number $U(0, 1)$
is lower than 0.1. Otherwise, $A_{jk} = 0$. The diagonal elements in $F$ are obtained by adding 1000 to a random number uniformly distributed between 0 and 300. That is, $f_{kk} = 1000 + U(0, 300)$. Using the same notation, the remaining elements are set to $f_{kl} = f_{lk} = 5 + U(-10, 0), \forall k, l \in K$. The positive semi-definiteness of the matrix $F$ is then checked for each instance. To initialize the column-and-row generation algorithm, we run the approximation algorithm of Chavatal [16], which is developed for the conventional set-covering problem and use the resulting feasible solution to form the SRMP.

Table 4.3 gives the results of the experiments. The instances are characterized by the number of covering constraints (# Cov. Const.) and the number of $y-$variables (# $y-$var.). We report the objective function value (OFV), the total number of $y-$variables (# $y-$var. gen.) generated by our column-and-row generation algorithm denoted by CRG in Table 4.3 and the solution time (Time). Our proposed algorithm outperforms CPLEX for the given instance set. The average solution time of CPLEX given at the bottom of Table 4.3 is approximately four times that of our column-and-row generation algorithm.
4.2.3 Time-Constrained Routing Problem

In [2], a time-constrained routing (TCR) problem motivated by an application that needs to schedule the visit of a tourist to a given geographical area as efficiently as possible in order to maximize his/her total satisfaction is studied. The goal is to send the tourist to one tour on each day during the vacation period while ensuring that each attraction is visited no more than once.

TCR is formulated as a set packing problem with side constraints. To be consistent with (MP), we change the notation given in [2]. The set of sites that may be visited by a tourist in a vacation period $M$ is denoted by $J$, and $K$ represents the set of daily tours that originate from and terminate at the same location. Each tour is a sequence of sites to be visited on the same day, provided that it satisfies the time-windows restrictions of the tourist and the other feasibility criteria. The total satisfaction of the tourist from participating in tour $k$ is given by $c_k$, and the binary variable $y_k$ is set to one, if tour $k$ is incorporated into the itinerary of the tourist. If tour $k$ is performed on day $m$, the binary variable $x_{km}$ takes the value one. The overall mathematical model is given as

\[
\text{maximize } \sum_{k \in K} c_k y_k, \tag{4.48}
\]

subject to

\[
\sum_{k \in K} A_{jk} y_k \leq 1, \quad j \in J, \tag{4.49}
\]

\[
\sum_{k \in K} B_{km} x_{km} = 1, \quad m \in M, \tag{4.50}
\]

\[
y_k - \sum_{m \in M} D_{km} x_{km} = 0, \quad k \in K, \tag{4.51}
\]

\[
y_k \in \{0, 1\}, \quad k \in K, \tag{4.52}
\]

\[
x_{km} \in \{0, 1\}, \quad k \in K, m \in M, \tag{4.53}
\]

where $A_{jk} = 1$, if tour $k$ contains the site $j$, $A_{jk} = 0$ otherwise; $B_{km} = D_{km} = 1$, if tour $k$ can be performed on day $m$, $B_{km} = D_{km} = 0$ otherwise. By constraints (4.49), at most one tour in the selected itinerary of the tourist visits site $j$. Constraints (4.51) impose that a tour to be included in the itinerary is assigned to one of the days allowed.
in $M$, and we also require that exactly one tour is selected on each day of the vacation period as prescribed by constraints (4.50). Finally, the objective (4.48) maximizes the total satisfaction of the tourist over the vacation period $M$.

In [2], TCR is solved heuristically in two steps. In the first step, the LP relaxation of (4.48)-(4.53) is solved by a column-and-row generation approach due to a potentially huge number of tours. To this end, a large number of possible tours is enumerated and added to a set $K$. A subset $\bar{K} \subset K$ of these tours is selected to form the SRMP for the column-and-row generation procedure. At each iteration, a set of new tours $k \in L \subseteq (K \setminus \bar{K})$ is introduced to the SRMP. For each $k \in L$, this implies adding $x_{km}$ for all $m$ such that $B_{km} = 1$, and the associated linking constraint $y_k - \sum_{m \in M} D_{km} x_{km} = 0$ to the SRMP. The row-and-column generation procedure terminates when the condition stated below in Theorem 4.2.1 is satisfied. Observe that the authors evaluate this condition for each tour in $k \in (K \setminus \bar{K})$ following each optimization of the SRMP, where $K$ is known explicitly. Furthermore, in the computational experiments $|L| = 1$, that is, the tour that violates the condition in Theorem 4.2.1 to the largest extent is added to the SRMP. In the second step of the proposed solution approach, (4.48)-(4.53) is solved by a commercial solver over the set of tours currently present in the SRMP in order to obtain an integer feasible solution for TCR.

Now, let $\{u_j | j \in J\}$, $\{v_m | m \in M\}$, and $\{w_k | k \in K\}$, denote the dual variables associated with the constraints (4.49)-(4.51). The following theorem given in [2] without a proof defines the stopping condition for the column-and-row generation algorithm of the authors:

**Claim 4.2.1 (adapted from [2])** The solution of the current RMP is optimal for the LP relaxation of (4.48)-(4.53) if $\bar{c}_k = c_k - \sum_{j \in J} A_{jk} u_j - \sum_{m \in M} B_{km} v_m \leq 0$, for each $k \in K$.

The statement of the claim above corrects two typos in the original Theorem 3.1 in [2], where the termination condition appears as $\bar{c}_k = c_k - \sum_{j \in J} A_{jk} u_j - \sum_{m \in M} B_{km} v_m \geq 0$, for each $m \in M$ and $k$ such that $B_{km} = 1$. Next, we demonstrate that the stopping condition in Claim 4.2.1 is incorrect and may lead to a suboptimal solution when the
column-and-row generation algorithm proposed in [2] terminates. Then, we discuss how the generic column-and-row generation algorithm proposed in this chapter may be applied here in order to solve the proposed large-scale LP correctly.

The following is the dual of the linear programming relaxation of (4.48)-(4.53):

\[
\text{minimize} \quad \sum_{j \in J} u_j + \sum_{m \in M} v_m, \tag{4.54}
\]

subject to

\[
\begin{align*}
\sum_{j \in J} A_{jk} u_j + w_k &\geq c_k, \quad k \in K, \quad \tag{4.55} \\
-w_k + v_m &\geq 0, \quad k \in K, m \in \{m \in M : B_{km} = 1\}, \quad \tag{4.56} \\
u_j &\geq 0, \quad j \in J. \quad \tag{4.57}
\end{align*}
\]

Given the optimal dual variables associated with the current SRMP, the resulting pricing subproblem to be solved is stated as

\[
\zeta_{yx} = \max_{k \in K \setminus \bar{K}} \bar{c}_k, \tag{4.58}
\]

where \(\bar{c}_k = c_k - \sum_{j \in J} A_{jk} u_j - w_k\) denotes the reduced cost of tour \(k\). If the optimal objective function value of this subproblem is positive with \(\bar{c}_k > 0\), the variables \(y_k, x_{km}\) for all \(m \in M\) such that \(B_{km} = 1\), and the primal constraint \(y_k - \sum_{m \in M} D_{km} x_{km} = 0\) should be added to the SRMP. Otherwise, the optimal solution of the current SRMP is declared as optimal for the LP relaxation of (4.48)-(4.53), and the algorithm terminates.

The challenge here is that the value of the dual variable \(w_k\) is unknown because the corresponding constraint is currently absent from the SRMP. Hence, in order to design an optimal column-and-row generation algorithm for TCR, one has to devise a method that anticipates the correct value of \(w_k\) to be incorporated into the pricing subproblem. In the sequel, we first show that the condition in Claim 4.2.1 fails to do so and then illustrate how this is accomplished based on the generic column-and-row generation framework proposed in this chapter.

Consider an iteration of the column-and-row-generation algorithm, where the current SRMP is solved to optimality and the associated optimal dual solution is repre-
sented by \(u_j, j \in J, w_k, k \in \bar{K}\), and \(v_m, m \in M\). Suppose that \(y_{k'}, k' \in K \setminus \bar{K}\) is to be priced out, where \(\bar{c}_{k'} = c_{k'} - \sum_{j \in J} A_{jk'} u_j - \sum_{m \in M} B_{km} v_m \leq 0\). Observe for the currently unknown dual variable \(w_{k'}\) that the dual constraint set (4.56) implies that

\[
\begin{align*}
    w_{k'} & \leq \min_{m \in M: B_{k'm} = 1} v_m, \\
    \bar{c}_{k'} & = c_{k'} - \sum_{j \in J} A_{jk'} u_j - \sum_{m \in M} B_{km} v_m \leq 0 < c_{k'} - \sum_{j \in J} A_{jk'} u_j - w_{k'} = \bar{c}_{k'}. 
\end{align*}
\]

and if \(|\{m \in M : B_{k'm} = 1\}| > 1\) and \(\max_{m \in M: B_{k'm} = 1} v_m > 0\), then we may have

\[
\begin{align*}
    w_{k'} & \leq \min_{m \in M: B_{k'm} = 1} v_m < \sum_{m \in M: B_{k'm} = 1} v_m. 
\end{align*}
\]

Clearly, this may lead to

\[
\begin{align*}
    \bar{c}_{k'} = c_{k'} - \sum_{j \in J} A_{jk'} u_j - \sum_{m \in M} B_{k'm} v_m \leq 0 < c_{k'} - \sum_{j \in J} A_{jk'} u_j - w_{k'} = \bar{c}_{k'}. 
\end{align*}
\]

Thus, we conclude that while \(\bar{c}_k \leq 0\) for all \(k \in K\) as required by Theorem 4.2.1 due to Avella et al. [2], there may exist a tour \(k'\) with \(\bar{c}_{k'} > 0\). In other words, \(\sum_{m \in M} B_{km} v_m\) is not an appropriate estimate of the missing dual variable \(w_{k'}\), and the column-and-row generation algorithm given in [2] may terminate prematurely while there exists a tour \(k'\) with a positive reduced cost. On the other hand, if \(v_m \leq 0\) for all \(m \in M\) such that \(B_{k'm} = 1\),

\[
\sum_{m \in M: B_{k'm} = 1} v_m < w_{k'} \leq \min_{m \in M: B_{k'm} = 1} v_m 
\]

may hold, and this may result in

\[
\begin{align*}
    \bar{c}_{k'} = c_{k'} - \sum_{j \in J} A_{jk'} u_j - w_{k'} < c_{k'} - \sum_{j \in J} A_{jk'} u_j - \sum_{m \in M} B_{k'm} v_m = \bar{c}_{k'}. 
\end{align*}
\]

That is, a tour \(k'\) with a negative reduced cost may violate the condition in Claim 4.2.1 and is added to the SRMP unnecessarily.

Using our proposed column-and-row generation algorithm, the pricing subproblem
becomes a two-stage problem given by

\[ \zeta_{yx} = \max_{k \in K \setminus \bar{K}} \left( c_k - \sum_{j \in J} A_{jk}u_j - \alpha_k \right) \]  \hspace{1cm} (4.64)\]

\[ \alpha_k = \min \{ w_k \} \]  \hspace{1cm} (4.65)\]

subject to \[ w_k \leq v_m, \quad m \in \{ m \in M : B_{km} = 1 \}, \]  \hspace{1cm} (4.66)\]

at least one constraint in (4.66) is tight. \hspace{1cm} (4.67)\]

To calculate the correct reduced cost of \( y_k \), we solve the problem (4.65)-(4.67) separately for each \( k \in K \setminus \bar{K} \). Since TCR problem is a CDR-problem with no interaction, \( \Delta_0(k) = \emptyset \) for any \( k \in K \setminus \bar{K} \) and \( \Sigma_k = \{ k \} \). Moreover, \( y_k - \sum_{m \in M} D_{km}x_{km} = 0 \) belongs to \( \Delta_+(k) \). The constraint set (4.66) corresponds to (4.11b) and imposes that the dual constraints (4.56) corresponding to the variables \( x_{km} \) for all \( m \in M \) such that \( B_{km} = 1 \) induced by any \( k \in K \setminus \bar{K} \) are not violated. The constraint (4.67) corresponds to (4.11e) and imposes the complementary slackness condition. Consequently, if the optimal objective of (4.64) is \( \zeta_{yx} = \bar{c}_k > 0 \), then the SRMP is augmented with \( y_k, x_{km} \) for all \( m \in M \) such that \( B_{km} = 1 \), and one new linking constraint of type (4.50), and \( y_k \) is the natural candidate to enter the basis during the next iteration of the column-and-row generation scheme. In order to warm-start the primal simplex algorithm to re-optimize the SRMP, the optimal basis from the previous iteration must be augmented with a new variable. This new basic variable \( x_{km} \) is provided by the optimal solution of (4.65)-(4.67) for \( y_k \) and corresponds to a tight constraint in (4.66).

For each \( k \in K \setminus \bar{K} \), the solution of (4.65)-(4.67) is trivial and \( \alpha_k = w_k = \min_{m \in M : B_{km} = 1} v_m \). We next formulate the correct termination criterion for a column-and-row generation algorithm for TCR in Theorem 4.2.1. The proof of this theorem follows from the analysis of the column-and-row generation algorithm given in Section 4.1. We then conclude with a small numerical example for which the stopping condition of [2] as stated in Claim 4.2.1 would lead to a premature termination of the column-and-row generation algorithm with a suboptimal solution. This example and a Lagrangian way to find a correct termination criterion are given in [60].
Theorem 4.2.1 The solution of the current SRMP is optimal for the LP relaxation of (4.48)-(4.53) if 
\[ c_k - \sum_{j \in J} A_{jk}u_j - \min_{m \in M : B_{km} = 1} v_m \leq 0 \text{ for every } k \in K \setminus \bar{K}, \text{ for each } k \in K. \]

Example 4.2.2 Consider an instance of TCR with 3 sites, 4 tours, 2 time periods, and assume that the SRMP is initialized with the first 3 three tours. All other data are specified in Table 4.4, where the optimal dual solution of the initial SRMP is provided in Columns “\(u_0^j\),” “\(w_0^k\),” and “\(v_0^m\).” The values of the non-zero variables in the corresponding optimal primal solution are \(y_0^1 = 1, x_{11}^0 = 1, y_2^0 = 0, y_3^0 = 1, x_{3}^0 = 1\) with an objective function value of 7.

Following Claim 4.2.1, the reduced cost of \(y_4\) is computed as
\[
\bar{c}_4 = c_4 - \sum_{j \in J} A_{4j}u_j^0 - \sum_{m \in M} B_{4m}v_m^0 = r_4 - (u_1^0 + u_3^0) - (v_1^0 + v_2^0) = -1,
\]
and the column-and-row generation algorithm terminates. However, the correct reduced cost of \(y_4\) is given by
\[
\bar{c}_4 = c_4 - \sum_{j \in J} A_{4j}u_j^0 - \min_{m \in M : B_{4m} = 1} v_m^0 = c_4 - (u_1^0 + u_3^0) - \min(v_1^0, v_2^0) = 2
\]
according to Theorem 4.2.1, and the column-and-row generation algorithm proceeds after augmenting the SRMP with \(y_4\). In the next iteration, re-solving the SRMP provides us with an optimal solution \(y_1^1 = 0, y_2^1 = 1, x_{21}^1 = 1, y_3^1 = 0, y_4^1 = 1, x_{42}^1 = 1\), and an associated objective value of 8. The corresponding optimal dual solution is displayed in columns titled “\(u_1^j\),” “\(w_1^k\),” and “\(v_1^m\)” in Table 4.4.
4.3 Mixed Column-Dependent-Rows Problems

Keeping the discussion on the CDR-problems with and with no interaction separate helped us to highlight the differences in developing the row-generating PSP for these two types of problems in the past sections. These tools of analysis may however also be combined to tackle CDR-problems in which some minimal variable sets are of cardinality one, while others are composed of two or more $y-$variables. We aptly refer to such problems as mixed CDR-problems. To the best of our knowledge, there is no study in the literature that deals with a mixed CDR-problem. Therefore, to complement our discussion with such an extension, we briefly describe a fictitious mixed CDR-problem in the subsequent part of this section.

Consider a tactical network design and vehicle routing problem defined on a directed network, where the set of nodes is represented by $K$. A demand $b_k$ is associated with each node of the network, and these demands have to be served daily by a set of routes originating and terminating at a depot, possibly located at two different nodes of the network. We pay a fixed cost of $c_k$ for opening a depot at a node $k \in K$, and each vehicle route incurs a cost of $d_n$. Assume that split deliveries are allowed, where the number of units delivered to customer $k$ by route $n$ is given by $B_{kn}$. The objective is to minimize the total fixed and routing costs. No more than $v_k$ vehicles may be dispatched from a depot at node $k$ to return to the same location. Such routes are referred to as tours. Similarly, the number of vehicles which originate at node $k$ and terminate at node $l$ cannot exceed $v_{kl}$. The set of tours starting at node $k$ is denoted by $N_k$, and $N_{kl}$ represents the set of routes emanating from node $k$ and finishing at node $l$. The set of all routes is given by $N = (\bigcup_{k \in K} N_k) \cup (\bigcup_{k,l \in K, k \neq l} N_{kl})$. The variable $y_{k}, k \in K$, takes the value one, if a depot is located at node $k$, and is zero otherwise. The binary variable $x_{n}, n \in N$, indicates whether tour/route $n$ is selected in the solution. Then,
the LP relaxation of this problem may be formulated as below:

\[
\begin{align*}
\text{minimize} & \quad \sum_{k \in K} c_k y_k + \sum_{n \in N} d_n x_n, \\
\text{subject to} & \quad \sum_{n \in N} B_{kn} x_n \geq b_k, \quad k \in K, \\
& \quad v_k y_k - \sum_{n \in N_k} x_n \geq 0, \quad k \in K, \\
& \quad v_{kl} y_k - \sum_{n \in N_{kl}} x_n \geq 0, \quad k, l \in K, \quad k \neq l, \\
& \quad v_{kl} y_l - \sum_{n \in N_{kl}} x_n \geq 0, \quad k, l \in K, \quad k \neq l, \\
& \quad 0 \leq y_k \leq 1, \quad k \in K, \quad 0 \leq x_n \leq 1, \quad n \in N.
\end{align*}
\] (4.68)

The objective (4.68) minimizes the total cost of opening depots and serving the customers by a set of routes. Constraints (4.69) ensure that the customer demands are satisfied. The set of linking constraints (4.70) prescribe that a tour associated with \( k \in K \) is not selected unless a depot is located at node \( k \). Similarly, a route from node \( k \) to node \( l \) requires that a depot is present at both nodes \( k \) and \( l \) as described by the set of linking constraints (4.71)-(4.72).

This problem is a special case of the generic model (MP), where \( A, a, \) and \( r \) are zero, and \( M = K \). In general, the number of routes in the problem may grow exponentially which motivates a column generation algorithm for solving the formulation (4.68)-(4.73). If, in addition, the number of nodes in the network is large, then this would merit a column-and-row generation approach because including all \( \mathcal{O}(|K|^2) \) linking constraints in the formulation (4.68)-(4.73) directly would be computationally prohibitive. The column-and-row generation would be initialized with a small number of depots located at nodes \( k \in \bar{K} \) and a set of associated routes so that the initial SRMP is feasible. For this problem, no \( y-PSP \) is required because the generation of a new \( y \)-variable is only meaningful if associated \( x \)-variables and linking constraints are introduced into the SRMP along with it. In the \( x-PSP \), we either construct a tour associated with a depot at a node \( k \in \bar{K} \) or a route from a depot at a node \( k \in \bar{K} \).
to a depot at a node $l \in \bar{K}$. In the row-generating PSP for $y_k$, \{y_k\} is a minimal variable set of cardinality one for a single linking constraint (4.70). The remaining minimal variable sets are either of the form \{y_k, y_l\} or \{y_l, y_k\}, depending on whether routes are generated from node $k$ to node $l$ or vice versa. That is, except for one, all minimal variable sets in the row-generating PSP for $y_k$ are of cardinality two and induce two linking constraints (4.71)-(4.72). In both cases, $y-$variables generate the associated $x-$variables, and the linking constraints are redundant until all variables in the associated minimal variable set take positive values. Thus, both Assumptions 3.1.1 and 3.1.2 are satisfied. Note that there is a one-to-one correspondence between the minimal variable sets and the linking constraints. Moreover, the linking constraints are in the form mandated by (3.1) in Assumption 3.1.3. We conclude that the problem at hand is a mixed CDR-problem and is amenable to the column-and-row generation framework devised in this chapter. We only need to pay attention to set up (4.11) in the row-generating PSP properly depending on the cardinality of the associated minimal variable set.
Chapter 5

COMBINATION WITH LAGRANGIAN RELAXATION

In this chapter, we consider another approach based on combining Lagrangian relaxation (LR) and column generation (CG) to solve the CDR problems. This approach results from a different observation than that in Chapter 4 because the increase in the number of rows must now be taken into account by an increase in the number of Lagrange multipliers. More explicitly, the generation of a minimal variable set \( \{y_k \mid k \in S_K\} \) triggers the generation of \( \{x_n \mid n \in S_N(S_K)\} \) and a set of linking constraints \( \Delta(S_K) \), which is dualized in the objective function so that a set of new multipliers are added to the set of existing Lagrange multipliers. In the next section, we give an introduction to the combination of LR and CG algorithms and present a methodology that combines these two approaches to solve the CDR problems. In the second section, we apply this algorithm to the TCR problem which belongs to the class of CDR-problems. Moreover, we conduct computational experiments for this problem on a set of randomly generated instances. The performance of this algorithm is compared with that of the simultaneous column-and-row generation algorithm defined in Chapter 4.

5.1 Proposed Solution Method

Column Generation vs. Lagrangian Relaxation. LR and CG algorithms are two prominent algorithms to solve integer programming problems. CG algorithm is used
to solve Dantzig-Wolfe decompositions although this algorithm can also be applied directly to a compact formulation, e.g., as in vehicle routing problem with time-windows. The relationship between Dantzig-Wolfe decomposition and Lagrangian relaxation is significant. As we explained in Chapter 2, LR is obtained by dualizing exactly those constraints that are the linking constraints in the Dantzig-Wolfe decomposition. Moreover, the subproblems in the corresponding LR and CG algorithms are identical except for a constant in the Lagrangian subproblems. In the column generation procedure, the values for the dual variables are obtained by solving the LP relaxation of the RMP, whereas in the LR, the Lagrange multipliers can be updated by the simple subgradient optimization (see [47] for a detailed comparison of these methods).

Both approaches have advantages and disadvantages. For example, in CG, while solving the RMP by the simplex algorithm, a tailing-off effect; i.e., slow convergence towards the optimum in the final phase of the algorithm, is generally observed. In LR, the subgradient optimization method provides a fast update of the Lagrange multipliers but we usually have to stop the procedure without a proof of optimality. There exist approaches which combine these two methods to exploit the strengths of both. An overview of the possible combinations of these methods is given in [47]. They discuss two ways in which the two methods can be combined efficiently:

- LR can be applied to the master problem to approximate the optimal values of the dual variables. Two examples using this combination are [15] and [48], which solve the discrete lot-sizing and scheduling problem. LR is employed to solve the master problem in order to reduce the degeneracy.

- In the second one, LR can be used on the original formulation of the problem to generate columns since the pricing subproblem in Dantzig-Wolfe decomposition is the same as the LR subproblem except for a constant. Hence, after the pricing subproblem finds a negative reduced cost column, LR is solved by subgradient optimization and the generated columns are added to the RMP. These subgradient iterations are considerably faster than solving the RMP at each iteration. An example using this combination is given in [6], which solves the plant location
It is clear that we can apply the former combination to CDR problems by dualizing the linking constraints into the objective function. For a given set of multipliers \( w \geq 0 \), the resulting LR problem is given by

\[
Z(w) = \text{minimize} \quad \sum_{k \in K} c_k y_k + \sum_{n \in N} d_n x_n + \\
\sum_{i \in I} w_i (r_i - \sum_{k \in K} C_{ik} y_k - \sum_{n \in N} D_{in} x_n),
\]

subject to

\[
\sum_{k \in K} A_{jk} y_k \geq a_j, \quad j \in J, \tag{5.1}
\]

\[
\sum_{n \in N} B_{mn} x_n \geq b_m, \quad m \in M,
\]

\[
y_k \geq 0, \quad k \in K; \quad x_n \geq 0, \quad n \in N.
\]

The dual of (5.1) then becomes

\[
\text{maximize} \quad \sum_{j \in J} a_j u_j + \sum_{m \in M} b_m v_m + \sum_{i \in I} r_i w_i,
\]

subject to

\[
\sum_{j \in J} A_{jk} u_j \leq c_k - \sum_{i \in I} C_{ik} w_i, \quad k \in K, \tag{5.2}
\]

\[
\sum_{m \in M} B_{mn} v_m \leq d_n - \sum_{i \in I} D_{in} w_i, \quad n \in N,
\]

\[
u_j \geq 0, \quad j \in J; \quad v_m \geq 0, \quad m \in M,
\]

where \( \{u_j|j \in J\} \) and \( \{v_m|m \in M\} \) are the sets of dual variables corresponding to the first and the second constraint sets of (5.1), respectively, and \( \{w_i|i \in I\} \) is the set of Lagrange multipliers. Suppose that the optimal objective function value of the original CDR problem is \( Z \). The optimal objective function value of (5.1) for any \( w \geq 0 \) is \( Z(w) \leq Z \). To find the best possible lower bound attainable through (5.1) we solve the Lagrangian dual (LD) problem

\[
Z_{LD} = \max_{w \geq 0} Z(w). \tag{5.3}
\]
Since the LR problem in (5.1) is a LP problem, that, the extreme points can be fractional, theoretically $Z_{LD} = Z$ (see [62] for the formal explanations of these statements).

**Subgradient Optimization.** Subgradient optimization algorithm is an iterative method and at each iteration problem (5.1) is solved. The values of the multipliers are initialized as $\mathbf{w}^0$. Let $(y^t(w^t), x^t(w^t))$ be the optimal, possibly infeasible, primal solution when (5.1) is solved at iteration $t$ using the multiplier vector $w^t$. Additionally, let $g^t_i, i \in I$ be the subgradient vector associated with the relaxed constraints. The entries of this vector are calculated as $g^t_i = (r_i - \sum_{k \in K} C_{ik} y^t_k(w^t) - \sum_{n \in N} D_{in} x^t_n(w^t)), i \in I$. The values of the multipliers can be updated in a subgradient step as follows:

$$u^{t+1}_i = \max(0, w^t_i + \lambda^t g^t_i), \quad (5.4)$$

$$\lambda^t = \frac{\theta(UB - Z(w^t))}{\sum_{i \in I} (g^t_i)^2}, \quad (5.5)$$

where $\lambda^t$ is the step size, $UB$ is the objective function value of any feasible solution to the problem. The parameter $\theta$ is initialized. If there is no progress (increase) in the lower bound for some given number of iterations, say $S$, then $\theta$ is updated as $\theta \to \theta/2$. The subgradient iterations are terminated when a given number of iterations are performed or $\theta$ is lower than a given small value. The lower bound value $Z(w^t)$ is not a nondecreasing function of $t$. Hence, we denote the maximum lower bound found over all subgradient iterations as $Z_{max}$. It is updated at each subgradient iteration as $Z_{max} = \max(Z_{max}, Z(w^t))$. At the end of the subgradient phase, the Lagrange multipliers and $Z_{max}$ are approximations of the optimal dual variables and $Z_{LD}$, respectively. Using these multipliers, problem (5.1) is solved again. We refer to [10, 43, 44] for details about the implementation of subgradient optimization.

**Solution Approach.** In this section, we give the details of the combination of CG and LR algorithms, denoted by CG-LR, to solve the CDR problems. If the number of variables in (5.1) is large, we can solve this problem by column generation by replacing the sets $K, N$ by their subsets $\bar{K}$ and $\bar{N}$, respectively, to form the RMP. Note that the
set of constraints in this model is known in contrast to the SRMP given in Chapter 3, where the new rows are added to the model on the fly. Hence, we no longer call this problem SRMP, but solely RMP. Additionally, the notation SRMP(\(\tilde{K}, \tilde{N}, I(\tilde{K}, \tilde{N})\)) defined in Chapter 4 now reduces to RMP(\(\tilde{K}, \tilde{N}, I(\tilde{K}, \tilde{N})\)) where the last set is the set of existing multipliers residing in the objective function. There is a set of multipliers \(w_i, i \in I \setminus I(\tilde{K}, \tilde{N})\) which does not exist in the objective function since the associated constraints have not been generated. The resulting LR problem at iteration \(T\) of the column generation algorithm is given by

\[
Z^T(w) = \min \sum_{k \in \tilde{K}} c_k y_k + \sum_{n \in \tilde{N}} d_n x_n + \sum_{i \in I(\tilde{K}, \tilde{N})} w_i (r_i - \sum_{k \in \tilde{K}} C_{ik} y_k - \sum_{n \in \tilde{N}} D_{in} x_n),
\]

subject to

\[
\sum_{k \in \tilde{K}} A_{jk} y_k \geq a_j, \quad j \in J,
\]

\[
\sum_{n \in \tilde{N}} B_{mn} x_n \geq b_m, \quad m \in M,
\]

\[
y_k \geq 0, k \in \tilde{K}; \quad x_n \geq 0, n \in \tilde{N}.
\]

Reorganizing the terms in the model above, the LR problem becomes

\[
Z^T(w) = \min \sum_{k \in \tilde{K}} (c_k - \sum_{i \in I(\tilde{K}, \tilde{N})} C_{ik} w_i) y_k + \sum_{n \in \tilde{N}} (d_n - \sum_{i \in I(\tilde{K}, \tilde{N})} D_{in} w_i) x_n + \sum_{i \in I(\tilde{K}, \tilde{N})} w_i r_i,
\]

subject to

\[
\sum_{k \in \tilde{K}} A_{jk} y_k \geq a_j, \quad j \in J,
\]

\[
\sum_{n \in \tilde{N}} B_{mn} x_n \geq b_m, \quad m \in M,
\]

\[
y_k \geq 0, k \in \tilde{K}; \quad x_n \geq 0, n \in \tilde{N}.
\]

This problem decomposes into separate problems for \(y\) and \(x\). The resulting Lagrangian dual problem is

\[
Z_{LD}^T = \max_{w_i \geq 0, i \in I(\tilde{K}, \tilde{N})} Z^T(w).
\]
which is solved by the subgradient optimization method. At each iteration of the subgradient optimization algorithm, the LP problem (5.6)-(5.9) is solved. Using the values of the dual variables \( \{u_j|j \in J\}, \{v_m|m \in M\}, \) and multipliers \( \{w_i|i \in I(\bar{K}, \bar{N})\} \) obtained by the subgradient optimization, we solve one of the PSPs, which are \( y-, x-\)PSPs and row generating PSP, to detect the negative reduced cost variables. The mechanism of the CG-LR algorithm is exactly like that given in Figure 4.1 in Chapter 4. Additionally, the definitions of the PSPs are similar to those given in Chapter 4 since the dual constraints in (5.2) are the same as (DMP-y) and (DMP-x). However, the values of the dual variables \( \{u_j|j \in J\}, \{v_m|m \in M\}, \) and multipliers \( \{w_i|i \in I(\bar{K}, \bar{N})\} \) to check the feasibility in the dual constraints in (5.2) are provided by the subgradient optimization instead of the simplex method. Moreover, the newly added rows resulting from the row-generating PSP are dualized in the objective function so that we add a set of multipliers to the existing multipliers. More explicitly, the generation of a minimal variable set \( \{y_k|k \in S_K\} \) triggers the generation of \( \{x_n|n \in S_N(S_K)\} \) and a set of linking constraints \( \Delta(S_K) \) which is dualized in the objective function so that a set of new multipliers \( \{w_i|i \in \Delta(S_K)\} \) is added to the set of existing Lagrange multipliers. This chapter provides a different perspective for the unknown dual variables defined in Chapter 4. Later, we explain the row-generating PSP from this perspective.

Dualizing a new constraint is also used in relax-and-cut where Lagrangian bounds are attempted to be improved by dynamically strengthening relaxations with the introduction of valid inequalities (see [41, 52, 56] for the details of the relax-and-cut algorithm). This algorithm avoids dualizing the set of all constraints (cuts) in exponential size to the objective function but adds them dynamically by utilizing a cut pool strategy. In relax-and-cut, the added constraints are violated constraints and are detected by solving a separation problem but in our case, the constraints to be added are not violated and they must be considered when solving the row-generating PSP.

Finally, we elaborate on one more issue related to the upper-bounding before we move on to the row-generating PSP. Recall that \( Z \) is the optimal objective function value of (MP). Suppose that LR is applied to solve the CDR problem defined as (MP). To solve the Lagrangian dual problem by subgradient optimization, we use \( UB \), which
can be obtained by using a heuristic, as the objective function value of a primal feasible solution to (MP). $UB$ is valid throughout the algorithm since at each iteration of the subgradient optimization algorithm, the LR problem, which provides a lower-bound on $Z$, is solved. However, when (MP) is solved by CG-LR, at some iteration of the column generation, say $T$, the value of $Z_{LD}^T$ is an approximation to the optimal objective function value of RMP, $Z_{LD}^T \approx Z^T$. Moreover, we know that at the same iteration $T$, the objective function value is also an upper bound on $Z$ such that $Z^T \geq Z$. Hence, if $Z^T > UB$, then $UB$ is not a valid upper bound on the optimal objective function of the RMP. This situation can be seen in Figure 5.1. The subgradient optimization cannot reach $Z_{LD}^T$ since the step length $\lambda$ defined in (5.4) approaches to zero when $Z^T(w) \approx UB$. Moreover, the multipliers are misguided at the subgradient update given in (5.4) since the step size $\lambda$ is negative when $Z^T(w) > UB$. To overcome this issue, we use the objective function value of the previous Lagrangian dual problem $Z_{LD}^{T-1}$ as the upper-bound for iteration $T$ of column generation as long as $UB < Z_{LD}^{T-1}$. When $UB \geq Z_{LD}^{T-1}$, $UB$ is valid and we use it as the upper bound because using $Z_{LD}^{T-1}$ as the upper bound at the latest iterations of column generation causes slow convergence, as observed in computational experiments.

The case in Figure 5.1 is also observed in [48]. At various steps during the column generation process, they construct a good feasible integer solution starting from the current solution of the RMP. This upper-bound is valid since it is obtained through a heuristic considering only the existing variables in the RMP.

Figure 5.1: Bounding in the CG-LR Algorithm.

Before invoking the row-generating PSP, neither $y$- nor $x$-PSP results in a negative reduced cost column using the set of constraints in RMP and the set of multipliers $w_i, i \in I(\bar{K}, \bar{N})$ in the objective function of RMP. However, there may be some minimal variable sets not in RMP which induce a set of $x-$variables and a set of linking constraints. There are Lagrange multipliers associated with these linking constraints in the objective function which are not generated yet.
Remark 5.1.1 Assumption 3.1.2 given in Chapter 3 implies that a feasible solution of RMP does not violate any missing linking constraint \((i \in I \setminus (\bar{K}, \bar{N}))\) before all variables in at least one of the associated minimal variable sets are added to the RMP. If we initialize the multipliers with value zero, a multiplier remains at zero after a subgradient iteration as long as the associated constraint is not violated. However, \(g_i^t > 0\) may affect the calculation of \(\lambda^t\). As in [10], we choose to set \(g_i^t = 0\) whenever \(g_i^t > 0\) and \(w_i = 0\).

The row-generating PSP, as explained in Chapter 3, generates a family of the index sets of the form \(S^k_K\), denoted by \(F_k\). The generation of \(F_k\) prompts the generation of a set of \(y\)-variables indexed by \(\Sigma_k\), a set of \(x\)-variables indexed by \(S_N(\Sigma_k)\) and a set of linking constraints \(\Delta(\Sigma_k)\) which is dualized in the objective function with multipliers \(\{w_i|i \in \Delta(\Sigma_k)\}\). Also, the reduced costs \(\bar{c}_k\) and \(\bar{d}_n\) for \(y_k\) and \(x_n, n \in S_N(S^k_K)\), respectively, are expressed as below for any given \(y_k\), an associated \(F_k\), and \(S^k_K \in F_k\):

\[
\bar{c}_k = c_k - \sum_{j \in J} A_{jk}u_j - \sum_{i \in I(\bar{K}, \bar{N})} C_{ik}w_i - \sum_{i \in \Delta(\Sigma_k)} C_{ik}w_i, \tag{5.11}
\]

\[
\bar{d}_n = d_n - \sum_{m \in M} B_{mn}v_m - \sum_{i \in \Delta(S^k_K)} D_{in}w_i \tag{5.12}
\]

In (5.11)-(5.12), the values of the dual variables \(\{u_j|j \in J\}, \{v_m|m \in M\}\) and \(\{w_i|i \in I(\bar{K}, \bar{N})\}\), are retrieved from the subgradient optimization and due to Remark given above, \(w_i = 0, i \in \Delta(\Sigma_k)\) can be selected. It may result that \(\bar{c}_k > 0, k \in \Sigma_k\) and \(\bar{d}_n < 0\) for some \(n \in S_N(\Sigma_k)\). Hence, \(\{y_l|l \in \Sigma_k\}\) and \(\{x_n|n \in S_N(\Sigma_k)\}\) are added to the RMP and the linking constraints \(\Delta(\Sigma_k)\) are dualized to the objective function. According to the Assumption 3.1.3, the set of linking constraints \(\Delta(\Sigma_k)\) imposes that \(x_n\) cannot assume a positive value until all variables in \(S^k_K\) have a positive value. However, these linking constraints are dualized to the objective function with multipliers so that \(x_n\) can take positive values and some of the constraints in \(\Delta(\Sigma_k)\) are violated. Hence, the values of the associated multipliers \(\{w_i|i \in \Delta(\Sigma_k)\}\) are increased in the subgradient iteration. The question is whether we can we avoid such subgradient iterations by estimating the values of the new multipliers. It boils down to a look-ahead procedure.
as given in Chapter 4.

Suppose that for a given family of index sets $F_k$ that minimizes the reduced cost of a variable $y_k$, we use the procedure given in Chapter 4 to determine the starting values of the new multipliers \( \{ w_i | i \in \Delta(S^K_k) \} \) for each $S^K_k \in F_k$. This is accomplished by an implicit construction of a basic optimal solution to RMP($\hat{K}, \hat{N} \cup S_N(\Sigma_k), I(\hat{K}, \hat{N}) \cup \Delta(\Sigma_k)$). Moreover, the values of the multipliers \( \{ w_i | i \in \Delta(S^K_k) \} \) are determined by solving the two-stage problem (4.11a)-(4.11e) defined in Chapter 4 and they satisfy the following conditions:

1. The objective in (4.11a) makes sure that the minimum possible reduced cost of $y_k, k \in K \setminus \hat{K}$ is obtained.
2. The constraints (4.11c)-(4.11d) impose that $w_i = 0, i \in \Delta_0(\Sigma_k)$ and $w_i \geq 0, i \in \Delta_+(S^K_k)$ where $C_{il} = 0, l \in \hat{K}$ and $D_{in} = 0, n \in \hat{N}$ for $i \in \Delta_+(S^K_k)$. Hence, the reduced costs of the variables \( \{ y_l | l \in \hat{K} \} \) and \( \{ x_n | n \in \hat{N} \} \) do not change.
3. According to (4.11b), the reduced costs of \( \{ x_n | n \in S_N(\Sigma_k) \} \) are nonnegative. Hence, the dualization of the new linking constraint set $\Delta(\Sigma_k)$ with multipliers satisfying (4.11b)-(4.11d) results in a set of variables \( \{ x_n | n \in S_N(\Sigma_k) \} \) having nonnegative reduced cost added to RMP($\hat{K}, \hat{N}, I(\hat{K}, \hat{N})$). Therefore, the optimal values of the dual variables \( \{ u_j | j \in J \} \), \( \{ v_m | m \in M \} \), and \( \{ w_i | i \in I(\hat{K}, \hat{N}) \} \) in RMP($\hat{K}, \hat{N}, I(\hat{K}, \hat{N})$) do not change and the values set for \( \{ w_i | i \in \Delta(\Sigma_k) \} \) in the row-generating PSP are optimal for RMP($\hat{K}, \hat{N} \cup S_N(\Sigma_k), I(\hat{K}, \hat{N}) \cup \Delta(\Sigma_k)$).
4. Lastly, the complementary slackness condition (4.11e) imposes that $|\Delta(S^K_k)|$ of the tight constraints in (4.11b)-(4.11d) are linearly independent. In general, the subgradient optimization algorithm does not necessarily need this condition to terminate. However, the values of the new multipliers \( \{ w_i | i \in \Delta(\Sigma_k) \} \) determined by (4.11a)-(4.11e) are the optimal dual variable values resulting from the solution of RMP($\hat{K}, \hat{N} \cup S_N(\Sigma_k), I(\hat{K}, \hat{N}) \cup \Delta(\Sigma_k)$) as mentioned in the previous item. If RMP($\hat{K}, \hat{N} \cup S_N(\Sigma_k), I(\hat{K}, \hat{N}) \cup \Delta(\Sigma_k)$) is solved by subgradient optimization starting with $w_i = 0, i \in \Delta(\Sigma_k)$, then the values of the multipliers \( \{ w_i | i \in \Delta(\Sigma_k) \} \)
would be the approximations of those found by (4.11a)-(4.11e) when the subgradient optimization terminates. Due to constraint (4.11e), the reduced cost of some \( x_n, n \in S_X(\Sigma_k) \) may be zero; i.e., (4.11b) is tight for \( x_n \). This means that there is an alternate optimal solution for RMP\( (\bar{K}, \bar{N} \cup S_X(\Sigma_k), I(\bar{K}, \bar{N}) \cup \Delta(\Sigma_k)) \). However, \( x_n \) is not allowed to enter the basis until \( \Sigma_k \) is added to RMP, which is possible only if \( \bar{c}_k < 0 \).

Hence, if the objective function value of the two-stage problem is negative, it means that a variable \( y_k \) has negative reduced cost and it enters the basis. Then, \( \{x_n | n \in S_X(\Sigma_k)\} \) are allowed to enter the basis. Therefore, with this strategy, we prevent the premature violation in the new dualized constraints \( \Delta(\Sigma_k) \) by assigning the values of \( \{w_i | i \in \Delta(\Sigma_k)\} \) properly.

We use the above strategy to find the values of the multipliers \( \{w_i | i \in \Delta(\Sigma_k)\} \) to solve the PSP correctly. However, in implementing the subgradient optimization algorithm, the new multipliers \( \{w_i | i \in \Delta(\Sigma_k)\} \) can also be initialized to zero, which is the convention in the literature. Therefore, the multipliers for the new dualized constraints are initialized either to zero or to the value found by the row-generating PSP.

It is stated in [10] that how quickly the subgradient procedure terminates is relatively insensitive to the initial choice of the multipliers. Both approaches converge to the same Lagrangian dual solution but we shall show through our computational experiments that the initialization with the value found by the row-generating subproblem is more beneficial in terms of computation time. The reason is that the values found by the row-generating subproblem act as a penalty to prevent a violation in the new set of linking constraints.
5.2 An Application to The Time-Constrained Routing Problem

We use LR to relax the linking constraints (4.51) using the dual multipliers $w_k$. Then, the resulting problem is given by

$$Z(w) = \text{maximize} \sum_{k \in K} (c_k - w_k) y_k + \sum_{k \in K} w_k \sum_{m \in M} D_{km} x_{km}, \quad (5.13)$$

subject to

$$\sum_{k \in K} A_{jk} y_k \leq 1, \quad j \in J, \quad (5.14)$$

$$\sum_{k \in K} B_{km} x_{km} = 1, \quad m \in M, \quad (5.15)$$

$$y_k \in \{0, 1\}, \quad k \in K, \quad (5.16)$$

$$x_{km} \in \{0, 1\}, \quad k \in K, m \in M. \quad (5.17)$$

where the multipliers $w$ are unrestricted in sign, since the dualized constraints are of equality type. To solve the LP relaxation of this problem by column generation, we replace the set $K$ by $\bar{K}$. Then, the RMP at iteration $T$ of column generation becomes

$$Z^T(w) = \text{maximize} \sum_{k \in K} (c_k - w_k) y_k + \sum_{k \in K} w_k \sum_{m \in M} D_{km} x_{km}, \quad (5.18)$$

subject to

$$\sum_{k \in \bar{K}} A_{jk} y_k \leq 1, \quad j \in J, \quad (5.19)$$

$$\sum_{k \in \bar{K}} B_{km} x_{km} = 1, \quad m \in M, \quad (5.20)$$

$$y_k \in [0, 1], \quad k \in \bar{K}, \quad (5.21)$$

$$x_{mn} \in [0, 1], \quad m \in M, n \in N. \quad (5.22)$$
Note that for a given set of multipliers \( \{w_k | k \in \bar{K} \} \), the above problem is separated into two problems. The first one is

\[
Z_1^T(w) = \maximize \sum_{k \in \bar{K}} (c_k - w_k) y_k, \tag{5.23}
\]
subject to \[
\sum_{k \in \bar{K}} A_{jk} y_k \leq 1, \quad j \in J, \tag{5.24}
\]
\[
y_k \in [0, 1], \quad k \in \bar{K}, \tag{5.25}
\]

which is a continuous relaxation of the set-packing problem. The second problem is

\[
Z_2^T(w) = \maximize \sum_{k \in \bar{K}} w_k \sum_{m \in M} D_{km} x_{km}, \tag{5.26}
\]
subject to \[
\sum_{k \in \bar{K}} B_{km} x_{km} = 1, \quad m \in M, \tag{5.27}
\]
\[
x_{mn} \in [0, 1], \quad m \in M, n \in N. \tag{5.28}
\]

The solution of this problem is straightforward, since for each \( m \in M \) we can select \( x_{km} \) with the maximum objective function coefficient.

The value of the relaxation, \( Z^T(w) \), is the summation of the objective function value of these two problems such that \( Z^T(w) = Z_1^T(w) + Z_2^T(w) \). Then the Lagrangian dual problem at iteration \( T \) of column generation is simply given by

\[
Z_{LD}^T = \min_{w_k, k \in \bar{K}} Z^T(w). \tag{5.29}
\]

This Lagrangian dual problem is solved and \( Z_{LD}^T \) is found by subgradient optimization algorithm. Let \( (y^*(w^t), x^*(w^t)) \) be the optimal, possibly infeasible, primal solution when (5.23)-(5.25) and (5.26)-(5.28) are solved at iteration \( t \) using the multiplier vector \( \{w_k^t | k \in \bar{K} \} \). Additionally, let \( g_k^t, k \in \bar{K} \) be the subgradient vector associated with the existing relaxed constraints. The entries of this vector are calculated as \( g_k^t = (y_k^t(w^t) - \sum_{m \in M} D_{km} x_{km}^t(w^t)), k \in \bar{K} \). The values of the multipliers can be updated in a subgradient step as follows:
\[
\begin{align*}
    w_k^{t+1} &= w_k^t + \lambda^t g_k^t, \\
    \lambda^t &= \frac{\theta(Z^T(w^t) - LB)}{\sum_{k \in K} (g_k^t)^2},
\end{align*}
\]

The parameters and the termination criterion for the subgradient optimization are given later when we give the computational results. After finding the solution with subgradient optimization, we solve the row-generating PSP

\[
\zeta_{yx} = \max_{k \in K \setminus \bar{K}} c_k - \sum_{j \in J} A_{jk} u_j - \alpha_k
\]

subject to \( w_k \leq v_m, \quad m \in \{m \in M : B_{km} = 1\}, \)

\[
\text{at least one constraint in (5.34) is tight,}
\]

where \( \{u_j | j \in J\} \) and \( \{v_m | m \in M\} \) are the dual variables corresponding to (5.24) and (5.27), respectively. Note that \( \{v_m | m \in M\} \) can simply be obtained by

\[
v_m = \max_{k \in K : B_{km} = 1} w_k.
\]

Clearly, the model given by (5.32)-(5.35) is quite similar to (4.64)-(4.67). If \( \zeta_{yx} < 0 \), then \( y_k, x_{km} \) for all \( m \in M \) such that \( B_{km} = 1 \) and a new multiplier corresponding to the linking constraint \( k \) are added to RMP. The solution of problem (5.33)-(5.35) is \( \alpha_k = w_k = \min_{m \in M : B_{km} = 1} v_m \) and the \( x_{km} \)-variable, for which (5.34) is satisfied with equality, has zero reduced cost. In Chapter 4, this variable is used to augment the optimal basis. However, in CG-LR, the new linking constraint indexed by \( k \) is dualized to the objective function with \( w_k \). Hence, allowing \( x_{km} \) to enter the basis may violate this constraint. Therefore, we prevent it from entering the basis before \( y_k \) enters the RMP.

Next, we conduct computational experiments for TCR problem. We compare
the performance of CG-LR against the CRG algorithm given in Chapter 4 on a set of randomly generated instances. In [2], all possible tours are enumerated by checking several feasibility rules. Moreover, some dominance rules are used to speed up the tour enumeration. In this thesis, since we are only concerned with the performances of the algorithms, the tours are generated in a different manner: The number of sites that can be visited are selected as 50 and 150 and the vacation period is taken as 5 days. A single tour can visit at most four sites that are selected randomly. Each site is randomly assigned a rating uniformly distributed between 1 and 100, and the objective function coefficient of a tour is defined as the sum of the ratings of the sites visited in the tour. Moreover, the days in the vacation period in which the tours can take place are also determined randomly. We generate from 10,000 to 100,000 tours.

In contrast to the algorithm in [2], no initial set of tours are selected to form the SRMP. Instead, an artificial variable \( s_m \) with an objective function value of \(-R\), where \( R \) is a large number, is added to the model as follows:

\[
\sum_{k \in K} B_{km} x_{km} + s_m = 1, \quad m \in M. \tag{5.37}
\]

The CRG algorithm is initialized with only artificial variables and as new columns are added, primal feasibility is achieved and the artificial variables are deleted.

Recall that in Section 5.1 we give a discussion on the use of an upper-bound in the updating phase of the subgradient optimization algorithm. Since TCR is a maximization problem, we need a lower-bound to use in subgradient updating. Three different lower-bounding methods, as mentioned in Section 5.1, are used in our experiments with CG-LR. The first one uses \( LB \), which is the objective function value of some primal feasible solution obtained by a heuristic algorithm. We refer to the results obtained with this lower-bounding as CG-LR1 in Table 5.1. As the second lower-bounding method, we use the objective function value of the previous Lagrangian dual problem, \( Z_{LD}^{\Gamma-1} \), as the lower-bound for iteration \( T \) of column generation whenever \( LB > Z_{LD}^{\Gamma-1} \). Otherwise; i.e., when \( LB \leq Z_{LD}^{\Gamma-1} \), we use \( LB \). The results obtained with this lower-bounding method are given in Table 5.1 as CG-LR2. The last lower-bounding method uses only
$Z_{LD}^{-1}$ as the lower-bound and its results are listed as CG-LR3 in Table 5.1. To warm start these three CG-LR algorithms, we start with a set of columns that is feasible for (MP). Hence, unlike the CRG algorithm, using artificial variables to initialize the CG-LR algorithms is not necessary. This is done by a brute force procedure, in which the tours are added to the model in their index order until a feasible solution is obtained. Moreover, as mentioned previously, the initial $LB$ can be obtained by a heuristic algorithm. We assume that the value of $LB$ is given by an oracle as $0.95Z$, where $Z$ is the optimal objective function value of (MP). A heuristic algorithm for the TCR could be developed or a rounding algorithm may be called at some points in column generation to find the value of $LB$.

Moreover, in the application of the subgradient optimization algorithm, we use the following parameters: $\theta$ is initialized with value 1.5 and if there is no progress (decrease) in the upper bound for 10 iterations, $\theta$ is halved. The subgradient iterations are terminated when 250 iterations are performed or $\theta < 0.05$. Naturally, an increase in these parameters improves the approximation of the multipliers to the optimal dual variables at the expense of increasing computational times.

The results are given in Table 5.1, where “OFV” denotes the objective function value, “Time” denotes the computation time in seconds and “# Col.” denotes the number of $y$-variables generated in the column generation algorithm. The optimal objective function value of (MP) is given under the CPLEX column but recall that CRG also finds the optimal value. Objective function values reported for CG-LR algorithms are the approximations of the optimal values, since the stopping criteria of the subgradient optimization are not exact.
Table 5.1: Comparison of algorithms on TCR test instances.

<table>
<thead>
<tr>
<th>Instances</th>
<th>CPLEX</th>
<th>CRG</th>
<th>CG-LR1</th>
<th>CG-LR2</th>
<th>CG-LR3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OFV</td>
<td>Time</td>
<td># Col.</td>
<td>OFV</td>
<td>Time</td>
</tr>
<tr>
<td>10000-50-5-5</td>
<td>1,612.00</td>
<td>3.89</td>
<td>29</td>
<td>1,612.70</td>
<td>58</td>
</tr>
<tr>
<td>20000-50-5-5</td>
<td>1,605.00</td>
<td>13.45</td>
<td>29</td>
<td>1,605.36</td>
<td>81</td>
</tr>
<tr>
<td>30000-50-5-5</td>
<td>1,687.00</td>
<td>26.72</td>
<td>29</td>
<td>1,689.07</td>
<td>90</td>
</tr>
<tr>
<td>40000-50-5-5</td>
<td>1,466.00</td>
<td>49.86</td>
<td>25</td>
<td>1,467.10</td>
<td>104</td>
</tr>
<tr>
<td>50000-50-5-5</td>
<td>1,584.00</td>
<td>86.46</td>
<td>24</td>
<td>1,585.56</td>
<td>74</td>
</tr>
<tr>
<td>60000-50-5-5</td>
<td>1,525.00</td>
<td>107.09</td>
<td>24</td>
<td>1,529.71</td>
<td>120</td>
</tr>
<tr>
<td>70000-50-5-5</td>
<td>1,480.00</td>
<td>130.86</td>
<td>28</td>
<td>1,481.52</td>
<td>103</td>
</tr>
<tr>
<td>80000-50-5-5</td>
<td>1,568.00</td>
<td>166.27</td>
<td>25</td>
<td>1,569.20</td>
<td>137</td>
</tr>
<tr>
<td>90000-50-5-5</td>
<td>1,557.00</td>
<td>214.61</td>
<td>27</td>
<td>1,558.45</td>
<td>89</td>
</tr>
<tr>
<td>100000-50-5-5</td>
<td>1,500.00</td>
<td>280.84</td>
<td>29</td>
<td>1,501.30</td>
<td>72</td>
</tr>
<tr>
<td>110000-50-5-5</td>
<td>1,805.20</td>
<td>1.22</td>
<td>17</td>
<td>1,805.63</td>
<td>24</td>
</tr>
<tr>
<td>120000-50-5-5</td>
<td>1,783.00</td>
<td>2.88</td>
<td>13</td>
<td>1,784.01</td>
<td>21</td>
</tr>
<tr>
<td>130000-50-5-5</td>
<td>1,719.50</td>
<td>5.78</td>
<td>10</td>
<td>1,720.14</td>
<td>23</td>
</tr>
<tr>
<td>140000-50-5-5</td>
<td>1,862.40</td>
<td>10.09</td>
<td>17</td>
<td>1,863.41</td>
<td>25</td>
</tr>
<tr>
<td>150000-50-5-5</td>
<td>1,820.67</td>
<td>43.72</td>
<td>20</td>
<td>1,822.35</td>
<td>27</td>
</tr>
<tr>
<td>160000-50-5-5</td>
<td>1,785.14</td>
<td>24.00</td>
<td>19</td>
<td>1,786.55</td>
<td>26</td>
</tr>
<tr>
<td>170000-50-5-5</td>
<td>1,880.50</td>
<td>27.69</td>
<td>20</td>
<td>1,881.61</td>
<td>27</td>
</tr>
<tr>
<td>180000-50-5-5</td>
<td>1,810.60</td>
<td>95.80</td>
<td>23</td>
<td>1,811.45</td>
<td>32</td>
</tr>
<tr>
<td>190000-50-5-5</td>
<td>1,884.14</td>
<td>58.13</td>
<td>17</td>
<td>1,885.35</td>
<td>29</td>
</tr>
<tr>
<td>200000-50-5-5</td>
<td>1,842.00</td>
<td>60.25</td>
<td>17</td>
<td>1,842.98</td>
<td>27</td>
</tr>
<tr>
<td>Average</td>
<td>1,654.82</td>
<td>68.60</td>
<td>22.19</td>
<td>5.94</td>
<td>1,656.17</td>
</tr>
</tbody>
</table>
The results in Table 5.1 indicate that on average, CRG algorithm outperforms other algorithms. As the average solution time figures show CRG is more than ten times faster than CG-LR algorithms. The computation time of CG-LR algorithms are very close to each other. The average of the objective function values obtained by CG-LR1 and CG-LR2 are very close to the average optimal objective function values. Though the indifference is insignificant, CG-LR2 seems to outperform CG-LR1. CG-LR3 is, however, not a strong contender and the average of the objective function values obtained by CG-LR3 is 5% higher than that of CG-LR2. Overall, these findings are in favor of the bounding procedure used in CG-LR2. The gap between the average objective function values of CPLEX and CG-LR2 is just 0.04%. More importantly, the average solution time of CG-LR2 is 5% shorter than that of CPLEX. Note that for the TCR problem, all the algorithms proposed in this thesis use only a very small number of columns.

Note that CG-LR performs poor compared to CRG. The reason is that even though the LR problem is smaller than (MP), after dualizing the linking constraints, it must be solved many times at each subgradient optimization call. On the other hand, solving SRMP by a linear programming solver turned out to be much faster than the subgradient optimization algorithm in our experiments. As discussed in [15] and [48] the use of CG-LR may be justified, if the dual variables found by the simplex algorithm cause many degenerate iterations, and the number of column generation iterations is quite large.

Another question raised above is concerned with the advantages of initializing the multipliers for the new dualized constraints with the values found by the row-generating PSP over initializing them with value zero. The CG-LR algorithms initialize the multipliers for the new dualized constraints with the values found by the row-generating PSP. To this end, we rerun the CG-LR2 algorithm with the new multipliers initialized with value zero. The average values for the objective function and time are 1,656.17 and 109.25, respectively. Even though the average objective function value is close to that of CG-LR2 given in Table 5.1, the average computation time is considerably large. It seems that the initialization of the dual multipliers with the values found by
the row-generating PSP is more beneficial.
Chapter 6

CONCLUSIONS AND FUTURE RESEARCH

Column generation is a well-studied concept and has been applied to many problems in different application areas. In some problems that are solved by column generation, the addition of new columns triggers the generation of a set of rows. This simultaneous generation of both columns and rows has been of interest in the literature recently. However, there has been no unified strategy to approach these problems which we refer to as column-dependent-rows problems. In this thesis, we have primarily aimed at characterizing the common aspects of these problems. Then, a unified way to handle these problems and a generic methodology, coined simultaneous column-and-row generation, have been developed. Then, we have applied this solution methodology to time-constrained routing, multi-stage cutting stock and quadratic set covering problems successfully. For the time-constrained routing and multi-stage cutting stock problems, the optimal solution is reached in contrast to the algorithms in the literature. The last problem has been considered in the column generation context for the first time and its analysis has provided us a motivation for making the methodology as generic as possible. Moreover, combination of the proposed column-and-row generation algorithm with Lagrangian relaxation has also been investigated in this thesis. The theoretical results are consolidated by the computational experiments.
The proposed generic algorithms are applied successfully to several example problems in this thesis. As long as the assumptions underlying the CDR problems are satisfied, many other problems can be solved by the proposed solution method. Take for instance a vehicle scheduling problem, where the trip times are exposed to disruptions like delays or trip cancellations. Using a similar approach to that in [61], the resulting problem can be shown to be a column-dependent-rows problem.

Note that the example problems that we consider are actually integer programming problems. We only concentrated on the linear programming relaxation of the problems. After the column-and-row generation algorithm terminates, we can solve an integer program using the set of columns generated. However, this gives only an upper bound on the optimal integral solution. To reach the integral optimal solution, the column-and-row generation algorithm can be embedded in a branch-and-bound scheme.

A follow-up work is the combination of the column-and-row generation algorithm with the Benders decomposition. Using then delayed constraint generation along with column-and-row generation can yield an efficient solution method.
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