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10.3.63 Remark The close relations between (n,w, λ) OOCs and constant weight codes provides
good bounds on OOC from known bounds on constant weight codes. For further information
see [1470].

10.3.64 Remark Other correlation measures include the partial-period correlation between two very
long sequences where the correlation is calculated over a partial period. In practice, there
is also some interest in the mean-square correlation of a sequence family rather than in
θmax. For the evaluation of these correlation measures coding theory sometimes plays an
important role. For more information the reader is referred to [1470].
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10.4 Linear complexity of sequences and multisequences

Wilfried Meidl, Sabanci University

Arne Winterhof, Austrian Academy of Sciences

10.4.1 Linear complexity measures

10.4.1 Definition A sequence S = s0, s1, . . . over the finite field Fq is called a (homogeneous)
linear recurring sequence over Fq with characteristic polynomial

f(x) =
l

∑

i=0

cix
i ∈ Fq[x]
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of degree l, if S satisfies the linear recurrence relation

l
∑

i=0

cisn+i = 0 for n = 0, 1, . . . . (10.4.1)

10.4.2 Definition The minimal polynomial of a linear recurring sequence S is the uniquely defined
monic polynomialM ∈ Fq[x] of smallest degree for which S is a linear recurring sequence
with characteristic polynomial M . The linear complexity L(S) of S is the degree of the
minimal polynomial M .

10.4.3 Remark Without loss of generality one can assume that f is monic, i.e. cl = 1. A sequence
S over Fq is a linear recurring sequence if and only if S is ultimately periodic, if c0 in (10.4.1)
is nonzero then S is purely periodic, see [1933, Chapter 8]. Consequently Definition 10.4.1
is only meaningful for (ultimately) periodic sequences. Using the notation of [1130, 2058],

we let M
(1)
q (f) be the set of sequences over Fq with characteristic polynomial f . The set

of sequences with a fixed period N is then M
(1)
q (f) with f(x) = xN − 1. The minimal

polynomial M of a sequence S ∈ M
(1)
q (f) is always a divisor of f . For an N -periodic

sequence S we have L(S) ≤ N ; see Section 10.2.

10.4.4 Remark The linear complexity of a sequence S can alternatively be defined as the length
of the shortest linear recurrence relation satisfied by S. In engineering terms, L(S) is 0 if
S is the zero sequence and otherwise it is the length of the shortest linear feedback shift
register (Section 10.2) that can generate S [1625, 1933, 2494, 2495].

10.4.5 Definition For n ≥ 1 the n-th linear complexity L(S, n) of a sequence S over Fq is the
length L of a shortest linear recurrence relation

sj+L = cL−1sj+L−1 + · · ·+ c0sj , 0 ≤ j ≤ n− L− 1,

over Fq satisfied by the first n terms of the sequence. The polynomial
∑L

i=0 cix
i ∈ Fq[x]

is an n-th minimal polynomial of S. The linear complexity L(S) of a periodic sequence
can then be defined by

L(S) := sup
n≥1

L(S, n).

10.4.6 Remark Again one may assume that the n-th minimal polynomial is monic. Then it is
unique whenever L ≤ n/2. Definition 10.4.5 is also applicable for finite sequences, i.e.
strings of elements of Fq of length n.

10.4.7 Definition For an infinite sequence S, the non-decreasing integer sequence
L(S, 1), L(S, 2), . . . is the linear complexity profile of S.

10.4.8 Remark Linear complexity and linear complexity profile of a given sequence (as well as the
linear recurrence defining it) can be determined by using the Berlekamp-Massey algorithm;
see Section 15.1 or [1625, Section 6.7], and [2005]. The algorithm is efficient for sequences
with low linear complexity and hence such sequences can easily be predicted.

10.4.9 Remark A sequence used as a keystream in stream ciphers must consequently have a large
linear complexity, but also altering a few terms of the sequence should not cause a significant
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decrease of the linear complexity. An introduction to the stability theory of stream ciphers
is the monograph [868]. For a general comprehensive survey on the theory of stream ciphers
we refer to [2494, 2495].

10.4.10 Definition The k-error linear complexity Lk(S, n) of a sequence S of length n is defined
by

Lk(S, n) = min
T

L(T, n),

where the minimum is taken over all sequences T of length n with Hamming distance
d(T, S) from S at most k. For an N -periodic sequence S over Fq the k-error linear
complexity is defined by [2694]

Lk(S) = min
T

L(T ),

where the minimum is taken over all N -periodic sequences T over Fq for which the first
N terms differ in at most k positions from the corresponding terms of S.

10.4.11 Remark The concept of the k-error linear complexity is based on the sphere complexity
introduced in [868].

10.4.12 Remark Recent developments in stream ciphers point toward an increasing interest in word-
based or vectorized stream ciphers (see for example [779, 1440]), which requires the study
of multisequences.

10.4.13 Definition For an arbitrary positive integer m, an m-fold multisequence S = (S1, . . . , Sm)
over Fq (of finite or infinite length) is a string of m parallel sequences S1, . . . , Sm over
Fq (of finite or infinite length, respectively).

Let f1, . . . , fm ∈ Fq[x] be arbitrary monic polynomials with deg(fi) ≥ 1, 1 ≤ i ≤ m.
The set Mq(f1, . . . , fm) is defined to be the set of m-fold multisequences (S1, . . . , Sm)
over Fq such that for each 1 ≤ i ≤ m, Si is a linear recurring sequence with characteristic
polynomial fi.

10.4.14 Definition The joint minimal polynomial of an m-fold multisequence S ∈Mq(f1, . . . , fm)
is the (uniquely determined) monic polynomial M ∈ Fq[x] of smallest degree which is a
characteristic polynomial of Si for all 1 ≤ i ≤ m. The joint linear complexity of S is the
degree of the joint minimal polynomial M .

10.4.15 Remark The set of N -periodic m-fold multisequences is Mq(f1, . . . , fm) with f1 = · · · =

fm = xN − 1, alternatively denoted by M
(m)
q (f) with f(x) = xN − 1. The joint linear

complexity of an m-fold multisequence can also be defined as the length of the shortest
linear recurrence relation the m parallel sequences satisfy simultaneously. The joint minimal
polynomial M of S ∈Mq(f1, . . . , fm) is always a divisor of lcm(f1, . . . , fm).

10.4.16 Definition For an integer n ≥ 1 the n-th joint linear complexity L(S, n) of an m-fold
multisequence S = (S1, . . . , Sm) is the length of the shortest linear recurrence relation
the first n terms of the m parallel sequences S1, . . . , Sm satisfy simultaneously. The joint
linear complexity profile of S is the non-decreasing integer sequence L(S, 1), L(S, 2), . . ..

10.4.17 Remark As the Fq-linear spaces F
m
q and Fqm are isomorphic, an m-fold multisequence S

can also be identified with a single sequence S having its terms in the extension field Fqm . If

s
(i)
j denotes the j-th term of the i-th sequence Si, 1 ≤ i ≤ m, and {β1, . . . , βm} is a basis of
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Fqm over Fq, then the j-th term of S is σj =
∑m

i=1 βis
(i)
j . The (n-th) joint linear complexity

of S coincides then with the Fq-linear complexity of S, which is the length of the shortest
linear recurrence relation with coefficients exclusively in Fq (the first n terms of) S satisfies
(see [754, pp. 83–85]).

10.4.18 Definition We identify an m-fold multisequence S of length n (or period n) with an m×n
matrix and write S ∈ F

m×n
q (S ∈ (Fm×n

q )∞). For two m-fold multisequences S =
(S1, . . . , Sm),T = (T1, . . . , Tm) ∈ F

m×n
q the term distance dT (S,T) between S and T is

the number of terms in the matrix for S that are different from the corresponding terms
in the matrix for T.

The column distance dC(S,T) between S and T is the number of columns in which
the matrices of S and T differ.

The individual distances vector for S,T is defined by dV (S,T) =
(dH(S1, T1), . . . , dH(Sm, Tm)), where dH denotes the Hamming distance.

10.4.19 Example For q = 2, m = 2, n = 5, and

S =

(

1 1 0 0 1
0 1 0 1 1

)

, T =

(

1 1 0 1 1
1 1 0 0 1

)

,

we have dT (S,T) = 3, dC(S,T) = 2 and dV (S,T) = (1, 2).

10.4.20 Definition For an integer k with 0 ≤ k ≤ mn, the (n-th) k-error joint linear complexity
Lk(S, n) of an m-fold multisequence S over Fq is defined by

Lk(S, n) = min
T∈F

m×n
q ,dT (S,T)≤k

L(T, n).

For an integer 0 ≤ k ≤ n the (n-th) k-error Fq-linear complexity Lq
k(S, n) of S is defined

by
Lq
k(S, n) = min

T∈F
m×n
q ,dC(S,T)≤k

L(T, n).

We define a partial order on Z
m by k = (k1, . . . , km) ≤ k′ = (k′1, . . . , k

′
m) if ki ≤ k′i,

1 ≤ i ≤ m. For k = (k1, . . . , km) ∈ Z
m such that 0 ≤ ki ≤ n for 1 ≤ i ≤ m, the (n-th)

k-error joint linear complexity Lk(S, n) of S is

Lk(S, n) = min
T∈F

m×n
q ,dV (S,T)≤k

L(T, n),

i.e., the minimum is taken over all m-fold length n multisequences T = (T1, . . . , Tm)
over Fq with Hamming distances dH(Si, Ti) ≤ ki, 1 ≤ i ≤ m.
The definitions for periodic multisequences are analogous.

10.4.2 Analysis of the linear complexity

10.4.21 Proposition Let f ∈ Fq[x] be a nonconstant monic polynomial.

1. [1625, Theorem 6.1.2], [1933, Chapter 8] For a sequence S = s0, s1, . . . over Fq

consider the element
∑∞

i=0 six
i in the ring Fq[[x]] of formal power series over Fq.

Then S is a linear recurring sequence with characteristic polynomial f if and
only if

∑∞

i=0 six
i = g(x)/f∗(x) with g ∈ Fq[x], deg(g) < deg(f) and f∗(x) =

xdeg(f)f(1/x) is the reciprocal polynomial of f(x).
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2. [2234, Lemma 1] For a sequence S = s1, s2, . . . over Fq consider the element
∑∞

i=1 six
−i in the field Fq((x

−1)) of formal Laurent series in x−1 over Fq. Then
S is a linear recurring sequence with characteristic polynomial f if and only if
∑∞

i=1 six
−i = g(x)/f(x) with g ∈ Fq[x] and deg(g) < deg(f).

10.4.22 Remark For more information and discussion of linear recurring sequences, we refer to
Section 10.2.

10.4.23 Remark The reciprocal of a characteristic polynomial of a sequence S is also called a
feedback polynomial of S.

10.4.24 Remark Proposition 10.4.21 implies a one-to-one correspondence between sequences in

M
(1)
q (f) and rational functions g/f with deg(g) < deg(f) (when the approach via Laurent

series is used), and more generally between m-fold multisequences in Mq(f1, . . . , fm) and
m-tuples of rational functions (g1/f1, . . . , gm/fm) with deg(gi) < deg(fi), 1 ≤ i ≤ m. We
note that in Proposition 10.4.21 Part 2 it is more convenient to start the indices for the
sequence elements si with i = 1.

10.4.25 Proposition [1131] Let (g1/f1, . . . , gm/fm) be the m-tuple of rational functions corre-
sponding to S ∈ Mq(f1, . . . , fm). The joint minimal polynomial of S is the unique monic
polynomial M ∈ Fq[x] such that g1

f1
= h1

M , . . . , gm
fm

= hm

M for some (unique) polynomials

h1, . . . , hm ∈ Fq[x] with gcd(M,h1, . . . , hm) = 1.

10.4.26 Remark For an N -periodic sequence S = s0, s1, . . ., let S
N (x) be the polynomial SN (x) =

s0 + s1x + · · · + sN−1x
N−1 of degree at most N − 1. Then

∑∞

i=0 six
i = SN (x)/(1 − xN ),

which gives rise to the following theorem.

10.4.27 Theorem [754, Lemma 8.2.1], [2055] The joint linear complexity of an N -periodic m-fold
multisequence S = (S1, . . . , Sm) is given by

L(S) = N − deg(gcd(xN − 1, SN
1 (x), . . . , SN

m(x))).

10.4.28 Remark Theorem 10.4.27 implies the famous Blahut theorem [302, 2495], [1625, Theorem
6.8.2] for the linear complexity of N -periodic sequences over Fq, gcd(N, q) = 1, which we
state in 3 commonly used different versions.

10.4.29 Theorem (Blahut’s Theorem) Let S be an N -periodic sequence over Fq, let gcd(N, q) = 1,
and let α be a primitive N -th root of unity in an extension field of Fq. Then

L(S) = N − |{j : SN (αj) = 0, 0 ≤ j ≤ N − 1}|.

10.4.30 Theorem (Blahut’s Theorem) Let gcd(N, q) = 1, α be a primitive N -th root of unity in an
extension field of Fq and let A = (aij) be the N ×N Vandermonde matrix with aij = αij ,
0 ≤ i, j ≤ N − 1. Let s = (s0, s1, . . . , sN−1) be the vector corresponding to one period of an
N -periodic sequence S over Fq. The linear complexity L(S) of S is the Hamming weight of
the vector AsT .

10.4.31 Remark The vector a = AsT is called the discrete Fourier transform of s. Several gener-
alizations of the discrete Fourier transform have been suggested in the literature that can
be used to determine the linear complexity of periodic sequences and multisequences with
period not relatively prime to the characteristic of the field. We refer to [296, 2007, 2055].

10.4.32 Theorem (Blahut’s Theorem) Let S = s0, s1, . . . be a sequence over Fq with period N
dividing q−1, and let g ∈ Fq[x] be the unique polynomial of degree at most N−1 satisfying
g(αj) = sj , j = 0, 1, . . ., where α is a fixed element of Fq of order N . Then L(S) = w(g),
where w(g) denotes the weight of g, i.e., the number of nonzero coefficients of g.
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10.4.33 Theorem [297, Theorem 8] Let f be a polynomial over a prime field Fp with degree of f at
most p − 1 and let S = s0, s1, . . . be the p-periodic sequence over Fp defined by sj = f(j),
j = 0, 1, . . .. Then L(S) = deg(f) + 1.

10.4.34 Remark Theorem 8 in [297] more generally describes the linear complexity of pr-periodic
sequences over Fp. A generalization of Theorem 10.4.33 to arbitrary finite fields is given in
Theorem 1 of [2060].

10.4.35 Remark The linear complexity of an N -periodic sequence over Fq can be determined by the
Berlekamp-Massey algorithm in O(N2) elementary operations. For some classes of period
lengths, faster algorithms (of complexity O(N)) are known, the earliest being the Games-
Chan algorithm [1165] for binary sequences with period N = 2v. A collection of algorithms
for several period lengths can be found in [3007] (see also [2952, 2953, 2954, 3008]). Some
techniques to establish fast algorithms for arbitrary periods are presented in [85, 595, 596,
2051]. Stamp and Martin [2694] established a fast algorithm for the k-error linear complexity
for binary sequences with periodN = 2v. Generalizations are presented in [1636, 1858, 2512],
and for odd characteristic in [2050, 3007].

10.4.36 Remark In contrast to the faster algorithms introduced in the literature for certain period
lengths, the Berlekamp-Massey algorithm also can determine the linear complexity profile
of a (single) sequence. As an application, the general behaviour of linear complexity profiles
can be analysed.

10.4.37 Theorem [1625, Theorem 6.7.4],[2494] Let S = s1, s2, . . . be a sequence over Fq. If L(S, n) >
n/2 then L(S, n + 1) = L(S, n). If L(S, n) ≤ n/2, then L(S, n + 1) = L(S, n) for exactly
one choice of sn+1 ∈ Fq and L(S, n + 1) = n + 1 − L(S, n) for the remaining q − 1 choices
of sn+1 ∈ Fq.

10.4.38 Remark The linear complexity profile is uniquely described by the increment sequence of
S, i.e., by the sequence of the positive integers among L(S, 1), L(S, 2) − L(S, 1), L(S, 3) −
L(S, 2), . . . [2240, 2929, 2931]. Another tool for the analysis of the linear complexity profile
arises from a connection to the continued fraction expansion of Laurent series [2233, 2234].

10.4.39 Theorem [2234] Let S = s1, s2, . . . be a sequence over Fq, let S(x) =
∑∞

i=1 six
−i ∈

Fq((x
−1)) be the corresponding formal Laurent series, and let A1, A2, . . . be the polyno-

mials in the continued fraction expansion of S(x), i.e., S(x) = 1/(A1 +1/(A2 + · · · )) where
Aj ∈ Fq[x], deg(Aj) ≥ 1, j ≥ 1. Let Q−1 = 0, Q0 = 1 and Qj = AjQj−1 +Qj−2 for j ≥ 1.
Then L(S, n) = deg(Qj) where j is determined by

deg(Qj−1) + deg(Qj) ≤ n < deg(Qj) + deg(Qj+1).

The n-th minimal polynomials are all (monic) polynomials of the form M = aQj + gQj−1,
a ∈ F

∗
q , g ∈ Fq[x] with deg(g) ≤ 2 deg(Qj)− n− 1. In particular, the increment sequence of

S is deg(A1), deg(A2), . . ..

10.4.40 Remark Generalizations of the Berlekamp-Massey algorithm and of continued fraction anal-
ysis for the linear complexity of multisequences can be found in [127, 758, 759, 760, 761,
868, 1049, 1665, 2508, 2509, 2938].

10.4.3 Average behaviour of the linear complexity

10.4.41 Remark We use the notation N
(m)
n (L) and E

(m)
n for the number of m-fold multisequences

over Fq with length n and joint linear complexity L and the expected value for the joint
linear complexity of a random m-fold multisequence over Fq of length n.
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10.4.42 Theorem [1373, 2494, 2679] For 1 ≤ L ≤ n

N (1)
n (L) = (q − 1)qmin(2L−1,2n−2L).

The expected value for L(S, n) for a random sequence S over Fq is

E(1)
n =

1

qn

∑

S∈Fn
q

L(S, n) =

{

n
2 + q

(q+1)2 − q−n n(q+1)+q
(q+1)2 for even n,

n
2 + q2+1

2(q+1)2 − q−n n(q+1)+q
(q+1)2 for odd n.

10.4.43 Remark Theorem 10.4.42 was obtained by an analysis of the Berlekamp-Massey algorithm.
Rueppel and Smeets [2494, 2679] provide closed formulas for the variance, showing that the
variance is small. A detailed analysis of the linear complexity profile of sequences over Fq is
given by Niederreiter in the series of papers [2229, 2233, 2234, 2237, 2240]. As a main tool,
the continued fraction expansion of formal Laurent series is used. For a more elementary
combinatorial approach, see [2236].

10.4.44 Theorem [2233] The linear complexity profile of a random sequence follows closely but
irregularly the n/2-line, deviations from n/2 of the order of magnitude log n must appear
for infinitely many n.

10.4.45 Remark The asymptotic behaviour of the joint linear complexity is investigated by Nieder-
reiter and Wang in the series of papers [2269, 2270, 2927] using a sophisticated multise-
quence linear feedback shift-register synthesis algorithm based on a lattice basis reduction
algorithm in function fields [2541, 2922, 2928].

10.4.46 Theorem [2247, 2269, 2270]

N (m)
n (L) = (qm − 1)q(m+1)L−m, 1 ≤ L ≤ n/2,

N (m)
n (L) ≤ C(q,m)Lmq2mn−(m+1)L, 1 ≤ L ≤ n,

where C(q,m) is a constant only depending on q and m. We have N
(m)
n (L) ≤ q(m+1)L.

10.4.47 Remark In [2927] a method to determine N
(m)
n (L) is presented and a closed formula for

N
(2)
n (L) is given. A closed formula for N

(3)
n (L) is presented in [2270]. In [2269, 2270] it is

shown that the joint linear complexity profile of a random m-fold multisequence follows
closely the mn/(m+ 1)-line, generalizing Theorem 10.4.44 for m = 1.

10.4.48 Theorem [2269, 2270]

E(m)
n =

mn

m+ 1
+ o(n) as n→∞.

For m = 2, 3 [1055, 2270, 2927]

E(m)
n =

mn

m+ 1
+O(1), as n→∞.

10.4.49 Remark Feng and Dai [1055] obtained their result with different methods, namely with
multi-dimensional continued fractions.

10.4.50 Conjecture [2270]

E(m)
n =

mn

m+ 1
+O(1) as n→∞.

10.4.51 Remark For a detailed survey on recent developments in the theory of the n-th joint linear
complexity of m-fold multisequences we refer to [2251].
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10.4.52 Theorem [1130, 1132] For a monic polynomial f ∈ Fq[x] with deg(f) ≥ 1, let

f = re11 re22 · · · r
ek
k

be the canonical factorization of f into monic irreducible polynomials over Fq. For 1 ≤ i ≤ k,
let αi = qm deg(ri). Then for an arbitrary positive integer m the expected value E(m)(f) of

the joint linear complexity of a random m-fold multisequence from M
(m)
q (f) is

E(m)(f) = deg(f)−
k

∑

i=1

1− α−ei
i

αi − 1
deg(ri).

10.4.53 Remark In [1130, 1132] an explicit formula for the variance Var(m)(f) of the joint linear

complexity of random multisequences of M
(m)
q (f) is given. In [1131, 1132] it is shown

how to obtain from Theorem 10.4.52 closed formulas for the more general case of m-fold
multisequences in Mq(f1, . . . , fm).

10.4.54 Remark Since for f(x) = xN − 1 the set M(m)(f) is the set of N -periodic sequences,
earlier formulas on expectation (and variance) of the (joint) linear complexity of periodic
(multi)sequences can be obtained as a corollary of Theorem 10.4.52: [2053, Theorem 3.2],
[2054, Theorem 1], [3019, Theorem 1] on E(1)(xN − 1), and [1133, Theorem 1], [2055,
Theorem 1] on E(m)(xN − 1) for arbitrary m.

10.4.55 Remark In [1133, 2055] lower bounds on the expected joint linear complexity for periodic
multisequences are presented, estimating the magnitude of the formula for E(m)(xN − 1)

in Theorem 10.4.52. In [1133] it is also noted that the variance Var(m)(xN − 1) is small,
showing that for random N -periodic multisequences over Fq the joint linear complexity is
close to N (the trivial upper bound), with a small variance.

10.4.56 Remark Lower bounds for the expected n-th k-error joint linear complexity, the expected n-
th k-error Fq-linear complexity and the expected n-th k-error joint linear complexity for an
integer vector k = (k1, . . . , km) for a random m-fold multisequence over Fq are established
in [2057]. These results generalize earlier bounds for the case m = 1 presented in [2052].

10.4.57 Remark For periodic sequences, lower bounds on the expected k-error linear complexity
have been established in [2053, 2054]. For periodic multisequences (with prime period N
different from the characteristic), lower bounds for the expected error linear complexity are
presented in [2057] for all 3 multisequence error linear complexity measures.

10.4.58 Remark In the papers [2056, 2248, 2267, 2268, 2860] the question is addressed if linear
complexity and k-error linear complexity can be large simultaneously. Among others, the
existence of N -periodic sequences attaining the upper bounds N and N − 1 for linear and
k-error linear complexity is shown for infinitely many period lengths (and a certain range
for k depending on the period length), and it is shown that for several classes of period
length a large number of N -periodic (multi)sequences with (joint) linear complexity N also
exhibits a large k-error linear complexity.

10.4.59 Remark In [3010] methods from function fields are used to construct periodic multise-
quences with large linear complexity and k-error linear complexity simultaneously for vari-
ous period lengths.

10.4.4 Some sequences with large n-th linear complexity
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10.4.4.1 Explicit sequences

10.4.60 Definition For a, b ∈ Fp with a 6= 0 the explicit inversive congruential sequence Z =
z0, z1, . . . is

zj = (aj + b)p−2, j ≥ 0. (10.4.2)

10.4.61 Theorem [2061] We have

L(Z, n) ≥







(n− 1)/3 for 1 ≤ n ≤ (3p− 7)/2,
n− p+ 2 for (3p− 5)/2 ≤ n ≤ 2p− 3,
p− 1 for n ≥ 2p− 2.

10.4.62 Remark We note that jp−2 = j−1 for j ∈ F
∗
p. Since inversion is a fast operation this

sequence is despite its high n-th linear complexity still highly predictable.

10.4.63 Remark Analogous sequences of (10.4.2) over arbitrary finite fields Fq are studied in [2061].
Multisequences of this form are investigated in [2064]. Explicit inversive sequences and
multisequences can also be defined using the multiplicative structure of Fq.

10.4.64 Definition Form ≥ 1, αi, βi ∈ F
∗
q , 1 ≤ i ≤ m, and an element γ ∈ Fq of orderN , the explicit

inversive congruential sequence of period N , Z = (Z1, . . . , Zm), with Zi = σ
(i)
0 , σ

(i)
1 , . . .

is
σ
(i)
j = (αiγ

j + βi)
q−2, j ≥ 0. (10.4.3)

10.4.65 Remark Sequences of the form (10.4.3) are analysed in [2063, 2064]. With an appropriate
choice of the parameters one can obtain (multi)sequences with perfect linear complexity
profile, i.e., L(Z, n) ≥ mn/(m+ 1).

10.4.66 Theorem [2064] Let m < (q− 1)/N and let C1, . . . , Cm be different cosets of the group 〈γ〉
generated by γ, such that none of them contains the element −1. For 1 ≤ i ≤ m choose
αi, βi such that αiβ

−1
i ∈ Ci, then

L(Z, n) ≥ min

{

mn

m+ 1
, N

}

, n ≥ 1.

10.4.67 Definition Given an element ϑ ∈ F
∗
q , the quadratic exponential sequence Q = q0, q1, . . . is

qj = ϑj2 , j ≥ 0.

10.4.68 Theorem [1377] We have

L(Q,n) ≥
min {n,N}

2
, n ≥ 1.

10.4.69 Remark The period N of Q is at least half of the multiplicative order of ϑ.

10.4.4.2 Recursive nonlinear sequences
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10.4.70 Definition Given a polynomial f ∈ Fp[x] of degree d ≥ 2, the nonlinear congruential
sequence U = u0, u1, . . . is defined by the recurrence relation

uj+1 = f(uj), j ≥ 0, (10.4.4)

with some initial value u0 ∈ Fp such that U is purely periodic with some period N ≤ p.

10.4.71 Theorem [1377] Let U be as in (15.1.8), where f ∈ Fp[x] is of degree d ≥ 2, then

L(U, n) ≥ min {logd(n− ⌊logd n⌋), logd N} , n ≥ 1.

10.4.72 Remark For some special classes of polynomials much better results are available, see [1354,
1377, 2636]. For instance, in case of the largest possible period N = p we have

L(U, n) ≥ min{n− p+ 1, p/d}, n ≥ 1.

10.4.73 Theorem [1377] The inversive (congruential) sequence Y = y0, y1, . . . defined by

yj+1 = ayp−2
j + b, j ≥ 0,

with a, b, y0 ∈ Fp, a 6= 0, has linear complexity profile

L(Y, n) ≥ min

{

n− 1

3
,
N − 1

2

}

, n ≥ 1.

10.4.74 Theorem [1354, 2636] The power sequence P = p0, p1, . . ., defined as

pj+1 = pej , j ≥ 0,

with some integer e ≥ 2 and initial value 0 6= p0 ∈ Fp satisfies

L(P, n) ≥ min

{

n2

4(p− 1)
,
N2

p− 1

}

, n ≥ 1.

10.4.75 Remark Two more classes of nonlinear sequences provide much better results than in the
general case, nonlinear sequences with Dickson polynomials [87] and Rédei functions [2066].
See Section 9.6 and [1930] for the definitions.

10.4.4.3 Legendre sequence and related bit sequences

10.4.76 Definition Let p > 2 be a prime. The Legendre sequence Λ = l0, l1, . . ., for j ≥ 0, is

lj =

{

1 if
(

j
p

)

= −1,

0 otherwise,

where
(

·
p

)

is the Legendre symbol.

10.4.77 Theorem [754, 2823] The linear complexity of the Legendre sequence is

L(Λ) =















(p− 1)/2 if p ≡ 1 (mod 8),
p if p ≡ 3 (mod 8),
p− 1 if p ≡ 5 (mod 8),
(p+ 1)/2 if p ≡ 7 (mod 8).
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10.4.78 Theorem [2638, Theorem 9.2] The linear complexity profile of the Legendre sequence sat-
isfies

L(Λ, n) >
min{n, p}

1 + p1/2(1 + log p)
− 1, n ≥ 1.

10.4.79 Remark For similar sequences, that are defined by the use of the quadratic character of
arbitrary finite fields and the study of their linear complexity profiles, see [1780, 2059, 2988].

10.4.80 Definition Let γ be a primitive element and η be the quadratic character of the finite field
Fq of odd characteristic. The Sidelnikov sequence σ = σ0, σ1, . . . for j ≥ 0, is

σj =

{

1 if η(γj + 1) = −1,
0 otherwise.

10.4.81 Remark In many cases one is able to determine the linear complexity L(σ) over F2 exactly,
see Meidl and Winterhof [2065]. For example, if (q − 1)/2 is an odd prime such that 2 is
a primitive root modulo (q − 1)/2, then σ attains the largest possible linear complexity
L(σ) = q − 1. Moreover we have the lower bound [2065]

L(σ, n)≫
min{n, q}

q1/2 log q
, n ≥ 1.

The k-error linear complexity of the Sidelnikov sequence seen as a sequence over Fp has
been estimated in [86, 636, 1194]. For results on similar sequences with composite modulus
see [390] and [754, Chapter 8.2].

10.4.4.4 Elliptic curve sequences

10.4.82 Definition Let p > 3 be a prime and E be an elliptic curve over Fp of the form

Y 2 = X3 + aX + b

with coefficients a, b ∈ Fp such that 4a3+27b2 6= 0. For a given initial point W0 ∈ E(Fp),
a fixed point G ∈ E(Fp) of order N and a rational function f ∈ Fp(E) the elliptic curve
congruential sequence W = w0, w1, . . . (with respect to f) is

wj = f(Wj), j ≥ 0, where Wj = G⊕Wj−1 = jG⊕W0, j ≥ 1.

10.4.83 Remark Obviously, W is N -periodic.

10.4.84 Remark For example, choosing the function f(x, y) = x, the work of Hess and Shparlin-
ski [1488] gives the lower bound

L(W,n) ≥ min{n/3, N/2}, n ≥ 2.

10.4.5 Related measures

10.4.5.1 Kolmogorov complexity

10.4.85 Remark The Kolmogorov complexity is a central topic in algorithmic information theory.
The Kolmogorov complexity of a binary sequence is, roughly speaking, the length of the



Sequences over finite fields 329

shortest computer program that generates the sequence. The relationship between linear
complexity and Kolmogorov complexity was studied in [256, 2940]. The Kolmogorov com-
plexity is twice the linear complexity for almost all sequences over F2 of sufficiently (but only
moderately) large length. In contrast to the linear complexity the Kolmogorov complexity
is in general not computable and so of no practical significance.

10.4.5.2 Lattice test

10.4.86 Definition Let S = s0, s1, . . . be a sequence over Fq, and for s ≥ 1 let V (S, s) be the
subspace of Fs

q spanned by the vectors sj − s0, j = 1, 2, . . ., where

sj = (sj , sj+1, . . . , sj+s−1), j ≥ 0.

The sequence S passes the s-dimensional lattice test for some s ≥ 1, if V (S, s) = F
s
q.

For given s ≥ 1 and n ≥ 2 we say that S passes the s-dimensional n-lattice test if
the subspace spanned by the vectors sj − s0, 1 ≤ j ≤ n − s, is F

s
q. The largest s for

which S passes the s-dimensional n-lattice test is the lattice profile at n and is denoted
by S(S, n).

10.4.87 Theorem [909] We have either

S(S, n) = min{L(S, n), n+ 1− L(S, n)} or

S(S, n) = min{L(S, n), n+ 1− L(S, n)} − 1.

10.4.88 Remark The results of [908] on the expected value of the lattice profile show that a “ran-
dom” sequence should have S(S, n) close to min{n/2, N}.

10.4.5.3 Correlation measure of order k

10.4.89 Definition The correlation measure of order k of a binary sequence S is

Ck(S) = max
M,D

∣

∣

∣

∣

∣

M−1
∑

n=0

(−1)sn+d1 · · · (−1)sn+dk

∣

∣

∣

∣

∣

, k ≥ 1,

where the maximum is taken over all D = (d1, d2, . . . , dk) with non-negative integers
d1 < d2 < · · · < dk and M such that M − 1 + dk ≤ T − 1. Obviously, C2(S) is bounded
by the maximal absolute value of the aperiodic autocorrelation of S.

10.4.90 Remark The correlation measure of order k was introduced by Mauduit and Sárközy in
[2031]. The linear complexity profile of a given N -periodic sequence can be estimated in
terms of its correlation measure and a lower bound on L(S, n) can be obtained whenever
an appropriate bound on maxCk(S) is known.

10.4.91 Theorem [391] We have

L(S, n) ≥ n− max
1≤k≤L(S,n)+1

Ck(S), 1 ≤ n ≤ N − 1.

10.4.5.4 FCSR and p-adic span

10.4.92 Remark In [1742] an alternative feedback shift register architecture was presented, feedback
with carry shift registers (FCSR). For binary sequences the procedure is as follows: Differ-
ently to linear recurring sequences the bits are added as integers (again following a linear
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recurrence relation). The result is added to the content of a memory, which is a nonnegative
integer m, to obtain an integer σ. The parity bit σ (mod 2), of σ is then the next term of
the sequence, and the higher order bits ⌊σ/2⌋ are the new content of the memory.

FCSR-sequences share many properties with linear recurring sequences, but for their
analysis instead of arithmetics in finite fields, arithmetics in the 2-adic numbers is used - or
in the more general case of sequences modulo p in the p-adic numbers.

An FCSR-equivalent to the linear complexity is the 2-adic span, respectively the p-
adic span of a sequence, which measures the size of the smallest FCSR that generates the
sequence.

Since their introduction, FCSR-sequences attracted a lot of attention. We refer to [129,
1325, 1326, 1743, 2768] and the references therein.

10.4.5.5 Discrepancy

10.4.93 Definition Let X = x0, x1, . . . be a sequence in the unit interval [0, 1). For 0 ≤ d1 < · · · <
dk < n we put

xj = xj(d1, . . . , dk) = (xj+d1
, . . . , xj+dk

), 1 ≤ j ≤ n− dk.

The discrepancy of the vectors x1(d1, . . . , dk), . . . ,xn−dk
(d1, . . . , dk) is

sup
I

∣

∣

∣

∣

A(I,x1, . . . ,xn−dk
)

n− dk
− V (I)

∣

∣

∣

∣

,

where the supremum is taken over all subintervals of [0, 1)k, V (I) is the volume of I
and A(I,x1, . . . ,xn−dk

) is the number of points xj , j = 1, . . . , n− dk, in the interval I.

10.4.94 Remark We can derive a binary sequence B = e0, e1, . . . from X by ej = 1 if 0 ≤ xj < 1/2
and ej = 0 otherwise.

10.4.95 Remark In [2030, Theorem 1] the correlation measure of order k of B is estimated in terms
of the above discrepancy of vectors derived from the sequence X. Hence, using the relation
between linear complexity profile and correlation measure of B we can obtain (weak) linear
complexity profile lower bounds for B from discrepancy upper bounds for X.

See Also

§6.3, §10.2, §17.3 For related measures.
§9.1, §9.3 For Boolean functions and nonlinearity.
§10.2 For LFSR.
§10.5, §17.1 For nonlinear recurrence sequences.
§12.2, §12.3, §16.4 For elliptic curves.
§15.1 For basics on coding theory and the Berlekamp-Massey algorithm.
§16.2 For stream ciphers.
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