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ABSTRACT: Practical measurement and assessment of mental models is not a simple task. There is a lack of assessment tools that can directly and accurately evaluate mental models. This proposed research study on evaluation of mental models uses a set of Web-based assessment tools called HIMATT (Highly Integrated Model Assessment Technology and Tools) developed by an international researcher group to address the need for automated tools. Subjects in this study uses DEEP (Dynamic Evaluation of Enhanced Problem Solving) and T-MITOCAR (Text-Model Inspection Trace of Concepts and Relations) which are embedded into HIMATT. Subjects’ conceptualizations of complex mathematics problems are analyzed and compared within a novice group and with an expert group. Results of subjects’ conceptualization of given problem scenarios and solutions are analyzed by comparison of using DEEP tool and T-MITOCAR tool.  
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INTRODUCTION

Mental models reveal the individual’s ability at transferring their mental processing to novel and familiar situations (Gogus, 2009). How concepts are organized in the human mind, how people use these concepts in problem solving, are all explained by cognitive strategies (Gogus, 2009). The individual develops cognitive strategies such as concept grouping, mental schema when constructing knowledge (Erdoğan, 2000). The main goal of this research study is to establish a reliable and valid methodology to capture and create conceptual representations of individuals and groups. This research study proposes that web-based assessment tools with using concept mapping method, problem-based and model-based learning approaches can be used in assessment of learning in complex domains. Subjects in this study use a web-based assessment tool kit to explain what they understand from a problem scenario and how they solve the problem. This tool kit allows learning of internal conceptual systems by interpreting individuals’ models and representations of own knowledge (Gogus & Gogus, 2009).
There are a number of methods that demonstrate how people perceive and express knowledge and present what people know and their mental structures, such as concept mapping, causal integration diagram, conceptual frames and knowledge model. These models are based on Ausubel’s Assimilation Theory (Ausubel, 1968). Mental Model researchers (Seel, Al-Diban, & Blumschein, 2000) have used concept mapping and causal interaction diagram as tools to obtain experts’ comments on various scenarios. Even though these methods provide the outline for transforming internal knowledge into a visual form, they cannot solve the compensation and adaptation difficulties created by novel problems. A number of institutions and researchers have developed software tools to extend especially the use of concept mapping. For example, NASA uses concept maps to textually describe the information on spatial events and to present a richer content in space projects. Studies in Turkey, which philosophically analyze computerized modeling in cognitive science (Urgen, 2007), emphasize four basic elements in understanding models’ place in science: installation of models, operation of models, representation of models and forms of learning from models. The model discussed in these studies is the Q-Soar model, which is created with Soar architecture and represents a particular group of model. These studies discuss that generalizations can be made for computerized cognitive models (Urgen, 2007). 
This proposed research project considers the process of learning as gaining expertise in problem solving. Therefore, experts’ mental models are compared with the mental models of individuals getting education on the path to becoming an expert. This method was used in the National Science Foundation (NSF)-supported NSF 02-34 DEEP project entitled “Enhanced Evaluation of Learning in Complex Domains” and termed as Dynamic Evaluation of Enhanced Problem Solving – DEEP methodology. It was demonstrated that the DEEP methodology is a reliable and valid method in the studied areas but the fact that the ideas of this methodology are still new and need to be developed was emphasized (Gogus, Koszalka, & Spector, 2009).  Moreover, the DEEP methodology has not been tested in the area of mathematics yet. Therefore, mathematics is determined as a study domain in this research. 
Another tool that is used in this study is T-MITOCAR (Text- Model Inspection Trace of Concepts and Relations) which rely on the dependence of syntax and semantics within natural language and use the associative features of text as a methodological heuristic to represent knowledge from text sources (Pirnay-Dummer, Ifenthaler, & Spector, 2008). DEEP only automated the process of eliciting the representation; in its first incarnation it did not automate the analysis, although the analytical methods used by Spector and Koszalka (2004) are completely compatible with the T-MITOCAR. Therefore, DEEP and T-MOTOCAR are embedded into a new tool called HIMATT (Highly Integrated Model Assessment Technology and Tools) developed by an international researcher group to address the need for automated tools (Pirnay-Dummer, Ifenthaler, & Spector, 2008). This proposed research study on evaluation of mental models uses the HIMATT technologies which is a set of Web-based assessment tools.
METHOD
Subjects in this study used both DEEP (Dynamic Evaluation of Enhanced Problem Solving) and T-MITOCAR (Text-Model Inspection Trace of Concepts and Relations) which are embedded into HIMATT. HIMATT provides advantages to researchers because of using both qualitative and quantitative research methods:
Methodologically, the tools integrated into HIMATT touch the boundaries of qualitative and quantitative research methods and provide bridges between them. On the one hand, text can be analyzed very quickly without loosening the associative strength of natural language (MITOCAR and T-MITOCAR). Furthermore, conceptual graphs can be annotated by experts (DEEP). All of the data, regardless of how it is assessed, can be analyzed quantitatively with the same comparison functions for all built-in tools without further manual effort or recoding. Additionally, HIMATT generates standardized images of text and graphical representations (Pirnay-Dummer, Ifenthaler, & Spector, 2008, p. 20).
Subjects’ conceptualizations of complex mathematics problems are analyzed and compared within a novice group and with an expert group (Gogus & Gogus, 2009). Students’ knowledge about the content of a problem and how they present this knowledge are investigated and evaluated by comparing to the expert’s presentation of knowledge. The elements required to improve students’ ability to solve complex problems and increase their domain knowledge, can be investigated as a result of this evaluation (Gogus & Gogus, 2009).
The method used for evaluation of mental models requires the analysis of the schemas that show individuals’ cognitive frames and the investigation of the existence of common or different cognitive models by comparing these schemas. This project considers the process of learning as gaining expertise in problem solving (Ericson & Smith, 1991) and therefore aims to compare the mental models of experts and non-experts. The concept maps and both qualitative and quantitative data collection methods that is used in this study to elicit individuals’ mental models enable the individuals reveal what they know and what they conceive about the solution of a problem.

This study has two main research questions:

1. Do novice participants exhibit recognizable patterns of problem conceptualizations in response to complex problem scenarios? 
2. Are there differences between novices’ written texts (from T-MITOCAR tool) and concept maps (from DEEP tool) compared to an expert’s representation?

Data is collected from experts and non-experts.  Experts are five faculty members whose expertise lies in the area of mathematics and teaching Differential Equations classes at Sabancı University. Non-experts are twenty two students of the Differential Equation course at Sabancı University.
ANALYSIS

To analyze the concept maps and written text created by the participants in the HIMATT environment, the six core measures implemented in HIMATT (Ifenthaler, 2009) are used. These six measures of HIMATT are defined as follows (Ifenthaler, 2008; Ifenthaler, 2009; Pirnay-Dummer, 2007):
Surface Matching: The surface matching measure (Ifenthaler, 2008; Ifenthaler, 2009) compares the number of vertices within two graphs. It is a simple and easy way to calculate values for surface complexity.

Graphical Matching: The graphical matching (Ifenthaler, 2008; Ifenthaler, 2009) compares the diameters of the spanning trees of the graphs, which is an indicator for the range of conceptual knowledge. It corresponds to structural matching as it is also a measure for structural complexity only.
Concept Matching: Concept matching (Ifenthaler, 2009; Pirnay-Dummer, 2007) compares the sets of concepts (vertices) within a graph to determine the use of terms. This measure is especially important for different groups which operate in the same domain (e.g. use the same textbook). It determines differences in language use between the models.
Structural Matching: The structural matching (Ifenthaler, 2009; Pirnay-Dummer, 2007) compares the complete structures of two graphs without regard to their content. This measure is necessary for all hypotheses which make assumptions about general features of structure (e.g. assumptions which state that expert knowledge is structured differently from novice knowledge). 
Gamma Matching: The gamma or density of vertices (Ifenthaler, 2009; Pirnay-Dummer, 2007) describes the quotient of terms per vertex within a graph. Since both graphs which connect every term with each other term (everything with everything) and graphs which only connect pairs of terms can be considered weak models, a medium density is expected for most good working models.
Propositional Matching: The propositional matching (Ifenthaler, 2008; Ifenthaler, 2009) value compares only fully identical propositions between two graphs. It is a good measure for quantifying semantic similarity between two graphs.
RESULTS

In order to answer research question one, the written text and concept maps constructed by the participants were automatically compared to an expert representation with the HIMATT analysis feature. Hence, for both written text and concept maps, six similarity scores (0 = no similarity; 1 = total similarity; for measures surface, graphical, concept, structural, gamma, and propositional matching) are available for further statistical analysis (see Table 1). The research questions are:
1. Do novice participants exhibit recognizable patterns of problem conceptualizations in response to complex problem scenarios? 
2. Are there differences between novices’ written texts (from T-MITOCAR tool) and concept maps (from DEEP tool) compared to an expert’s representation?

In order to answer research question one, a one-sample t-test for the six HIMATT similarity scores (see Table 1) was computed.  The concept maps of the novice participants (from the DEEP tool) were not significantly different from each other at p=.001 level according to concept matching, t(21)=1,814 p=.085. In other words, there is a similarity between novice participants’ concept maps in terms of concept matching. The proportional matching data was not included for concept map since concept map data for proportional matching could not find any matches. The written text (from the T-MITOCAR tool) were not significantly different from each other at p=.001 level according to proportional matching, t(21)=2,366 p=.028. That is, there is a similarity between novice participants’ written text in terms of proportional matching. As a summary, novice participants exhibited recognizable patterns of problem conceptualizations according to concept matching, as demonstrated by their concept maps in the DEEP tool and also according to proportional matching from their written text in T-MITOCAR tool.

Table 1. Average similarity scores (0 = no similarity, 1 = total similarity) for written text and concept maps of participants compared to the expert’s representation (N = 22)
	HIMATT Measures
	Written Text  Average
	Written Text  SD
	Concept Map  Average
	Concept Map SD

	Surface Matching
	0,445
	0,325
	0,725
	0,182

	Graphical Matching
	0,701
	0,251
	0,748
	0,183

	Concept Matching
	0,131
	0,087
	0,018
	0,045

	Structural Matching
	0,418
	0,179
	0,852
	0,115

	Gamma Matching
	0,394
	0,284
	0,793
	0,149

	Propositional Matching
	0,011
	0,023
	0,000
	0,000


In order to answer research question two, paired-sample t-tests for the six HIMATT similarity scores (see Table 1) was computed. The three paired-sample t-tests computed revealed significant differences between written text and concept maps for the HIMATT measures concept matching,                          t(21) = -6.184, p < .001, structural matching, t(21) = 12.078, p < .001 , and gamma matching,               t(21) = 5.048,  p <  .001. Also, a paired-sample t-test computed revealed marginally significant differences between written text and concept maps for the HIMATT measures surface matching,                            t(21) = 3.394, p=.003 > .001. The two paired-sample t-tests show similarities between written text and concept maps for the HIMATT measures of graphical matching, t(21) = .675, p = .507 > .001 and proportional matching, t(21) = -2.366, p=.028 > .001. Therefore, novices’ written texts (from T-MITOCAR tool) were different from their concept maps (from DEEP tool) in terms of concept, structure, gamma matching, and surface matching.  
DISCUSSIONS
Firstly, we looked at two specific sources of externalized knowledge, written text and concept maps. 
Participants exhibit recognizable patterns of problem conceptualizations according concept matching from their concept maps in the DEEP tool, therefore capturing shared models of groups is possible using the DEEP tool.
Secondly, we looked for differences between learners’ written texts and concept maps compared to an expert’s representation. Our results revealed significant differences between written text and concept maps for the HIMATT measures concept matching, structural matching, and gamma matching.  Here, we found that the written text and concept maps represent different structure and content. Therefore, the results support that the type of externalization strategy influences the represented knowledge (structurally and semantically). 
This research is significant in terms of presenting how problem based learning approach and causal interaction diagram methods could be applied to an educational research. In this research, learning is considered as becoming an expert on a subject therefore the differences and similarities between experts and non-experts are compared according to their knowledge, experience, and problem solving skills  (Gogus, 2009). 
One of the problems frequently experienced in education field is that the learning theories are well taught theoretically but the practice of learning theory is constrained. The gap between the practice, and the theoretical information in the literature of the methodology which is planned to be developed and implemented and mental models’ evaluation, is intended to be reduced. Producing a methodology that can have international and national acceptance has vital value in terms of its usability by various sciences in practice. Therefore the methodology of mental models evaluation, an internationally popular study subject, may considerably contribute to the science and education researches conducted in both Turkey and around the globe (Gogus, 2009). 
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