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Abstract Sensor nodes are tiny, low-power, computation-
ally limited and battery constrained electromechanical
devices. A sensor node contains a sensing unit and a wireless
communication unit. Sensor nodes are deployed over a field
for sensing an event data in the environment and transfer it
towards a base station over its wireless channel. In a typi-
cal application, vast amount of sensor nodes are deployed
over a field which constitute a sensor network. Sensor nodes
must be customized for a specific sensor network application
before the deployment. This customization is needed not only
for underlying networking application, but also for security
related configurations. Random key predistribution mecha-
nisms have been proposed to provide security for wireless
sensor networks. In the literature, there are well known ran-
dom key predistribution schemes. Some of these schemes are
secure, but quite complex to apply in real-world applications
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due to their node-based customization requirements, while
some other are easily applicable but they do not offer reason-
able security. In this paper, we propose random key predis-
tribution schemes for wireless sensor networks that provide
varying ranges of security. The proposed schemes are easily
applicable in real world scenarios due to their simplicity and
relaxed node customization requirements. In this respect, our
schemes provide a tradeoff. Moreover, our proposed schemes
show a good extensibility property. We assume prior deploy-
ment knowledge. We examine performance of our schemes
and compare them with well known random key predistribu-
tion schemes.

Keywords Security - Sensor network security - Key
distribution - Sensor node customization - Resiliency

Introduction and related work

Wireless sensor networks (Akyildiz et al. 2002) have recently
received remarkable attention. A sensor network contains a
large number of tiny sensor nodes that sense data specific to
that environment and report them to other nodes and to a base
station (a.k.a. the sink) over a flexible infrastructure. Sensor
networks can be used for different types of application sce-
narios such as military tracking, health care, environmental
sensing and home automation (Akyildiz et al. 2002).
Sensor nodes are electromechanical devices. The basic
manufacturing process of sensor nodes is not a customized
one and usually yields generic electromechanical devices.
In order to use sensor nodes in particular applications, they
have to be configured, for example, by installing some soft-
ware, and customized by loading some node-specific data.
Especially security related cryptographic keys are the major
source of customization, In the rest of this paper, we assume



that full manufacturing process of a sensor node includes
configuration and customization on top of hardware manu-
facturing.

In some of these applications, sensor networks are
deployed inhostile environments and over large geographical
regions. When sensor networks are deployed in such hostile
environments, security becomes a very important problem Lo
be resolved, Sensor networks are subject Lo different Lypes of
security threats and attacks (Karlol and Wagner 2003), These
include physical capture of 4 node, intentionally providing
misleading information, impersonation, data modilfication,
cavesdropping, ele.

Cryptography (Menczes et al, 1996) is an important tool to
provide contidentiality and authentication Lype ol securily in
data networks including sensor networks. In order to provide
cryplographic security for sensor networks, first authentica-
tion and key management protocols must be applied among
the sensor nodes and the sink. However, the architecture of
sensor networks and limitations on sensor nodes do not allow
well known protocols and cryptosystems Lo be used. More-
over, public key cryptography (Dillic and Iellman 1976;
Rivest et al. 1978) based protocols are nol suitable for sen-
sor networks because of their computational and memory
restrictions. Ior two party authentication, integrity and fresh-
ness, W TESLA scheme (Perrig etal. 2001), which is based on
delayed key disclosure, is proposed. However, we still need
pairwisc keys Lo provide contidentiality. Actually, when pair-
wise cryptographic keys are distributed in a secure and effec-
tive manner, most of the securily problems can be addressed
via different protocols. Thus, we need effective key distribu-
tion mechanisms for sensor nelworks.,

lischenauer and Gligor (2002) proposed a random key pre-
distribution mechanism tor wireless sensor networks and led
Lo an innovation in this area. In this mechanism, first a large
global key pool is generated. Then, cach node s loaded with a
predefined number of keys that constitule its kev ring. Keys of
the key rings are picked from the global key pool inuniformly
random fashion. All nodes are then deployed onto the field
again in uniform random fashion. A securely communicat-
ing network can be formed with the key sharing information
between sensor nodes. In other words, each node discovers
whether it shares at least one key with its neighbors in pair-
wise manner; il this is the case, then a secure communication
link is established between these node pairs. This scheme is
called hasic scheme. Aller Lthe proposal of the basic scheme,
some other random key predistribution schemes are proposed
in the literature (Chan et al. 2003; Liu and Ning 2003; Du
et al, 2003; Unlu et al, 2007),

The basic scheme did not consider any prior deployment
knowledge and come up with an assumption that all nodes
arc deployed uniformly random on the deployment area.
However, prior deployment knowledge may be utilized to
improve the performance ol a random key predistribution

scheme. Although it may not be possible to previously know
the exact deployed location of a node, it is possible to have
an idea about approximate location of a node after deploy-
ment. ITuang et al. (2004) and Du et al. (2004) proposed two
such random key predistribution schemes that consider prior
deployment knowledge.

The scheme by Du et al. (2004) is particularly important
in this paper since our work is based on it. This scheme
assumes a grid deployment mechanism, Nodes are assumed
Lo be deployed in the center of each zone as a batch. Those
batches of nodes are distributed over each zone according to
Gaussian distribution, which is best fit the real world deploy-
ment scenarios, In this deployment model, the nodes in cach
batch are assumed to be close to cach other. This is, actually,
prior deployment knowledge exploited in Du et al. (2004),
Keys are assigned Lo cach node randomly by sclecting from
the key pool of the corresponding zone. lach zone shares
keys with its neighbor zones. In this way. the nodes that are
close to each other have a probabilily to share keys, but the
distant nodes do nol. ITowever, key distribution mechanism
of Du et al. (2004) is complicated and inconvenient since it
requires various sensor node Lypes for cach zone. Key shar-
ing computation is offline and the topology of the sensor
nelwork must be considered in this process. Therelore, the
manufacturing process of the sensor nodes must be a cus-
tomized one. As a payback Lo those problems. this scheme
provides security and resiliency against node capture.

The sensor nodes are generally low-cost hardware devices
with limited power, computational capacity and memory. The
requirement of using vast amount of nodes in 4 particular sen-
sor network deployment enforces the low-cost manufacturing
process of the sensor nodes. Not only the hardware parts and
their assembly, customization of the sensor nodes is also a
cost factor. The scheme proposed in Du et al. (2004) performs
well in terms of security and resiliency but it requires a cus-
tomized set of sensor nodes per zone. Morcover, this set of
nodes cannot be reused in another part of the network. On the
other hand, the basic scheme (Iischenauer and Gligor 2002)
does not perform as effective as Du et al. (2004), but it needs
just one generic node type, so custom manufacturing is not
needed. Our aim in this paper is o devise a tradeoll scheme
between security/resiliency and ease ol manufacturing via
less customization.

In this paper, we propose two random key predistribu-
tion schemes that assume grid based deployment mecha-
nism, The proposed mechanisms follow similar guidelines
as the scheme proposed in Du et al. (2004). However, in our
schemes the key pools of the zones are reused so that a sim-
pler key distribution model is achieved with less distinet key
pools. We do not aim to propose a unique solution to key
distribution problem in sensor networks. Our motivation is
to design simple and flexible key distribution schemes that
are casily applicable, extensible and sulliciently secure lor



real world deployment and manufacturing scenarios, In this
way, we provide a tradeoff scheme as compared to existing
schemes in the literature.

The rest of this paper is organized as follows, The pro-
posed schemes are explained in the next section, Afier that,
comparative performance evaluation of the proposed schemes
and the ones in the literature is given as another section, Last
two sections surmmarize the discussions and the conclusions
reached by this study.

Proposed schemes

We propose two specific distribution schemes, which assume
prior deployment knowledge, for wireless sensor networks,
The first scheme uses just two large key pools for the overall
network and aims to achieve improved security as compared
to the basic scheme. The second scheme is a bit more com-
plicated and offers higher security as compared to the first
one. This scheme uses two key pools for each line over the
deployment grid.

In our schemes, similar to the scheme proposed in
Du et al. (2004), batch of nodes are assumed to be distributed
from a moving vehicle over several zones. Zone based distri-
bution puts location knowledge and key sharing information
together. In this way, the key ring size, which is the number
of keys that a sensor node should store, is reduced.

The first scheme: ABAB

In this scheme, there exist two key pools 4 and B. These two
key pools get their distinct keys from a global key pool S.
Moreover, they share a common key pool, s, which is also
picked from the global key pool §. In order to prepare the
nodes for deployment, s (key ring size) keys are picked in
uniformly random fashion from the key pool A or B accord-
ing to the target deployment zone (generally in alternating
manner). After that, nodes collected as batches and deployed
onto each target zone, The motivation behind this is to design
a simple key distribution scheme that is suitable for most of
the sensor node deployment purposes, Actually the idea is to
make use of that simple location knowledge while keeping
the distribution as simple as possible. The ABAB scheme is
depicted for a 2 x 2 zone in Fig. L.

The amount of distinct keys and shared keys of key pools
A and B are calculated as follows. Let a denote number of
distinctkeysin akey pool (A)or ( B). Moreover, b denotes the
size of the shared key pool s. The ratio of size of the shared
key pools over the size of global key pool S is denoted as
«. In ABAB scheme, the size of the global key pool, |8, is
given as follows.

S| =24 +b (1)

Fig. 1 Key pool selection of ABAB scheme

Since by definition » = » - | 5], g is calculated as follows,
(1— - |S]
2
Moreover, the total number of keys in a particular key pool,

which is denoted as X, is calculated as follows,

(1 —ea)-|S| (1+w)- |35
— +o-|S= — (3)
Key pool generation in ABAB scheme is performed in a few

steps as described below,

IS|l=2a+@-|S|=a= (2)

K=a+b=

Step 1. Generate key pool 5§ by picking b keys from the
global key pool. Remove these keys from the global
key pool.

Step 2: Generate a key pool A’ by picking ¢ keys of the
remaining global key pool at random. Remove these
keys from the global key pool.

Step 3: The remaining global key pool has a keys in it
Assign them to another key pool B’

Step 4: Merge key pools s and A’ in order to form key pool
A,

Step 5: Merge key pools s and B’ in order to form key pool
B,

After the key pools 4 and B are generated, for each zone,
m (key ring size) keys are randomly selected from key pool
A or key pool B. These keys are stored in the nodes. Now, the
nodes are ready to be deployed over the field. The deployment
is generally in checkerhoard manner such that side-by-side
neighbors are of different key pools, A sample deployment
is depicted in Fig, 2,

ABAB scheme shows a nice extensibility property. When-
ever we need to add a new zone to the sensor network,
depending on the neighboring key pool, either an A or a
B zone can be added without rearranging the existing pools.
Figure 3 shows and extension over the network shown in
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Extended

colvin

shares shares shares shams

with & with B vulh A \nth B v\-lth A

[

[ I_I
LUV LT
A
L0 OO OO
wih T & e 14 Cdes [1a [
00 e e e e e e e ey
wh D)8 [ s L1 L1s [LJe [
o A
wih L1 s L1588 L1~ 158 14 ]

] 1 ]
shees Ll |_| I_l
:ilh CJle [Ja 1 C1sa 168 ]

] ] ]

b _D L L L

f.,i.hs A [‘j B [‘j A [E B [‘j A
° [ ] [
L [ L

shewes shewes shawes shawes shauwes

withB with A wilh B with A with B

|:| and |:| represent shawed key pool between key pools & and B

Fig. 3 A sample network extension in ABAB scheme
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Fig. 4 A sample network covering an amorphous region in ABAB
scheme

Moreover, ABAB scheme can be used to generate sensor
ficlds of any topological or amorphous shape by arranging
zones of A and B types in alternating manner, For example,
Fig. 4 shows coverage for an amorphous area. It is worth-
while to mention here is that sensor network topology is not
considered while creating nodes of key pools A and B, Thus,
whatever the topology would be, previously manufactured
nodes can be used in the deployment phase without needing
to generate new sensor nodes via a customized manufactur-
ing process. Needless to say that the extensibility property
still holds for this type of networks as well.

The second scheme; ABCD

ABARB scheme is easily applicable in sensor networks but it
has a resiliency problem since same keys are used in different
zones several times. Capture of a node causes compromise
of keys that are used in other zones (see “Performance eval-
uation™ section for details). In order to solve this problem,
we propose another scheme, called ABCD scheme.
Decreasing the number of keys of the key pool of each
zone is a way of increasing the resiliency. To do so, num-
ber of key pools must be increased up to a certain limit if
the global key pool size is fixed. However, recurrence of key
pools in different zones must still he provided for the sake
of simplicity and applicability, Under these considerations,
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Fig. 5 A sample deployment in ABCD scheme

a new scheme, called ABCD scheme, is designed. In ABCD
scheme, two different key pools are generated for each line
of deployment. These two key pools share some number of
keys with its neighbors both vertically and horizontally. For
instance, assume that key pools A and B are generated for the
first line of deployment. Pools A and B share some number
of keys with cach other. Key pools C and D that are gencrated
for the second line of deployment share the same number of
keys. Moreover, key pool C shares keys with key pool A and
key pool D shares keys with key pool B as well. Moreover,
the first and the last lines also share keys vertically. After
generation of all key pools, zones are deployed in alternating
manner as depicted in Fig. 5.

Number of lines with different key pool pairs is a system
parameter. However, this does not mean that the network can-
not enlarge after the initial deployment. Horizontal enlarge-
ment is possible by deploying zones thal use the key pools of
particular lines in allernating manner. Vertical enlargement
from boltom is possible by deploying lines thatl reuse the
same key pools starting from the first line. Similarly, verti-
cal enlargement [rom Lop is possible by deploying lines that
reuse the same key pools rom backwards starting Irom the
last line. Such connections are possible since the key pools
of the last and the first lines share keys vertically. ligure 6
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Fig. 6 Vertical extension in ABCI) scheme

shows vertical enlargement from both top and bottom. More-
over, as in the ABAB scheme, ABCD scheme can be used to
cover fields of any shape.

ABCD scheme has the same idea of ABAB scheme, which
is reuse of the same key pools in different zones. However,
ABCD scheme aims Lo come up with a more efficient and
resilient scheme by using more key pools.

In this scheme, there s a tradeoll between the deployment
simplicity, and local connectivity and resiliency. Increasing
the key pool size for a zone (i.c. decreasing the number of
key pools) makes the deployment simple. but the resiliency
and connectivity of the system reduce. In ABCD scheme,
it is possible Lo increase the number of key pools in a con-
trolled way so that the resiliency of the system can be kept
in required levels.

In ABC1) scheme, there are 2r different key pools, where r
is the number of rows of deployment (r is taken as SinI4ig. 5).
These key pools are denoted as Pi ;. wherei =1, ..., r and
J = 1. 2. Each key pool shares same amount of keys. denoted
as b, with upper, lower and left/right neighbors. The ratio of
cach key pool share, b, over the total number of keys in a pool
is denoted as 4 . Let g denote the number of keys, which are
not shared, ol a particular pool. Moreover, § denotes the






