VOLUMETRIC SEGMENTATION OF MULTIPLE BASAL GANGLIA STRUCTURES USING NONPARAMETRIC COUPLED SHAPE AND INTER-SHAPE POSE PRIORS
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ABSTRACT

We present a new active contour-based, statistical method for simultaneous volumetric segmentation of multiple subcortical structures in the brain. Neighboring anatomical structures in the human brain exhibit co-dependencies which can aid in segmentation, if properly analyzed and modeled. Motivated by this observation, we formulate the segmentation problem as a maximum a posteriori estimation problem, in which we incorporate statistical prior models on the shapes and inter-shape (relative) poses of the structures of interest. This provides a principled mechanism to bring high level information about the shapes and the relationships of anatomical structures into the segmentation problem. For learning the prior densities based on training data, we use a nonparametric multivariate kernel density estimation framework. We combine these priors with data in a variational framework, and develop an active contour-based iterative segmentation algorithm. We test our method on the problem of volumetric segmentation of basal ganglia structures in magnetic resonance (MR) images and present a quantitative performance analysis. We compare our technique with existing methods and demonstrate the improvements it provides in terms of segmentation accuracy.

Index Terms— Volumetric segmentation, active contours, shape prior, kernel density estimation, moments, MR imagery, basal ganglia.

1. INTRODUCTION

Segmentation of subcortical structures in brain magnetic resonance (MR) images is motivated by a number of medical objectives including the early diagnosis of neurodegenerative illnesses such as schizophrenia, Parkinson’s, and Alzheimer’s diseases [1]. Segmentation of subcortical brain structures, such as the caudate nucleus and the putamen, is a challenging task due to a number of factors including the low intensity contrast in MR images. Due to such data quality limitations, purely data-driven approaches do not usually achieve satisfactory segmentation performance. This motivates the use of prior information at various levels. In particular, statistical information about the shapes of the structures, as well as relationships between these anatomical structures, such as relative (inter-shape) pose could prove to be valuable.

Variational techniques provide a principled framework for formulating segmentation problems [2, 3], and have been widely used with biomedical data. One approach used in the solution of such problems involves active contour or curve evolution techniques. In recent active contour models, there has been an increasing interest in using prior models for the shapes to be segmented (see e.g. [4, 5, 6, 7, 8]). While earlier approaches [4] can be used towards segmentation employing unimodal Gaussian-like shape densities, more recent techniques [5, 6, 7, 8] capture nonlinear shape variability and multi-modal probability density functions for shapes.

While the techniques mentioned above could be used to introduce prior information on the shapes of multiple objects independently, another piece of information that could be useful involves dependencies between the shapes of the multiple structures as well as the poses (location, size, orientation) of the structures of interest. Such dependencies are modeled and used, for example, in [9, 10, 11, 12, 13]. In this paper, we take a different approach, and introduce statistical joint prior models of multiple-structures into an active contour segmentation method in a nonparametric multivariate kernel density estimation framework. In our previous work [14], we introduced prior probability densities on the coupled (joint) shapes of the structures of interest for 2D segmentation. In this paper, we propose a framework which includes not only coupled shape priors, but also inter-shape (relative) pose priors for the multiple structures to be segmented, and apply this technique to 3D data. We use multivariate Parzen density estimation to estimate the unknown joint density of multiple object shapes, as well as inter-shape poses, based on expert-segmented training data. For inter-shape pose representation, we use standard moments, which are intrinsic to shape and have natural physical interpretations [15]. Given these learned prior densities, we pose the segmentation problem as a maximum a posteriori estimation problem combining the prior densities with data. We derive gradient flow expressions for the resulting optimization problem, and solve the problem using active contours. To the best of our knowledge, our approach is the first scheme of multi-object segmentation employing coupled nonparametric shape and inter-shape pose priors. We demonstrate the effectiveness of this approach on volumetric segmentations in real MR images accompanied by a quanti-
2. SEGMENTATION USING COUPLED PRIORS

We define an energy (cost) functional in a MAP estimation framework as

\[ E(C) = -\log P(data|C) - \log P(C), \]  

(1)

where \( C \) is a set of evolving contours \( \{C^1, ..., C^m\} \) that represent the boundaries of \( m \) different anatomical structures (e.g. caudal nucleus, putamen, etc.). In the following, we will refer to [2] as CkV. We choose the likelihood term \( P(data|C) \) as in CkV. In this work, we focus on building \( P(C) \), which is a coupled prior density of multiple structures (or objects).

The geometric information in \( C \) consists of shape \( \tilde{C} \) and pose \( p \), i.e. \( P(C) = P(\tilde{C}, p) \), where \( p \) is a vector of pose parameters (location, size, orientation) for each structure, and \( C = T[p]C \) denotes the aligned version of the boundaries (i.e. \( T[p] \) is an alignment operator that brings the curves to some reference pose). We decompose the pose \( p \) into a global pose \( p_{glb} \) of the ensemble of structures, and inter-shape poses \( p_{int} = (p_{int1}, ..., p_{intm}) \) of each structure, i.e. \( p = (p_{glb}, p_{int}) \). When the structures are globally aligned, the remaining variability in the pose of individual structures is captured by \( p_{int} \). Given these definitions, we have

\[ P(C) = P(p_{glb}, p_{int}|\tilde{C}) \cdot P(\tilde{C}). \]  

(2)

Conditioned on \( \tilde{C} \), we model \( p_{glb} \) and \( p_{int} \) as independent variables, because the global pose of the structures and inter-shape poses are not expected to provide information about each other. In addition, \( P(p_{glb}|\tilde{C}) \) is assumed to be uniform since all poses \( p_{glb} \) are equally likely. Then (2) becomes

\[ P(C) = P(p_{int}|\tilde{C}) \cdot \gamma \cdot P(\tilde{C}), \]  

where \( \gamma \) is a normalizing scalar. In this context, the coupled shape density \( P(C) \) disregards all the pose variability and focuses only on shape variability, whereas \( P(p_{int}|\tilde{C}) \) provides a density on the relative pose of shapes. The inter-shape pose prior is estimated over globally aligned multiple object contours while the shape prior is estimated over both globally and locally aligned ones. Considering this key point, let \( \tilde{C} = (p_{int}, \tilde{C}) \) denote the globally aligned multiple object contours (see Figure 1). We can then represent the inter-shape pose prior in terms of the curves which encompass internal pose variation, conditioned on the shapes whose global and local pose variation is removed. Then the overall prior can be written as:

\[ P(C) = P(\tilde{C}|\tilde{C}) \cdot \gamma \cdot P(\tilde{C}). \]  

(3)

Using these definitions, (1) can be expressed as

\[ E(C) \propto -\log P(data|C) - \log P(\tilde{C}|\tilde{C}) - \log P(\tilde{C}). \]  

Segmentation is achieved by finding the set of curves \( C \) that minimize (3) through active contour-based gradient flow.

1In some applications where certain global poses are more likely \( a \ priori \), a non-uniform density could be used.

2.1. Coupled Shape Prior for Multiple Structures

In this subsection we discuss the learning and use of \( P(\tilde{C}) \). We have \( N \) training samples, where each sample consists of expert-segmented multiple structures. We estimate the joint shape density \( P(\tilde{C}) \) through kernel density estimation:

\[ P(\tilde{C}) = \frac{1}{N} \sum_{i=1}^{N} \prod_{j=1}^{m} k(d(\phi_{Cj}, \phi_{Cj}), \sigma_j). \]  

(4)

We can then evaluate this density for any curve ensemble \( \tilde{C} \). Here \( k(., \sigma) \) is a Gaussian kernel with standard deviation \( \sigma \), \( \phi_{Cj} \) denotes the signed distance function of contour \( C \), the index \( j \) refers to the \( j \)th structure in the multi-structure ensemble, and \( i \) points to the \( i \)th training sample. Finally, \( d(., .) \) is a distance metric, and we use the Euclidean distance [7]. Given this learned density, its contribution to the gradient flow for (3) is given by (expressed for \( m = 2 \) for simplicity):

\[ \frac{\partial \phi_{Cj}}{\partial t} = \frac{1}{P(C|\tilde{C}) \cdot \gamma} \sum_{i=1}^{N} \prod_{j=1}^{m} k_1^2 \frac{MPF(j, i)}{\sigma_j^2} \delta_\phi(\phi_{Cj}), \]  

(5)

where \( k_1^j = k(d(\phi_{Cj}, \phi_{Cj}), \sigma_j) \). Note that training shapes that are closer to the evolving contour influence the evolution with higher weights. Note also that the weighting function \( \lambda_i(\tilde{C}), \tilde{C}^2) \) exhibits the coupling between the multiple structures.

2.2. Relative Pose Prior for Multiple Structures

In this subsection we discuss the learning and use of \( P(\tilde{C}|\tilde{C}) \). We estimate \( P(\tilde{C}|\tilde{C}) \) through kernel density estimation as follows:

\[ P(\tilde{C}|\tilde{C}) = \frac{1}{N} \sum_{i=1}^{N} \prod_{j=1}^{m} k(d(p_{intj}, p_{int}), \sigma_j), \]  

(6)

where \( p_{intj} \) is the relative pose of the \( j \)th element of the \( j \)th structure in the training set, whereas \( p_{int} \) is the relative pose of the \( j \)th structure in the candidate curve ensemble. Here \( d(., .) \) is a weighted Euclidean distance. In 2D (for notational simplicity and without loss of generality), the relative pose of each structure is given by \( p_{int} = [A, c_x, c_y], \). Here, \( A \) is the area, \( c_x \) and \( c_y \) are the coordinates of the structure, and \( \theta \) is the orientation of the structure, all computed after global alignment.

We use moments to compute the relative poses: \( p_{int} = [m_{0,0}, m_{1,0}, m_{0,1}, m_{1,1}, \theta] \). Here, \( m_{0,0} \) represents area, \( m_{1,0} \) and \( m_{0,1} \) are horizontal and vertical positions relative to the mass center, and \( \theta \) is the orientation. Following [15], the two-dimensional moment, \( m \), of order \( p + q \) on a signed distance function \( \phi \), is computed as:

\[ m_{p,q} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} x^p y^q H(-\phi(x, y)) \, dx \, dy, \]  

where \( H \) is the heaviside function. The orientation of contour \( C \) is defined as [15]

\[ \theta(C) = \frac{1}{2} \arctan \left( \frac{2(m_{1,0}m_{0,1} - m_{1,1}m_{0,0})}{m_{0,0} - m_{2,0} + m_{0,0} + m_{0,0}} \right) \]  

Let \( k_2^i = k(d(p_{intj}, p_{int}), \sigma_j) \). Then, the gradient flow for (6) is

\[ \frac{\partial \phi_{Cj}}{\partial t} = \frac{1}{P(C|\tilde{C}) \cdot \gamma} \sum_{i=1}^{N} \prod_{j=1}^{m} k_2^i \frac{MPF(j, i)}{\sigma_j^2} \delta_\phi(\phi_{Cj}). \]  

(7)
We have presented a multi-object segmentation approach that employs nonparametric coupled shape and inter-shape pose priors for different basal ganglia structures. We employ an active contour framework towards evolving different contours in parallel. The priors are learned using kernel density estimation. We have demonstrated our approach in several experiments, in which poorly contrasted shapes are successfully segmented. In addition, quantitative performance analysis and comparisons to well-established techniques are presented.

Currently, we are working on applying our approach on other subcortical structures than the caudate nucleus and the putamen. We also plan to compare our approach to other segmentation techniques involving shape priors. In addition, we intend to introduce a more structured data term, based on intensity characteristics of the tissues.
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Fig. 3. A comparison on 2D axial slices from 3D segmentations. Red: caudate nucleus; yellow: putamen. Left: ground truth; middle column: C&V; right: proposed approach. Each row corresponds to a different slice.


Fig. 4. Comparison of volumetric segmentations from two viewpoints (left and right columns). Red: caudate nucleus; yellow: putamen. Top: ground truth; middle row: C&V; bottom: proposed approach.


